Population dynamics and demography of the bank vole in different tree stands
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The seasonal and multi-annual changes in numbers and demography of the population of Clethrionomys glareolus (Schreber, 1780) in nine different stands which differed in spatial structure and plant species were analyzed. The density and distribution of the undergrowth influenced the density and demography of the population. On plots where the undergrowth was more evenly distributed (random) there was a higher density than on plots where it was clustered. The multi-annual cycle showed a synchronization of density changes (across all plots). The number of sexually active males and females decreased as the clumping of undergrowth increased. The number of recruits to the population was proportionate to the number of sexually active females at the beginning and end of the reproductive season. In late summer there was a decrease in recruitment to the population, especially on plots with randomly distributed undergrowth. The number of recruits to the population in a given trapping series was inversely related to the number of individuals persisting from the previous trapping series. The higher survival rates of individuals marked in the early summer on plots with random dispersion of undergrowth caused the age structure of the individuals on these plots to “become older” than on plots with clustered undergrowth. These results are in agreement with Anderson’s model for utilization of habitats along a decreasing gradient of suitability for the bank vole and indicate that processes regulating the population most effectively occur early in the season.
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Introduction


The bank vole (Clethrionomys glareolus Schreber, 1780) occurs in all types of forests over its geographical range (Hansson 1971). However, in forest ecosystems of similar and high...
soil fertility, populations of this species differ in density (Kowalewski et al. 1971, Kowalewski and Korenberg 1978, Mazurkiewicz and Rajska-Jurgiel 1978, Jensen 1982, Mazurkiewicz 1984). It has been found that the density and distribution of the bank vole in forests depends on the density and type of distribution of habitat attributes, such as debris, slash, ferns and undergrowth (Evans 1942, Brown 1956, Koshkina 1957, Lapin 1963, Popov 1966, Ivantseva 1975, Hansson 1978, Jensen 1982, Wiger 1982, Mazurkiewicz 1984, 1986). A similar influence of structural elements of the forest environment, which may be very different but play the same protective role from predators, suggests that the composition of space in which a given population lives has an important influence on the density of rodents.

Many authors have found that the density of small rodents differs among forest habitats, but only at low population densities. An increase in population numbers causes a decrease in the differentiation of the density (Gubar 1974, M'Closkey 1981, Van Horne 1981). Bank Vole population densities may however be different even in neighboring forest habitats of similar soil fertility though with different degrees of refuge capacity (i.e., Jensen 1982, Mazurkiewicz 1984). In the former case (equilibration of density between habitats) dispersal would be implicated as primary factor in population regulation. An increase in the population density in optimal habitats would cause an emigration of individuals to suboptimal habitats. In the end, there would be a decrease in density variation among habitats. In the second case (maintenance of different densities between habitats), numbers would become controlled more locally within a given habitat according to the food and shelter capacity of the habitat. This could occur through reproduction control (i.e., inhibition of sexual maturation) and individual emigration in search of appropriate areas for residency which, in this situation mostly ends in failure (Lidicker 1975, Errington 1983). As a result of such density regulation, differences in habitat population densities would be maintained.

Many authors have confirmed that density alone is not a good indicator of the quality of the habitat unless it is also based on other population parameters which give evidence of high or low fitness of individual members of the population (Viitala 1977, Wiger 1982, Van Horne 1983, Adler and Wilson 1987). Reports indicate that a higher percentage of reproducing individuals occur in patches of preferred habitats than of sub-optimal habitats (Cockburn 1981, Cockburn and Lidicker 1983, Ostfeld et al. 1985, Spencer and Cameron 1983, Kozakiewicz 1985). In such habitats there is a considerable prevalence of females (Bowers and Smith 1979, Ostfeld and Klosterman 1986) and a larger proportion of mature individuals (Van Horne 1981, 1982a, 1982b).

Previous studies of the same data have shown that bank vole densities in different types of tree stands were positively correlated with the density of the undergrowth (Mazurkiewicz 1984). Additionally, it was found that the type of undergrowth distribution influenced the space utilization by individuals of the bank voles (Mazurkiewicz 1986). As the percent cover of the undergrowth increased the bank voles used more space at the similar density. The spatial distribution of the undergrowth also had an influence on the way the population used space. As clumping of the undergrowth increased, the amount of space used decreased. A comparison of the spatial organization of the population living on plots with random and clustered undergrowth distribution indicated that individuals in the latter habitat showed a slower rate
of occupation of empty space, had higher local densities and had smaller home ranges over the entire range of densities than did the individuals living on plots with random undergrowth distribution. The spatial structure of sexually active females was similar on both types of plots (Mazurkiewicz 1986).

The purpose of the present study was to investigate whether distribution of undergrowth (density, percentage cover, type of spatial distribution), which determines the sheltering capability of a habitat, influences the seasonal and multi-annual dynamics of the bank vole population and, if so, which demographic processes play a major role in producing this pattern.

Material and methods

Studies were carried out from 1976 to 1981 in the Puszcza Piska forest complex (53°40’N, 21°35’E, Mazurian lake district) in nine stands. The duration of the studies on different plots varied and did not span the same years (Fig. 1). The methodology for gathering information was based on the Catch-Mark-Release (CMR) method. On each 1.4 hectare study plot, 64 live traps were set at 15 m grid intervals. Every year from spring (end of May) to autumn (mid-October), four trapping series were carried out at 46-day intervals.

During each trapping series, lasting seven days, the traps were checked twice daily. The captured individuals were marked by toe-clipping (amputation of the final digit of a toe), and the date and place of capture noted. Body weight, sex and sexual activity (females - open or closed vagina; male - testes scrotal or not) were also recorded.

The study plots were located in nine of the most common types of tree stands existing in the Puszcza Piska forest complex. The areas of particular stands varied from 10 to 20 hectares. Four study plots were located in natural tree stands: oak-hornbeam forests (Tilio-Carpinetum) 0 – 260 yrs. old (plot C1), 0 – 120 yrs. (plot C2); moist coniferous forest (Sphagno-Piceetum girgensohnii) 0 – 120 yrs. (plot C3) and mixed-coniferous forest (Pino-Quercetum) 0 – 144 yrs. (plot R5). The remaining plots were located in pine monocultures and a pine-spruce forest situated in a mixed coniferous forest habitat. The pine monocultures were 0 – 10 yrs. old (plot C4), 0 – 15 yrs. (plot R3), 0 – 90 yrs. (plot R4), 0 – 140 yrs. (plot R5), and a pine-spruce forested plot 0 – 110 yrs. (plot Cs). To characterize the habitat of each study plot, in addition to determining the stand age and phyto-sociological forest type, the tree and undergrowth species composition, density and spatial distribution were noted. For this purpose, from 40 to 75 squares (depending on the degree of heterogeneity of the stand), 100 square meters in area were marked out on each plot and all trees and shrubs were counted. The herb layer was characterized by list of species and percent cover of the area of each plot.

The particular plots differed in tree species richness (from two to thirteen species). Among conifers, pine (plots C2, R4, R3, R5, and C5) or spruce (plots C1, C3, and C6) dominated. On the majority of plots, numerically dominant hardwoods were the hazel (any individuals above 6 m were considered to be trees), hornbeam (plots C3, C5, and Cs), and birch (plots C3 and C6) (Table 1).

The undergrowth was comprised of one to fourteen species of shrubs and saplings. Hornbeam and ash dominated on plots C1 and C2, spruce on C3. Hazel alone was predominant on plots R4, R5, and R6, along with spruce on plot C5 and pine on plot R5. Birch and pine were the most common undergrowth on plot Cs. Study plots were characterized by various densities and various undergrowth distributions (random were noted by the letter R, and clustered by C), (Table 1).

The herb layer was very rich in numbers of species (20 to 47 species) and covered 30 – 90% of the area of particular plots. The most numerous species within the pine monocultures were: Calamagrostis arundinacea, Oxalis acetosella, and Vaccinium myrtillus. Galeobdolon luteum was found most often within oak-hornbeam forests and Lycopodium annotinum within the moist coniferous forest (Table 1).

The analyzed data included 11,205 captures of 3149 bank voles. In addition to the bank vole, there were occurrences of Apodemus flavicollis (Melchor, 1834) and Microtus agrestis (Linnaeus, 1761).
Table 1. Habitat characteristics of the study plots.

<table>
<thead>
<tr>
<th>Characters</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( R_4 )</th>
<th>( R_5 )</th>
<th>( C_6 )</th>
<th>( R_7 )</th>
<th>( R_8 )</th>
<th>( C_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand type</td>
<td>oak-hornbeam forest</td>
<td>oak-hornbeam forest</td>
<td>moist coniferous forest</td>
<td>pine monoculture</td>
<td>pine monoculture</td>
<td>pine monoculture</td>
<td>pine monoculture</td>
<td>mixed coniferous forest</td>
<td>pine-spruce forest</td>
</tr>
<tr>
<td>Age in years</td>
<td>260</td>
<td>120</td>
<td>120</td>
<td>140</td>
<td>15</td>
<td>10</td>
<td>90</td>
<td>144</td>
<td>110</td>
</tr>
<tr>
<td>Phyto-sociological type</td>
<td>oak-hornbeam forest</td>
<td>oak-hornbeam forest</td>
<td>moist coniferous forest</td>
<td>mixed coniferous forest</td>
<td>mixed coniferous forest</td>
<td>mixed coniferous forest</td>
<td>mixed coniferous forest</td>
<td>mixed coniferous forest</td>
<td>mixed coniferous forest</td>
</tr>
<tr>
<td>Tress</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N species</td>
<td>13</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>11</td>
<td>2</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>% of hard wood</td>
<td>68.5</td>
<td>49.0</td>
<td>12.2</td>
<td>43.1</td>
<td>34.7</td>
<td>71.6</td>
<td>17.5</td>
<td>40.8</td>
<td>–</td>
</tr>
<tr>
<td>Dominating species (number)</td>
<td>hornbeam</td>
<td>hornbeam</td>
<td>birch</td>
<td>hazel</td>
<td>hazel</td>
<td>birch</td>
<td>hazel</td>
<td>hornbeam</td>
<td>spruce</td>
</tr>
<tr>
<td>Species diversity</td>
<td>1.622</td>
<td>1.767</td>
<td>0.922</td>
<td>1.29</td>
<td>1.241</td>
<td>1.734</td>
<td>0.739</td>
<td>1.205</td>
<td>0.689</td>
</tr>
<tr>
<td>(Shannon index)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergrowth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N species</td>
<td>14</td>
<td>10</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>11</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Dominating species (number)</td>
<td>ash</td>
<td>ash</td>
<td>spruce</td>
<td>hazel</td>
<td>pine</td>
<td>birch</td>
<td>hazel</td>
<td>hazel</td>
<td>hazel</td>
</tr>
<tr>
<td>Species diversity</td>
<td>1.390</td>
<td>1.130</td>
<td>0.0</td>
<td>0.481</td>
<td>0.615</td>
<td>1.734</td>
<td>0.331</td>
<td>0.687</td>
<td>0.606</td>
</tr>
<tr>
<td>(Shannon index)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density/sq. meters</td>
<td>5.67</td>
<td>17.60</td>
<td>3.40</td>
<td>18.80</td>
<td>28.70</td>
<td>35.20</td>
<td>9.13</td>
<td>8.32</td>
<td>0.50</td>
</tr>
<tr>
<td>% cover</td>
<td>26</td>
<td>82</td>
<td>79</td>
<td>100</td>
<td>98</td>
<td>85</td>
<td>100</td>
<td>94</td>
<td>10</td>
</tr>
<tr>
<td>Type of distribution</td>
<td>clumped</td>
<td>clumped</td>
<td>clumped</td>
<td>random</td>
<td>random</td>
<td>clumped</td>
<td>random</td>
<td>random</td>
<td>clumped</td>
</tr>
<tr>
<td>(Morisita index)</td>
<td>4.57</td>
<td>1.35</td>
<td>1.79</td>
<td>1.01</td>
<td>1.00</td>
<td>1.56</td>
<td>0.99</td>
<td>1.06</td>
<td>7.43</td>
</tr>
<tr>
<td>Herbs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N species</td>
<td>34</td>
<td>30</td>
<td>47</td>
<td>28</td>
<td>27</td>
<td>39</td>
<td>20</td>
<td>27</td>
<td>30</td>
</tr>
<tr>
<td>% cover</td>
<td>70</td>
<td>60</td>
<td>80</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>40</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>Dominating species (≥ 17.5% cover)</td>
<td>Galeobdolon luteum</td>
<td>Galeobdolon luteum</td>
<td>Lycopodium annotinum</td>
<td>Calamagrostis arundinacea</td>
<td>Vaccinium myrtillus</td>
<td>Oxalis acetosella</td>
<td>Calamagrostis arundinacea</td>
<td>Calamagrostis arundinacea</td>
<td>Calamagrostis arundinacea</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results

The influence of habitat variables on population density

The influence of eight selected tree stand structure variables on population density was studied (Table 2). Statistically significant correlation coefficients were found for population density and the following variables: density, type of distribution and percent cover of undergrowth. No significant correlations were observed between population density and age and tree species richness, undergrowth species richness, and herb species richness and percent cover of herb layer (Table 2).

On the basis of these and earlier results from the same material (Mazurkiewicz 1984, 1986), the undergrowth was found to be the most important element of stand structure for the bank vole on the studied habitats.

Table 2. Correlation coefficient (r) and statistical significance (p) for the habitat variables and population density.

<table>
<thead>
<tr>
<th>Habitat variables</th>
<th>r</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree stand age</td>
<td>-0.583</td>
<td>NS</td>
</tr>
<tr>
<td>Tree species diversity</td>
<td>0.462</td>
<td>NS</td>
</tr>
<tr>
<td>(Shannon index)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergrowth species diversity</td>
<td>0.300</td>
<td>NS</td>
</tr>
<tr>
<td>(Shannon index)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergrowth density</td>
<td>0.882</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Type distribution of undergrowth</td>
<td>-0.919</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>(Morisita index)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% cover of undergrowth</td>
<td>0.827</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>% cover of herb layer</td>
<td>0.246</td>
<td>NS</td>
</tr>
<tr>
<td>Herb species richness</td>
<td>-0.187</td>
<td>NS</td>
</tr>
</tbody>
</table>

Dispersion of the undergrowth cover was characterised using Morisita's index, (Morisita 1959). I chose two look at dispersion because there was a significant correlation with the remaining undergrowth characteristics (with undergrowth density, \( r = -0.835, p < 0.01 \); percentage of area covered by undergrowth, \( r = -0.972, p < 0.001 \)). The data which I had available did not always allow for analysis of population parameters along a gradient of undergrowth clustering. In these cases, the plots were grouped into two types depending on distribution of undergrowth, random (type R) and clustered (type C) for analysis.

Seasonal and multi-annual density changes

Bank vole densities were evaluated using the MNP (Minimum Number Present) method for all trapping series in each year. Seasonal changes in population density on different plots were parallel. In the spring (end of May), when the population was composed of overwintered individuals, density was low, but differed among plots. The spring density depend on the previous year's fall density (\( r = 0.646, p < 0.01, n = 17 \)). Density increased rapidly during the
Table 3. The mean density ($\bar{x}$) on type R and C plots in the season calculated for (1) the entire data set and (2) for data from two years only.

<table>
<thead>
<tr>
<th>Month</th>
<th>R</th>
<th>SD</th>
<th>C</th>
<th>SD</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>13.3</td>
<td>7.50</td>
<td>5.4</td>
<td>5.84</td>
<td>2.93</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>12.0</td>
<td>7.76</td>
<td>4.3</td>
<td>2.93</td>
<td>2.66</td>
<td>&lt;0.02</td>
</tr>
<tr>
<td>July</td>
<td>39.2</td>
<td>15.05</td>
<td>22.8</td>
<td>24.13</td>
<td>2.33</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td></td>
<td>43.1</td>
<td>19.92</td>
<td>15.0</td>
<td>12.06</td>
<td>3.35</td>
<td>&lt;0.002</td>
</tr>
<tr>
<td>Aug.</td>
<td>61.2</td>
<td>18.52</td>
<td>33.8</td>
<td>24.02</td>
<td>3.09</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>59.9</td>
<td>21.59</td>
<td>30.7</td>
<td>19.71</td>
<td>2.96</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Oct.</td>
<td>47.2</td>
<td>17.13</td>
<td>30.5</td>
<td>21.83</td>
<td>2.18</td>
<td>&lt;0.02</td>
</tr>
<tr>
<td></td>
<td>51.4</td>
<td>19.61</td>
<td>27.4</td>
<td>17.05</td>
<td>2.73</td>
<td>&lt;0.02</td>
</tr>
</tbody>
</table>

period from the end of May to mid-July. The highest population density was observed most commonly at the end of August (Fig. 1). During some years, the highest density was observed in mid-July or October (in such cases the differences in numbers in relation to August ranged between one to eight individuals only). This occurred more often on C plots (seven cases) than on R plots (two cases).

Throughout the study period trapping was not conducted simultaneously on all plots. Therefore the seasonal changes in population density on R and C plots within years could not be compared directly. The basis for comparison was the mean density in successive trapping series for each type of plot calculated in two ways. First, the mean was calculated for data
from all the years studied, and in the second the data from two years for each plot were analyzed. If, on a given plot the studies lasted longer than two years, the years with maximum and minimum densities were used for analysis. Thus the varying length of periods during which a plot was studied did not have any effect on the mean. The $t$-test was used for comparisons.

During the entire season the population density was significantly higher on R than on C plots. Statistically significant differences were obtained from analysis of both the entire experimental data set (method 1, Table 3) and the selected years (method 2, Table 3).

Multi-annual density changes on different plots were synchronous. Densities on plot pairs changed in the same direction (increasing or decreasing) on most plots (fourteen of sixteen cases). Low population densities were observed in 1976 and 1979, and high in 1978 and 1981 (Fig. 2). The 1981 data were from plot C6 only so was not considered in further analysis.
Table 4. The mean number of sexually active and inactive females and males ($\bar{x}$, SD) at various months. Student $t$-values and significance of differences ($p$) between the means of type R and C plots.

<table>
<thead>
<tr>
<th>Month</th>
<th>C $\bar{x}$</th>
<th>C SD</th>
<th>R $\bar{x}$</th>
<th>R SD</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>1.86</td>
<td>1.81</td>
<td>5.92</td>
<td>5.92</td>
<td>2.34</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>June</td>
<td>6.36</td>
<td>4.95</td>
<td>12.75</td>
<td>4.06</td>
<td>3.42</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Aug.</td>
<td>5.43</td>
<td>4.22</td>
<td>12.42</td>
<td>7.01</td>
<td>2.98</td>
<td>&lt;0.02</td>
</tr>
<tr>
<td>Oct.</td>
<td>0.50</td>
<td>0.82</td>
<td>1.82</td>
<td>1.85</td>
<td>2.64</td>
<td>&lt;0.05</td>
</tr>
</tbody>
</table>

Sexually active males

<table>
<thead>
<tr>
<th>Month</th>
<th>C $\bar{x}$</th>
<th>C SD</th>
<th>R $\bar{x}$</th>
<th>R SD</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>2.43</td>
<td>3.09</td>
<td>5.83</td>
<td>3.60</td>
<td>2.49</td>
<td>=0.02</td>
</tr>
<tr>
<td>June</td>
<td>6.86</td>
<td>6.65</td>
<td>11.42</td>
<td>3.48</td>
<td>2.07</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Aug.</td>
<td>5.29</td>
<td>3.63</td>
<td>9.92</td>
<td>3.88</td>
<td>3.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Oct.</td>
<td>0.21</td>
<td>0.56</td>
<td>0.42</td>
<td>1.12</td>
<td>0.57</td>
<td>NS</td>
</tr>
</tbody>
</table>

Sexually inactive females

<table>
<thead>
<tr>
<th>Month</th>
<th>C $\bar{x}$</th>
<th>C SD</th>
<th>R $\bar{x}$</th>
<th>R SD</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>2.86</td>
<td>4.70</td>
<td>5.67</td>
<td>5.17</td>
<td>1.39</td>
<td>NS</td>
</tr>
<tr>
<td>June</td>
<td>9.57</td>
<td>9.46</td>
<td>16.50</td>
<td>7.46</td>
<td>1.97</td>
<td>NS</td>
</tr>
<tr>
<td>Oct.</td>
<td>15.43</td>
<td>11.78</td>
<td>22.00</td>
<td>8.06</td>
<td>0.61</td>
<td>NS</td>
</tr>
</tbody>
</table>

Sexually inactive males

<table>
<thead>
<tr>
<th>Month</th>
<th>C $\bar{x}$</th>
<th>C SD</th>
<th>R $\bar{x}$</th>
<th>R SD</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>May</td>
<td>0.71</td>
<td>1.28</td>
<td>0.75</td>
<td>1.01</td>
<td>NS</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td>6.77</td>
<td>7.05</td>
<td>8.42</td>
<td>5.39</td>
<td>1.51</td>
<td>NS</td>
</tr>
<tr>
<td>Aug.</td>
<td>12.36</td>
<td>10.83</td>
<td>21.67</td>
<td>7.89</td>
<td>0.78</td>
<td>NS</td>
</tr>
<tr>
<td>Oct.</td>
<td>15.14</td>
<td>11.15</td>
<td>22.96</td>
<td>7.56</td>
<td>1.95</td>
<td>NS</td>
</tr>
</tbody>
</table>

Fig. 4. The relationship between the mean number of sexually active males in the reproductive season and the value of the Morisita index in specific plots.
Reproduction

Number of sexually active individuals and the type of undergrowth distribution

Seasonal changes in density on R plots were significantly higher than on C plots. Density and distribution of the undergrowth, which probably served as shelter from predators, may limit the amount of space suitable for reproduction and, consequently, the number of sexually active individuals on the plots.

The correlation between the Morisita index values and the mean number of sexually active males and females was estimated. The mean was calculated on the basis of all the data. It was found that the number of sexually active individuals, both male and female, decreased as the clumping of the undergrowth increased (Figs 3 and 4). The mean number of sexually active individuals, especially females, present in the population during a season was higher on R plots than on C plots.

The higher total number of sexually active individuals on R plots was checked to see whether it was caused by higher turnover of individuals on these plots as compared with C plots. The percent of individuals present in two or more trapping series was than compared using the data from all years studied on each type of plot. It was found that, the percentage of individuals present in two or more trapping series was similar for both types of plots for both sexually active females and males. For type R the values were 58% for both females and males, and for type C, 52% for females and 55% for males.

Stabilization of sexually active individuals

Seasonal changes in the density of sexually active individuals on type R and C plots should accompany changes in the entire population as long as reproduction is not limited.

For consecutive trapping series the mean number of sexually active and inactive females and males on each type of plot was compared using data from all the years of the study (Student t-test). The mean number of sexually active males and females during the subsequent trapping series was significantly higher on type R plots than on type C plots (Table 4). During the period of intensive reproduction (July – August), the number of sexually active individuals was much more stable than the number sexually inactive individuals, which increased significantly during this time on both types of plots. The majority of the sexually females and males (79 – 97%) were overwintered individuals and born at the beginning of the season (marked in July).

The correlation between the number of sexually active individuals and the total number of individuals of a given sex was calculated. Data from a trapping series in May, July and August (reproductive season) of all years studied were analyzed for each plot. Plot C3 was not analyzed because of insufficient data.

A positive curvilinear regression between the number of sexually active females and total number of females was observed on the majority of plots (Fig. 5, Table 5). The only difference was on plots R5 and C6 where the increase in number of sexually active females was proportionate to the increase in total number of females (linear regression) (Fig. 5). The remainder of the plots showed an inhibition in the increase of numbers of sexually active females occurring at various total number of females.
Table 5. The relationship between the number of sexually active females (y) and the total number of females (x) on separate plots (see Fig. 5).

<table>
<thead>
<tr>
<th>Plot</th>
<th>Sample size</th>
<th>Regression equation</th>
<th>$R^2$</th>
<th>Significance of equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>6</td>
<td>$y = 0.6981x - 0.02878x^2 + 0.4708$</td>
<td>0.833</td>
<td>$0.1 &gt; p &gt; 0.05$</td>
</tr>
<tr>
<td>C2</td>
<td>6</td>
<td>$y = 0.81094x - 0.01413x^2 - 0.04362$</td>
<td>0.830</td>
<td>$0.1 &gt; p &gt; 0.05$</td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C6</td>
<td>14</td>
<td>$y = 0.3967x + 1.2822$</td>
<td>0.913</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>C9</td>
<td>9</td>
<td>$y = 0.750x - 0.1111$</td>
<td>0.610</td>
<td>$p &lt; 0.01$</td>
</tr>
<tr>
<td>R4</td>
<td>12</td>
<td>$y = 1.6615x - 0.02889x^2 - 4.7685$</td>
<td>0.871</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>R5</td>
<td>6</td>
<td>$y = 0.40404x + 2.8608$</td>
<td>0.878</td>
<td>$p &lt; 0.01$</td>
</tr>
<tr>
<td>R7</td>
<td>9</td>
<td>$y = 1.3754x - 0.03624x^2 - 1.1998$</td>
<td>0.806</td>
<td>$p &lt; 0.005$</td>
</tr>
<tr>
<td>R8</td>
<td>9</td>
<td>$y = 4.08851nx - 1.1923$</td>
<td>0.588</td>
<td>$p &lt; 0.02$</td>
</tr>
</tbody>
</table>

Fig. 5. The relationship between the number of sexually active females and the total number of females in specific plots.

The relation between the number of sexually active males and total number of males showed no significant differences amongst the plots. Analyzing all the data, it was found that an early increase in total number of males on different plots accompanied a proportionate increase in the number of sexually active males. A linear regression described the dependence below a maximum of 20 males on one plot. Further increases in the number of males caused a slowing in the rate of increase of the number of sexually active males. After analysis of all data from each plot, it was determined that the relation between the number of sexually active males and the total number of males is described by a logarithmic function (Fig. 6).
Fig. 6. The relationship between the number of sexually active males and the total number of males. (1) For 0–20 males total on a given plot, (2) Data obtained on all plots.

Table 6. The mean number of individuals captured for the first time per sexually active female (for the entire season) on different plots.

<table>
<thead>
<tr>
<th>Plot</th>
<th>$\bar{x}$</th>
<th>SD</th>
<th>Plot</th>
<th>$\bar{x}$</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td>7.56</td>
<td>1.31</td>
<td>R₄</td>
<td>3.30</td>
<td>0.35</td>
</tr>
<tr>
<td>C₂</td>
<td>6.48</td>
<td>0.19</td>
<td>R₅</td>
<td>4.79</td>
<td>1.61</td>
</tr>
<tr>
<td>C₃</td>
<td>5.45</td>
<td>1.85</td>
<td>R₇</td>
<td>4.00</td>
<td>0.95</td>
</tr>
<tr>
<td>C₆</td>
<td>5.88</td>
<td>0.89</td>
<td>R₈</td>
<td>4.71</td>
<td>0.73</td>
</tr>
<tr>
<td>C₉</td>
<td>4.82</td>
<td>2.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All plots C</td>
<td>6.02*</td>
<td>1.68</td>
<td>All plots R</td>
<td>4.19*</td>
<td>1.13</td>
</tr>
</tbody>
</table>

* $t = 2.95$, $p < 0.01$

Table 7. The mean number of individuals captured for the first time in separate trapping series per one sexually active female in the previous trapping series on type R and C plots.

<table>
<thead>
<tr>
<th>Plots</th>
<th>July</th>
<th>August</th>
<th>October</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>10.15 ± 5.09</td>
<td>5.06 ± 3.87</td>
<td>*4.04 ± 3.99</td>
</tr>
<tr>
<td>R</td>
<td>7.71 ± 5.58</td>
<td>3.07 ± 2.09</td>
<td>*1.75 ± 0.62</td>
</tr>
</tbody>
</table>

* $t = 2.12$, $p < 0.05$
Recruitment of individuals to the population

The relationships between the number of sexually active females and the number of recruits to the population in both types of plots was studied. Recruitment to the population on different plots was evaluated by calculation of the mean number of newly marked individuals per sexually active female throughout the season (combining data from all years studied). In the majority of cases this value was higher on C type plots than on R type plots. The means calculated using all data for each type of plot differ significantly (Table 6). The percentage of sexually active individuals amongst those caught for the first time was higher in type R areas (48%) as compared with type C plots (39%) \((t = 3.63; p < 0.001)\). The mean number of recruits per sexually active female during a given trapping series was lower on R type plots than on C type plots (calculated using all the data for each type of plot). A statistically significant difference was found only in the October trapping series (Table 7).

An analysis of recruitment to the population during subsequent trapping series was done by studying the relationship between the number of newly marked individuals during a given trapping series (July, August and October) and the number of sexually active females in the previous trapping series (in May, July and August, respectively). The data were analyzed

![Fig. 7. The relationship between the number of recruits to the population in (1) July and (2) October and the number of sexually active females in the preceding trapping series (May and August, respectively).](image1)

![Fig. 8. The relationship between the number of recruits to the population in August and the number of sexually active females in July.](image2)
independently for separate years of study (1977 - 80) for the trapping series in August. Because I found no difference between years for the trapping series in July and October those data were analysed collectively for all years of the study. The reduced major axis method was used. It was found that the recruitment to the population in July increased proportionately to the increase in number of sexually active females present on the given plots in May (Fig. 7). For the August trapping series this relationship was curvilinear (Fig. 8). The lowest number of sexually active females in July generally caused a low number of recruits in August. The only exception was plot C6 in 1977. The further increase in the number of sexually active females on the plots was associated with an increase in the number of recruits (per female). When the number of sexually active females surpassed a critical point, which was different for each year studied, a drop followed in the number of recruits to the population. This inhibition of recruitment between July and August existed primarily on R type plots (Fig. 8).

In October, the number of recruits to the population increased proportionately to the number of sexually active females on a given plot, but much more slowly than in previous trapping series. The ratio of recruits to sexually active females was lower on R type than on C type plots (Fig. 7) as in the August series.

Disappearance of individuals from the population

Disappearance from the population was estimated as the percentage of previous year counts which did not persist through the winter (October - May) and the percentage of current year individuals which were found to be missing in the trapping series immediately following the one in which they were marked. This was calculated separately for those captured for the first time in July and in August. Data gathered from the plots in which trappings were carried out for successive years were grouped together and analyzed. The same was done for type R and C plots, grouping material from all years. Comparison of missing current year individuals on type R and C plots was carried out both separately for sexually active and inactive individuals and combined. The rate of disappearance of individuals was calculated for the winter period in type R and C plots, and for individuals marked in July and August, using the equation:

$$\mu = \frac{\ln (N_0) - \ln (N)}{T}$$

where T - time which has passed between the initial and subsequent estimates of the number of individuals in the analyzed group (N).

It was found that the disappearance of individuals during the winter period was similar in both types of areas (in type C areas - 90%; type R - 86%). Disappearance was most common between 1978 and 1979 (82%), and least common between 1977 and 1978 (41%). The rate of disappearance was low (type C plots, $\mu = 0.009$; type R plots, $\mu = 0.010$).

Analysis of disappearance of current year individuals from the moment of marking to the following trapping series, in the separate years, showed a similarity (individuals marked in July, 46 - 50%; in August, 50 - 63%). The disappearance of individuals marked in July by the August trapping series was significantly lower on type R than on type C plots. However, for those marked in August
there were similarities on both types of plots (Table 8). On type C plots, no differences were observed in the disappearance of individuals marked in July and August. On type R plots, the disappearance of individuals marked in August was significantly higher than the disappearance of those individuals marked in July. Sexually inactive individuals showed a greater tendency towards disappearance than sexually active individuals on both types of plots (Table 8). The disappearance rate of individuals marked in July was lower (for type C plots, $H = 0.015$; for type R, $H = 0.011$) than for individuals marked in August ($H = 0.017$ and 0.019, respectively). The disappearance rate of those marked in July on type R plots was similar to the disappearance rate for the winter season.

In order to study whether the identified differences in the disappearance of individuals from type R and C plots influenced the age structure of the population, the percentage

![Diagram showing the percentage distribution of individuals marked at different times in successive trapping series.](image-url)
distribution of individuals marked at different times on both types of plots for a trapping series in July, August and October was calculated.

It was found that in July the percent of individuals captured for the first time and overwinted animals were similar on both types of plots. In August, when the percent of overwinted animals was similar on both types of plots, a significantly higher percent of individuals marked in July ($t = 3.35; p < 0.001$) was observed. A correspondingly lower percent of newly marked individuals in the same series in type R plots was observed when compared with type C plots. In October, the percent of individuals marked earlier was similar. However, the percent of individuals marked in July was significantly higher in type R areas than in type C areas ($t = 2.56; p < 0.002$) (Fig. 9).

These results, as well the relationship between the number of recruits to the population and the number of sexually active females reported in the previous section, suggest that the current density of individuals on a given plot may influence the recruitment to the population. Thus, the relationship of the number of individuals marked earlier and the mean number of recruits per sexually active female in the previous series was studied. The data for the August and October trapping series did not differ and were therefore analyzed together for all years. For both the August and October series, it was observed that along with an increase in the number of marked individuals which persisted from the previous trapping series on given plots the number of recruits per sexually active female decreased. During the August series, the empirical values for areas C6, C9, and R7 in 1979 deviated greatly from the theoretical curve. The same was found for C1 in 1976 and C9 in 1979 for the October series. All of these cases

Fig. 10. The relationship between the number of newly individuals in (1) August and (2) October per one sexually active female in the previous trapping series (July and August, respectively) and the number of individuals which persisted from the preceding trapping series.
were associated with low population numbers of the bank vole on type R plots which were directly adjacent to type C plots (C6 and R4; C9 and R7), as well as low population numbers in 1976 and 1979. After discarding these data, the relation between the number of recruits and the number of individuals which persisted from the previous trapping series takes the form of a logarithmic function: \( Y = 12.32 - (3.17) \ln x \) for the August series and \( Y = 12.64 - (3.32) \ln x \) for the October series. The determination coefficients increase correspondingly to \( R^2 = 0.79 \) for the August series and \( R^2 = 0.75 \) for the October series. The high survival rates of individuals, and associated with it low number of recruits per sexually active female, occurred primarily on R type plots (Fig. 10).

**Discussion**

One of the parameters differentiating populations of voles living in habitats with different stand structure was the number of sexually active females. On plots where the undergrowth was distributed more uniformly (type R) the number of sexually active females was higher than on plots where it was more clustered (type C). Earlier studies showed that on both types of plots sexually active females had non-overlapping home ranges independent of their density (Mazurkiewicz 1986). In bank vole populations, as in other species of the genus *Clethrionomys*, a reproduction limitation occurs (Kalela 1957, Koshkina 1965, Jewell 1966, Bujalska 1970, 1985, Koshkina and Korotkov 1975, Saitoh 1981). It is associated with the territorial tendencies of sexually mature females during the reproductive season (Naumov 1951, Tanaka 1953, Koshkina 1965, Arisova 1970, Bujalska 1973, Koshkina and Korotkov 1975, Saitoh 1985). The number of territories of females reproducing in a given habitat depends on its food and shelter capacity (Koshkina 1957, Ryszkowski 1971, Koshkina and Korotkov i.e., Bondrup-Nilson and Karlsson). Biotopes with well-developed shrub and sapling layers are characterized by stable "populations" of reproducing females (Wiger 1982). The results of this study suggest that the habitat structure of the various plots create reproductive conditions suitable for only a specified number of females. The stabilization of the number of females capable of reproducing at a given level, depending on the environmental conditions, occurs most likely by inhibition of sexual maturation. Only on plots where the stand was undergoing succession was an increase in number of sexually active females that was proportionate to the increase in the total number of females in the population observed.

A tendency to limit the number of sexually active males occurred above densities of approximately 20 males on a given plot. Thus on plots where the number of males was low (mostly on type C plots) inhibition of their sexual maturation was not observed. It seems that the limitation of the number of sexually active males possessing large overlapping home ranges in a population (Crawley 1969, Mazurkiewicz 1971, Bondrup-Nielsen 1986) maintaining a given norm of contacts between individuals. Studies on the social organization of the bank vole population (Rajska-Jurgiel 1976) have indicated that sexually active males avoid contact with each other. This may be the result of previous aggressive encounters. Sexually inactive males, on the other hand, avoid contacts with sexually active ones. The aggressiveness of older males towards other individuals of the same sex can lead to inhibition of sexual maturation in young individuals (Watts 1970a, Gustaffson et al. 1983, Gustaffson 1985). The higher number
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of sexually active males on type R plots than on type C plots was probably a result of the higher population density. We cannot, however, falsify the alternative interpretation that the habitat structure on those plots allowed better chances to avoid negative contacts and therefore permitted residency of a larger number of sexually active males. Smal and Fairley (1981) found a higher density of male bank voles in habitats of dense plant cover and complex ground topography as compared with habitats with sparse plant cover and even ground.

As a result of inhibition of individual sexual maturation, winter survivors and individuals born at the beginning of the reproductive season, were responsible for most reproduction. Similar results concerning females were obtained by Bajalska et al. (1968) for island populations of the bank vole.

The different levels of seasonal changes of bank vole population density on separate plots and a higher density on type R plots as compared with type C plots, can be associated with a varying intensity of reproduction because of different number of sexually active females. The pattern of recruitment to the population during the season indicates, however, that after a period of quick growth, when the number of recruits to the population was proportionate to the number of overwintering females, a period of inhibition of recruitment to the population, especially on R type plots, followed. In the fall, when recruitment to the population was generally low, the recruitment to type R plots was still lower than to type C plots. These results, as well as a higher number of recruits than would be expected based on the number of sexually active females in type C areas, as compared to type R areas, suggest that the type R areas fill up more quickly (early summer). Individuals born in later periods emigrate to other habitats, such as type C. Earlier studies (Mazurkiewicz 1986) have shown that the rate of occupation of free space by bank voles as the population density increased was faster on type R plots than on type C plots. A faster occupation of optimal, rather than sub-optimal, habitats was found also for island populations of the bank vole (Mazurkiewicz 1981, Mazurkiewicz and Rajska-Jurgiel 1975).

An inverse relationship between the number of recruits to the population during a specific trapping series and the number of individuals still present since the previous trapping series indicates that recruitment to the population was dependent on its density in a given area. The few exceptions to this rule confirm the theory that the recruitment to the population in sub-optimal biotopes is dependent, to a large extent, on the immigration of individuals from optimal biotopes. The residency of individuals in their place of birth seems to be dependent on the food and shelter capacity of a given habitat and on the precise timing of recruitment to the population. This may explain differences in rates of disappearance during the season between type R and C plots. On type R plots, disappearance of current year individuals rose during the season and was lower than on type C plots during early summer. On type C plots, the disappearance was high and consistent throughout the entire season. The recruitment index was also high, indicating a high turnover rate on these plots.

The plots on which the studies were carried out were penetrated by buzzards (Buteo buteo) and tawny owls (Strix aluco, two pair nested on plot C1). It can be assumed that the habitat factor (in this case, density and spatial distribution of shrubs and saplings) affected the space usage by the bank vole on the two types of plots. More favorable environmental conditions on type R plots, associated with a less potential danger from predators, allowed for a safer
penetration of the area by individuals and for more suitable places for living. On type C plots, the habitat structure force animals to emigrate or live in a smaller area. Earlier results (Mazurkiewicz 1986) indicate that, on plots with clustered undergrowth, individuals used less area and lived in a higher local density (per trapping point used) than on plots with uniform undergrowth distribution.

The results seem to agree with Anderson (1980) model of the use of various habitats by microtine species. Type R plots are survival areas, optimal in the gradient of decreasing suitability, characterized by high density, high reproduction, and high survival rate of recruits at the beginning of the season. Thus, they are responsible for most of the reproduction, and thus have high emigration and low immigration rates. Type C plots are habitats that are traversed or colonized. They are not densely populated, but have a highly saturated space suitable for living, a high turnover of individuals and a high recruitment rate to the population. Recruitment results mainly from immigration rather than reproduction on a given plot. The objective of the present study is to evaluate the influence of certain environmental factors on processes within the population which cause seasonal and multi-annual changes in the density of the bank vole population in various forest ecosystems. The results indicate that long term, in-depth studies of the bank vole population itself, and the environmental conditions in which the voles live, are necessary to learn about the functioning of the bank vole population in the mosaic of forest ecosystems. Quantification of the intensity and direction of dispersal of voles among habitats as well as the seasonal dynamics of occupancy of habitats with different amounts of plant cover are particularly important.
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