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On behalf of the Polish Biochemical Society the Editorial Board of Postępy Biochemii (Advances in Biochemistry) takes pleasure in dedicating this special issue of the journal to Professor David Shugar on the occasion of his 80th birthday. It contains papers written by his coworkers and friends.

On the same occasion a special Symposium was organized in the Institute of Biochemistry and Biophysics, Polish Academy of Sciences. The program of the Symposium is included in this issue of Postępy Biochemii.

Profile — David Shugar

David Shugar was born in Poland on the 10th of September, 1915. When he was three years old, the family emigrated to Canada. There he grew up, was educated, and obtained his PhD in physics at McGill University (Montreal) in 1940. His interest in the biological sciences arose during his PhD research when he worked, for financial support, on the construction of an ultracentrifuge for medical purposes at the University hospital. Until 1948 he worked in the field of physics and biophysics in scientific laboratories in Canada. The first occasion to start biological research opened up in postwar Europe, when he received a fellowship at the Pasteur Institute, and subsequently at the Sorbonne. He worked there on kinetic of enzymes, protein denaturation and photo-chemistry. These studies were continued at the University of Brussels.

In 1952 he published four papers with J. J. Fox on the UV absorption spectra and tautomerism of nucleic acid derivatives. In an elegant way they identified tautomeric forms of pyrimidines and proved N(1) as the position of attachment of a sugar moiety to the base in nucleosides. These findings became fundamental information on the structure of nucleic acids. The simple method of absorption spectra measurement was used for years in studies on the structure of natural and synthetic polynucleotides and their interactions with various agents.

In the early fifties D. Shugar came to Poland, initially for a one-year stay on the invitation of Professor Leopold Infeld and the Ministry of Higher Education. He was a young researcher with broad knowledge, brilliance of mind and the rare ability of finding interesting and important problems that could
be solved under the available conditions. He held a basic belief that in science, nearly in any circumstanc-
es, one can do something useful with hard work and a
little creativity. He found here the opportunity to use
both.

To start with, he held the post of head of a laboratory in
the Biochemistry Department at the State Institute
of Hygiene in Warsaw. Later, he headed the Depart-
ment till 1966 when he left the Institute.

In the Institute of Nuclear Research at Świerk he par-

ticipated in the setting up of an analytical laboratory for measuring the purity of reactor materials.

From 1954 on, D. Shugar was involved in the orga-

nization of the Institute of Biochemistry and
Biophysics of the Polish Academy of Sciences. At the
beginning he organized a Laboratory of Biological
Physical-Chemistry, which grew to become a Depart-
ment, after some time renamed the Biophysics Depart-
ment. After some years this was divided into two
Departments, with Molecular Biology headed by D.
Shugar till his retirement in 1985. It is worth men-
tioning that, due to his organisational activity and
influence on the scientific profile, the Institute was
given the second part of its name.

D. Shugar organized in 1955, with the help of
coworkers and the Faculty of Physics (University of
Warsaw), the first course in Poland on isotope tech-
niques for biologists and medical personnel. A collec-
tion of the lectures in book form was very helpful for
a long time. At the State Institute of Hygiene he
designed, Poland's first, cobalt-60 source for research	
in radiation chemistry and biology, and supervised its
construction.

In 1966, at the request of the Ministry of Higher
Education and the Faculty of Physics, University of
Warsaw, D. Shugar began to organize a Chair of
Biophysics, currently the Department of Biophysics, at
the Faculty. He was the principal author of the
programs for teaching and research, and the head of
the Unit for many years. It is the only biophysics de-
partment in Poland in a physics faculty; others were
organized later usually as parts of biology depart-
ments. Over a hundred physicists have already special-
ized in molecular biophysics in the Department.

D. Shugar served also for some time as a consultant in
the Department of Radiobiology in the Institute of
Oncology in Warsaw. Due to his cooperation and
inspiration there is now a modern laboratory of
molecular medicinal biology.

These huge organisational efforts ran simultaneous-
ly with experimental studies. D. Shugar started in
Poland with a small group of people varying in
educational background, skills and ability and age,
having available only poor equipment and very limited
finances. However, he managed in the first years to
perform valuable studies on ribonuclease and lysozy-
me establishing, for the latter, a unit of enzymatic
activity, called the Shugar unit. Research was also
conducted on the mechanism of Gram staining in
microorganisms and on histochemical localization of
enzymes. The latter problem became a flourishing field
of investigation in D. Shugar's laboratories, involving
synthesis of specific labeled substrates and studies on
the properties and function of nucleolytic enzymes.

In 1957 he started research on the photochemical
transformation of pyrimidines and polynucleotides in
relation to mutagenesis and lethal effects, and after
some time in relation to DNA repair as well. The
synthesis of polynucleotides was introduced for studies
on the structure of nucleic acids, their photochemistry,
and also in relation to the genetic code and mechanism
of protein biosynthesis. Apart from these main sub-
jects, research was also pursued on the mechanism of
bacterial transformation, radiation chemistry of prote-
ins and nucleic acids in relation to mutagenesis and
radiation damage.

In the seventies studies on antiviral and anticancer
agents became the central problem. These involved
new methods for synthesis of analogues of nucleosides
and nucleotides modified in the sugar moiety, suppor-
ted by studies on their conformation to establish
correlations between modification, conformation and
biological activity. Later extensions of these inves-
tigations are studies on protein kinases and their
inhibitors. On these problems D. Shugar has been
mainly engaged during recent years.

In his curriculum vitae he wrote: "It is obvious that
the implementation of such research programs was
possible only because of collaboration with young,
capable scientific research students, whose names
appear on most of the publications. It is also obvious
that without such capable coworkers, it would not
have been possible for me to carry out such a pro-
gram". Being deeply involved in scientific research he
was able to work with everybody in whom he felt
a spark of passion for research. The door to his room
was always wide open enabling people to drop in at any
time. He attracted people to his laboratories but was
equally open for collaboration with other institutions.
A list of D. Shugar publications includes over 450 posi-
tions (including books and reviews), the majority
with one or several coworkers, many from laboratories
both inside and outside the country. Friendly and
informal contacts with laboratories abroad always
served to enrich the studies and possibilities in his
laboratories.

The above does not embrace all the activities and
achievements of Professor David Shugar. Despite his
retirement, he continues to be an active member of the
research staffs at the Institute of Biochemistry and
Biophysics, and at the Biophysics Department of the
University. He attacks research problems with the
same eagerness and sparkle in the eye as in preceding
years. We hope Professor David Shugar will remain
with us for further fruitful years.

Coworkers
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I. Introduction

Stimulated by fruitful and enjoyable discussions with Professor David Shugar, a group of physicists in Warsaw about 25 years ago began studies of tautomerism of isolated pyrimidine and purine bases, first in the vapor phase and then in low temperature inert matrices (noble gases and nitrogen). This latter exciting technique had been brought to Warsaw University from the University of Florida, Gainesville, where one of the authors (KS) spent her postdoctoral study. Matrix isolation infrared spectroscopy appeared to be very useful for studies of vibrational spectra and tautomerism of nucleic acid bases and their analogs, particularly because it does not require the extensive heating of the sample that is necessary in vapor studies. In the late 70's the Warsaw group was the only one in the world doing matrix isolation studies of the vibrational spectra of isolated nucleic acid bases and their analogs [2-6]. These studies provided much needed experimental data on tautomerism of isolated pyrimidine and purine bases, which are crucial for verification of the reliability of theoretical calculations. In view of this, it is not surprising that the experimental matrix studies stimulated many new ab initio calculations of the stabilities and vibrational spectra of different tautomeric forms. By the 80's other laboratories also began experimental studies of vibrational spectra of these matrix isolated pyrimidine and purine bases. At the present time several groups in different countries perform such studies for these molecules [7-12], with the Warsaw continuing to contribute to these investigations (e.g., see reference [13-17]).

Our laboratory at the Chemistry Department of the University of Florida, joined several years ago by two members of the Warsaw group (KS and Marian Szczesniak), has collected a vast amount of data for many pyrimidine and purine bases and their derivatives. The spectra of these molecules are being analyzed on the basis of better and better ab initio molecular orbital calculations [18-31]. The progress in the computational methods is so rapid that before we complete
the analysis of our spectra using results from one calculation, newer and better calculations are completed, often requiring revision of the interpretation. This fact is partly responsible for the delay in publication of our results. But the main reason for this delay is the extreme difficulty of the interpretation of the complex vibrational spectra of these molecules, particularly when several tautomeric forms are present. The results discussed below illustrate some of the problems involved.

In this paper we shall present briefly results from our recent experimental matrix isolation studies of the vibrational spectra of tautomerism of thioguanine, together with results from some very recent calculations at the Hartree-Fock and density functional theory levels for thioguanine tautomers [32]. This molecule has special biological interest as a known metabolic inhibitor with antitumor and antineoplastic activity, and is used in cancer treatment and research (for example, see reference [33-37], and references therein).

As many other purine and pyrimidine bases do, thioguanine can potentially occur in several tautomeric forms. Figure 1 shows some of the tautomers and rotational isomers that are possible for this molecule. At present, calculations of structures, dipole moments, energies and vibrational spectra have been performed only for the first four forms shown in figure 1.

It is known from X-ray crystallographic studies [38] that thioguanine occurs in the crystal in the amino-thione tautomeric form with hydrogen attached to nitrogen atom N7 of the imidazole ring (structure 2 in Fig. 1), in sharp contrast with guanine, which occurs in the crystal and in solution as the amino-oxo form with the hydrogen on the imidazole ring at N9 [39-41]. The occurrence of the (N7H)amino-thione form in the crystal also is contrary to the prediction of relative tautomeric stabilities by recent ab initio calculations at MP2(full)/DZP [42] and MP2/6-31 + G(d,p) [43] levels, which is that the (N9H)amino-thiol form (structure 3 in Fig. 1, or its rotamer with SH trans to N1) is the most stable.

Such differences between theoretical predictions of relative stabilities of tautomers and the structure experimentally observed in the crystal may be a result of the effect of the intermolecular interactions, particularly hydrogen bonding, in the crystal which are not considered in the calculations at this relatively high level of theory. This result is somehow puzzling since the N7H-thione tautomer 2 found to occur in the crystal has a much smaller calculated dipole moment (1.78 D [42]) than does the N9H-thione tautomer 1 (7.42 D [42]), thus contradicting the usual belief that the more polar tautomer will be stabilized in the more polar medium of the crystal. In view of these observations, the importance of experimental verification of the relative stabilities of tautomers of isolated thioguanine for comparison with the ab initio calculations made for the molecule in vacuum is quite obvious.

II. Methods

II-1. Experimental

The details of the experimental technique of matrix isolation infrared spectroscopy have been described elsewhere [1]. In this study a mixture of the vapor from thioguanine (purchased from Sigma) heated to about 227°C and the matrix gas (argon) was condensed onto a cold (about 12 K) window held in the cryostat (Air Products Model 202E Displex). The infrared spectra were measured at a resolution of 1 cm⁻¹ using a Fourier Transform Infrared (FTIR) Nicolet Model 740 spectrometer. The final spectra shown below were drawn by the SpectraCalc program (Galactic) on a personal computer, after electronic transfer of the data from the Nicolet spectrometer to the PC. This
program was also used to subtract the interference fringes caused by the thin matrix film and to correct the background to the horizontal "zero" level.

II-2. Calculation

The calculations reported here were made using density functional theory (DFT) [44-45] with the Becke three parameter exchange functional and the gradient corrected functional by Lee, Yang and Parr (the DFT(B3LYP) method) (see references [46-51], and references therein). The standard 6-31G(d,p) basis set was used. Optimizations were carried out without any constraints on the planarity of the species under study. All quantum mechanical calculations were performed using the GAUSSIAN 92/DFT program [52] at the Mississippi Center for Supercomputing Research. Calculations at this level have recently been the focus of a lot of attention (see reference [53], and references therein) because the calculated vibrational spectra are usually in good agreement with experiment; the agreement for frequencies is often within the uncertainty due to anharmonicity corrections.

On the basis of knowledge of small molecules [54-57] it can be expected that the correction for anharmonicity will be the largest for the X-H (where X is N1, N7, S, C or N for symmetric or asymmetric NH2) stretching frequencies, and relatively smaller corrections for other frequencies. Based on our experience with other molecules, we take these different anharmonicity corrections into account by scaling all N-H and S-H stretching frequencies by 0.955 (force constants by (0.955)^2 or 0.912), all C-H stretching frequencies by 0.964 (force constants by (0.964)^2 or 0.929), and all other frequencies by 0.973 (force constants by (0.973)^2 or 0.947) in the comparisons shown here. The use of these different scaling factors does not change the normal coordinate mixing because it changes only force constants for stretching coordinates which do not mix with other coordinates. These scaling factors are not significantly different from those recommended by Pulay [53] for spectra from DFT(B3LYP)/6-31G(d,p) calculations for a large number of molecules. In general, the calculated frequencies after scaling agree with experimental frequencies within an uncertainty of about 10-20 cm^{-1}.

The calculated spectra, structures, and atom displacements in the normal modes displayed here are drawn using the Animol 3.1 program (Innovative Software) installed under Windows in a PC, which reads its initial input directly from the GAUSSIAN output file.

III. Results and discussion

Usually the most straightforward identification of tautomers can be made on the basis of the presence or absence in the infrared spectrum of characteristic absorption bands for the functional groups involved in the tautomeric transitions. In the case of thioguanine these functional groups are NH2, N3H, N7H, N9H, asymmetric and symmetric NH2, imino (C==NH) and C==S stretching vibrations. For example the most direct evidence of the presence of the thiol tautomer would be the appearance of the SH stretching absorption band near 2600 cm^{-1} [17, 24]. Unfortunately the infrared intensity of this band is expected to be very low (about 1 km mol^{-1}; see references [17, 32]) and its presence or absence is difficult to decide due to confusion with combinations or overtones which are also expected to absorb in this region.

It is equally difficult to decide about the presence or absence of the C==S stretching band (and thus about the presence of the thione tautomer) because, in contrast with the C==O (carbonyl) stretching mode, the C==S stretching is not characteristic. The C==S stretching coordinate contributes to several normal modes and is mixed strongly in them with other coordinates (see below).

For these reasons the identification of the thiol and thione tautomers can be done with more assurance by examining carefully the infrared absorption in other spectral regions. The analysis relies heavily on the interpretation based on the calculated spectra for the different tautomers.

III-1. NH2, N7H, and NH2 stretching modes

One of the most useful hints about tautomers present in the matrix comes from examining the effect of short (15 minute) irradiation of the matrix isolated sample by UV irradiation from a medium pressure mercury lamp. As a result of this irradiation, some weak bands observed before irradiation disappear; these can be identified as absorption by amino-thione tautomers. Figure 2a shows a comparison of the experimental spectra in the NH stretching region from thioguanine isolated in an Ar matrix before and after the short UV irradiation with the spectra calculated for the amino-thiol tautomers. As can be seen there, the strongest bands observed at 3574, 3564, 3489, 3456 and 3449 cm^{-1} in the spectrum (practically unchanged after irradiation) have frequencies and intensities consistent with those calculated for the asymmetric NH2 stretch, the N9H (and/or the N7H) stretch, and the symmetric NH2 stretch, respectively, for both of the amino-thiol tautomers and the symmetric NH2 stretch, respectively, for both of the amino-thiol tautomers, but considerably different from the spectrum calculated for the amino-thione forms shown in figure 2b. That figure shows the experimental difference spectrum obtained by subtracting the spectrum after UV irradiation from the original spectrum compared with the spectra calculated for the two thione tautomers shown.

The weak bands observed at 3533, 3526, 3463, 3432, 3426, 3415, 3405, and 3399 cm^{-1} in the initial spectrum, and also shown in the difference spectrum, have
Fig. 2. Comparison of the experimental infrared spectrum in the N-H stretching region of thioguanine isolated in an Ar matrix with the infrared spectra from the DFT(B3LYP)/6-31G(d,p) calculations, for the tautomers shown. All calculated frequencies for the spectra shown here have been scaled by a constant factor of 0.955 to account for the anharmonicity corrections and for remaining basis set error.

a) The experimental spectrum before and after UV irradiation compared with calculated spectra for amino-thiol tautomers. b) The experimental difference spectrum obtained by subtracting the spectrum after UV irradiation from the spectrum before the UV irradiation, compared with the calculated spectra for amino-thione tautomers.

frequencies close to those calculated for the asymmetric and symmetric NH2 and the NH1 stretching modes in both of the amino-thione tautomers. However, the experimentally observed band at 3463 cm⁻¹ is located at lower frequency than calculated for the N7H or N9H stretches (but within the uncertainty of the calculation). It seems most likely that the species responsible for these absorption bands are amino-thione tautomers.

Our first interpretation of the doublet structure for the bands observed for the strong NH2 stretching vibrations (3574, 3564; 3456 and 3449 cm⁻¹) and for the weak bands 3533, 3526; 3432, 3426; and 3415, 3405 (and/or 3399 cm⁻¹) was that it was caused by the presence in the matrix of a mixture of N7H and N9H amino-thiol tautomers (strong bands) with N7H and N9H amino-thione tautomers (weak bands). Arguments causing some reservation about this interpretation are: (i) the observed splitting is different than the calculated frequency differences; and (ii) the relative intensities of the components of the experimental doublets differ from one matrix to another. For these reasons we rather prefer to interpret the splitting in the experimental spectrum as resulting from matrix effects on the spectrum of one tautomer. However, it is surprising that this doublet pattern is practically insensitive to annealing, in contrast with similar observations for adenine ([16] and references therein). These splittings clearly need further study.

The comparison of experimental and calculated spectra shown in figure 2 suggests that the predominant tautomer in the matrix is an amino-thiol from, but it is not possible to distinguish whether it is the (N7H) or (N9H) tautomer since the calculated spectra shown in figure 2a for both forms are very similar. The weak bands listed above which disappear after UV irradiation are most probably all due to vibrations of an amino-thione form. Again, the results shown in figure 2 do not allow us to determine with certainty whether it is the (N7H) or the (N9H) amino-thione form.

III-2. S-H stretching mode

Figure 3 shows a comparison of the experimental and calculated spectra in this region (near 2600 cm⁻¹). Six bands are observed in the experimental spectra, each with an absorbance about 30 to 50 times lower that for the NH2 asymmetric stretching mode, consistent with the calculated ratio of intensities for these two modes (note the intensity scale). However, it is very likely that some of the observed bands are combination bands involving the lower frequency fundamentals, which may also be expected to have similar intensities.
III-3. Other vibrations

As has been emphasized above, the comparison of the experimental and calculated spectra of thioguanine tautomers shown for the NH stretching region in figure 2 does not permit the final determination of whether it is the (N7H) or (N9H) form that is actually present in the matrix. Some information bearing on this question can be obtained by examination of the spectra in the lower frequency region (1700-400 cm$^{-1}$). Figure 4 shows a comparison of the experimental matrix spectra before and after UV irradiation and the difference spectrum with the spectra calculated for the four tautomers shown there. This spectral region includes 37 of the 42 normal modes of thioguanine, and is very difficult to analyze. Full interpretation of the experimental vibrational spectrum based on a detailed analysis of the calculated and experimental spectra will be given in reference [32]. Here we shall focus attention only on some of the most distinctive bands.

As can be seen in figure 4, the calculated spectra for the different tautomers are not significantly different for much of this spectral region. Fortunately, even so, there are a few relatively strong bands in the spectral patterns of the (N7H) and (N9H) thiol tautomers that are calculated to be characteristically different. These include the bands (marked by solid triangles ▼) calculated at 1392, 1281 and, particularly, 512 cm$^{-1}$ in the spectrum of the (N9H) amino-thiol tautomer related to the displacements of atoms for these modes, shown in figure 5, with its contribution from the N9H group. These modes appear to correspond to the bands observed in the experimental spectra at 1395, 1263 and 513 cm$^{-1}$, respectively. On the basis of this observation, we conclude that the predominant amino-thiol tautomer present in the matrix is the (N9H) form and not the (N7H) form. This conclusion is strongly supported by the failure to observe any absorption in the matrix spectrum from the N7H wagging mode calculated to absorb strongly at 408 cm$^{-1}$ for the (N7H)amino-thiol form.

It is much more difficult to distinguish between the (N7H) and (N9H) forms of the amino-thione tautomers, because of the very low concentration of this form in the matrix and consequently the very low absorbances of these bands in the experimental spectra. Some indication that the thione tautomer in the matrix is the (N7H) form comes from the observation in the experimental spectra in figure 4 of the bands at 1533, 1196, 971 and 578 cm$^{-1}$ (marked by filled circles •) which disappear after UV irradiation and are shown in the difference spectrum in figure 4b. These bands are close to the relatively intense modes at 1523, 1168, 959 and 569 cm$^{-1}$ (also marked by filled circles • in Fig. 4b) calculated for the (N7H)amino-thione tautomer that are related to the normal mode atom displacements (shown in Fig. 6) with contributions

Some possible combinations that could be responsible for some absorption in this region are listed in the caption of figure 3.

Because of the uncertainty about the best value of the frequency scaling factor that should be used the S-H stretch with these DFT calculations, there is uncertainty in the value of the calculated frequency that should be compared in figure 3 with the experimental spectrum. If the errors are the same for both the N7H and the N9H tautomer, the calculation predicts a slightly lower S-H stretching frequency in the latter tautomer.

Because of the very low intensity of the S-H stretching mode, the only judgment concerning the presence of thiol tautomers in the matrix from the spectrum in this region can be support for conclusions based on information from other parts of the spectrum.
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from the C=S stretch and the N7H motions, strongly mixed with other displacements.

In summary, our conclusion from the examination of figure 2 and 4 is that the predominant tautomer present in the initial deposit of the matrix from the vapor is the (N9H)amino-thiol form shown as structure 3 in figure 1 (or the rotamer with SH trans to N1). A smaller concentration of the (N7H)amino-thione tautomer 2 in figure 1 is also present.

III-4. Energies

The predominance in the matrix spectrum of absorption by tautomer 3 in figure 1 agrees with the relative stabilities predicted for the isolated molecules by the \textit{ab initio} calculations [42, 43].

If we make the assumption that the analysis given above has correctly identified only two tautomeric forms present in the matrix spectrum of thioguanine (namely the (N9H) amino-thiol predominant form and the lesser concentration of the (N7H)amino-thione form), then we may use the relative intensities observed to determine the equilibrium constant for the tautomeric equilibrium at the temperature of the gaseous mixture as the equilibrium was trapped during the formation of the matrix.

The ratio of the observed integrated intensity of the

---

**Fig. 4.** Comparison of the experimental infrared spectrum in the 1700-400 cm\(^{-1}\) region of thioguanine isolated in an Ar matrix with the spectra calculated (DFT(B3LYP)/6-31G(d,p)) for the tautomers shown. All calculated frequencies in this region have been scaled by 0.973 to account for anharmonicity and basis set error. a) The experimental spectrum for the sample before and after UV irradiation compared with spectra calculated for two amino-thiol tautomers. b) The experimental difference spectrum obtained by subtracting the spectrum after UV irradiation from that before UV irradiation compared with the calculated spectra for two amino-thione tautomers.

---

**Fig. 5.** Calculated displacements of the atoms, shown by the lengths of the arrows, in normal modes for the (N9H)amino-thiol tautomer that are used to distinguish between the (N9H)amino-thiol and (N7H)amino-thiol tautomers in the matrix spectrum. Note that all these normal modes show large contributions from motion both of the N9H group and of the SH group (as well as contributions from motion of several other atoms). The mode at 512 cm\(^{-1}\) is an out of plane "wagging" motion.
Fig. 6. Calculated displacements of atoms, shown by the lengths of arrows, in normal modes for the (N7H)amino-thione that distinguish between the (N7H)amino-thione and (N9H)amino-thione forms. Note that the N7H bending contributes to the modes at 1523 and 959 cm\(^{-1}\), while C=S stretching and N1H bending motions contribute to the normal modes at 1168 and 959 cm\(^{-1}\). However, all these modes have sizable contributions from motion of other atoms and cannot be considered to be characteristic C=S stretches. The 569 cm\(^{-1}\) mode is mostly "out of plane NH2 wagging".

Asymmetric NH2 stretch at 3564 and 3574 cm\(^{-1}\) in the amino-thiol form to that of the amino thione form at 3526 and 3533 cm\(^{-1}\), together with the corresponding calculated absolute integrated molar absorption coefficients A (41 and 37 km mol\(^{-1}\), respectively) [32], allows us to evaluate the relative concentration of the (N9H)amino-thiol tautomer to that of the (N7H)amino-thione form, trapped in the matrix. The results are that the percentage concentration of the former is 85%, and of the latter is 15%. For an equilibrium established in the gas phase during sublimation at 500 K (227°C) and subsequently trapped in the matrix, the difference in the standard Gibbs free energy of the more stable amino-thiol form from that for the amino-thione form is thus \(\Delta G_{298}^0 = -7.1 \pm 1.5 \text{ kJ mol}^{-1}\).

The values of the change in the internal energy \(\Delta E_0^0\) at 0 K have been obtained from the \textit{ab initio} calculations as the sum of the calculated electronic energy differences \(\Delta E_e\) and zero point energy differences (AZPE). Both contributions are given in Table 1 for tautomeric transitions defined there. According to the calculation, the change in the ZPE is largely responsible for the stability of the thiol tautomer with respect to the thione.

In order to compare the calculated energies with the experimental measurement of the equilibrium constant and the associated value of \(\Delta G_{298}^0\), it is appropriate to use the statistical thermodynamic relations [58] to convert the latter to the experimental value of \(\Delta E_0^0\) using the calculated rotational constants and frequencies of the normal modes. From this, \(\Delta E_0^0 = -5.6 \text{ kJ mol}^{-1}\).

This value is compared in Table 1 with the calculated changes in internal energy for several tautomeric reactions involving tautomers considered here. We see there that the experimental value of \(\Delta E_0^0\) \((-5.6 \text{ kJ mol}^{-1})\) for the tautomeric reaction from the (N7H)amino-thione form of structure 2 to the (N9H)amino-thiol form of structure 3 is about 3.8 kJ mol\(^{-1}\) more negative than calculated value \((-1.8 \text{ kJ mol}^{-1})\). Structure 3 of the (N9H)amino-thiol form (in which the S-H bond is \textit{cis} to the N1 atom) has been assumed to be more stable than the rotamer with the

### Table 1.

<table>
<thead>
<tr>
<th>Tautomer (B)</th>
<th>Calculation</th>
<th>Experimental</th>
<th>Calc.(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N9H)amino-thiol \textit{cis}</td>
<td>(\Delta E_e^0) = 7.90 (\Delta ZPE^a) = 9.7 (\Delta E_0^0) = -1.8 (\Delta E_{298}^0) = 0.1</td>
<td>(\Delta E_0^0) = -5.6 ± 1 (\Delta G_{298}^0) = -7.1 ± 1</td>
<td>-2.5</td>
</tr>
<tr>
<td>(N7H)amino-thione \textit{trans}</td>
<td>-</td>
<td>(\Delta E_0^0) = 0 (\Delta E_{298}^0) = 0</td>
<td>-3.4</td>
</tr>
<tr>
<td>(N9H)amino-thione</td>
<td>+11.55 (\Delta E_0^0) = -0.55 (\Delta E_{298}^0) = +11.1 (\Delta E_{298}^0) = +2.7</td>
<td>&gt; 5 &gt; 5</td>
<td>+2.5</td>
</tr>
<tr>
<td>(N7H)amino-thiol \textit{cis}</td>
<td>+27.99 (\Delta ZPE^a) = -10.87 (\Delta E_0^0) = +17.0 (\Delta E_{298}^0) = +4.8</td>
<td>&gt; 5 &gt; 5</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) MP2(full)/DZP//HF/DZP calculations given by Leszczynski, reference [42].

\(^b\) Values reported to be \(\Delta E_{298}^0\) (internal energies including ZPE and thermal energies) or \(\Delta G_{298}^0\) from MP2/6-311 + +G(d,p)//HF/6-31 G(d) calculations by Alhambra \textit{et al.}, reference [43].

\(^c\) This work. See text. The values for (N9H)amino-thiol could be for the \textit{cis} or \textit{trans} rotamer. Failure to observe any trace of a tautomer indicates its equilibrium constant is less than 0.05, implying \(\Delta G_{298}^0\) and \(\Delta E_0^0\) values 5-10 kJ mol\(^{-1}\) more positive than the energy of the (N7H)amino-thione tautomer.

\(^d\) Not calculated.

\(^e\) Estimated from the calculated value of the energy of the \textit{cis} tautomer, added to the difference calculated between the energies of \textit{cis} and \textit{trans} tautomers in b.

\(^f\) Reference molecule. All energies calculated relative to this tautomer.
SH bond trans to the N1 atom. However, recent calculations by Alhambra et al. [12], of the energies of tautomers of thioguanines have found that the trans form is about 0.9 kJ mol\(^{-1}\) more stable than the cis form (structure 3).

If the observed matrix spectrum is for the trans form rather than the cis form, then the observed value of \(\Delta E_2\)\(-5.6\) kJ mol\(^{-1}\) should be compared with a calculated value for that rotamer. This value can be estimated for the present by correcting the value from Leszczynski [42] in table 1 (–1.8 kJ mol\(^{-1}\)) by adding this calculated cis-trans energy difference [43], to obtain \(\Delta E_2\) for the trans rotamer to be –2.7 kJ mol\(^{-1}\). Such close quantitative agreement between calculated (–5.6) and experimental (–2.7 kJ mol\(^{-1}\)) energies is much better than can be expected, and encourages us to believe that the conclusions about tautomerism in thioguanine from this study may be correct.

IV. Concluding remarks

The main conclusions from this study are summarized below.

1) Thioguanine occurs in a non-polar (hydrophobic) environment predominantly (about 85% for an equilibrium established at 500 K) as the (N9H)amino-thiol tautomer. Only a small concentration (about 15% at 500 K) of the molecules occur as the (N9H)amino-thione form. It is possible that small concentrations of imino-thione or imino-thiol tautomers may be present in the matrix. Further experimental and theoretical studies are needed to confirm (or contradict) this last suggestion.

2) This finding for thioguanine is in sharp contrast with the exclusive occurrence of the (N9H)amino-thione form in the polar environment of the crystal. It is also in contrast with the finding for guanine in the matrix environment that three tautomers [(N7H)amino-oxo, (N9H)amino-oxo, and (N9H)amino-hydroxy] occur with similar concentrations [4, 59].

3) The greater stability found in this study for the (N9H)amino-thiol tautomer in the hydrophobic environment confirms the predictions from recent ab initio calculations, and the experimental change in energy, \(\Delta E_2\), for the tautomeric transition from the (N7H)amino-thione form is in good agreement with the value from the calculation. Additional calculations at the MP2(full)/DZP level of the energy of the trans rotamer of the (N9H)amino-thiol form, which may be the most stable tautomer of thioguanine, are in progress.
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I. DNA repair processes and cancer induction

Recent studies have provided astonishing data on the role of DNA repair in avoidance of cancer. It has long been known that a deficiency, or disturbance, in
DNA repair may lead to genetic instability, and a predisposition to cancer, in patients with xeroderma pigmentosum (XP), Fanconi's anemia (FA), Bloom's syndrome (BS); and to such hereditary neurological and neuromuscular diseases as Huntington's or Cockayne's syndrome. The origin of these diseases is a deficiency in some of the systems of DNA repair: nucleotide excision repair, DNA-ligase, preferential nucleotide excision repair (human gene ERCC6 corresponds to mfd of E. coli), in TFHII subunit required for initiation of gene transcription and nucleotide excision repair [1-3]. Quite recently it was discovered that hereditary nonpolyposis colorectal cancer (HNPPC) in humans develops because of mutation in hMSH2, hMLH1, hPMHSH1, or hPMHSH2 genes and deficiency in DNA mismatch repair [4-8].

All these DNA repair systems were first discovered and well recognized in bacteria, then in yeast and/or in human cells.

In the last decade, much attention was focused on the p53-human gene encoding the p53 protein. A mutated form of this protein was found in about 50% of all human cancer tissues [9, 10]. In the normal tissues, p53 protein is undetectable.

Protein p53 is a transcription factor, anti-oncogene product, suppressor of cancer, and a genomic guardian of the human cells. The synthesis of p53 is much increased after damage to DNA (e.g. by ionizing radiation) and this stimulates synthesis of the other proteins involved in arrest of cell cycle, DNA synthesis and repair [11-13].

The cascade of reactions which occurs after DNA damage in human cells resembles that operating in E. coli where it is known as the SOS system. The hypothesis that malignancy develops because the cells cannot scope with DNA repair, in 80-90% of cancer cases, seems to be true [14].

Organisms are continuously exposed to DNA damage from insults of endogenous and exogenous (environmental) mutagens. Methylating agents are widespread in the environment. In this paper mechanisms of damage and DNA repair, the systems defending E. coli cells against the killing and mutagenic effects of methyl methanesulfonate (MMS), will be briefly reviewed.

II. MMS-induced lesions and defence systems against alkylating agents

MMS is a monofunctional agent which methylates bases predominantly at the nitrogens (S<sub>n</sub>2 type of reaction, in contrast to S<sub>n</sub>1-type acting reagents alkylating to greater extent the oxygens) in DNA. As a result, about 82% of 7meG (non-mutagenic), 10.8% of 3meA and 0.6% of 3meG (mutagenic and highly toxic) and 0.3% of O<sup>6</sup>meG (highly mutagenic) is formed [15]. The presence of 7meG and O<sup>6</sup>meG in DNA does not arrest DNA synthesis (although O<sup>6</sup>meG, with methyl group in syn conformations, may slow it down [16]); however, O<sup>6</sup>meG (but not 7meG) may occasionally mispair with T, and lead to mutations of GC→AT transitions [17, 18]. 3meA and apurinic sites, which may be formed by excision of 3meA, 3meG or 7meG, stop synthesis of DNA and may, in a umuC-dependent manner, induce AT→TA or GC→TA transversions [19-22].

So far, two constitutively expressed proteins, defending the cells against the chemical methylation of DNA, are known: (i) ogt-encoded O<sup>6</sup>methylguanine-DNA methyltransferase, able to remove methyl, or (with a much lower efficiency) ethyl group from the O<sup>6</sup>alkylG in DNA [23, 24], and (ii) tag-encoded 3-methyladenine DNA glycosylase I, excising 3-methyladenine (3meA) and leaving the apurinic sites in DNA [25]. O<sup>6</sup>meG and apurinic sites may be excised by UvrABC-exonuclease known to remove many of the base adducts from DNA [26, 27]. The level of the UvrA and UvrB proteins much increases after SOS induction.

Alkylating agents may activate two inducible DNA repair systems: (i) the SOS system [28], including about 20 genes involved in DNA mutagenesis (umuC) and repair, and (ii) the adaptive response, including four genes at least, triggered by low, weakly mutagenic, doses of methylating agents [29]. The cellular signal to induce the SOS system is damage to DNA and arrest of DNA synthesis [30, 31]. For the alkylating agents, the primary signal is the presence of 3meA (or 3etA) in DNA. Ability to induce expression from the sfi::lacZ fusion (sfi belongs to the SOS-regulated system) occurs at 5-50-fold lower doses of the alkylates in bacteria devoid of both constitutive, tagA, and inducible alkA-encoded, 3meA DNA glycosylases, than in the wild type cells [32].

The primary signal for inducing the adaptive response is methylation of the Ada-protein at Cys-69. Ethylating agents are poor inducers of the adaptive response. Ada protein contains two (of the twelve) cysteines able to accept methyl groups: Cys-69, and Cys-321. Ada protein contains two (of the twelve) cysteines able to accept methyl groups: Cys-69, and Cys-321. Ada me-Cys-69 (or Ada me-Cys-69, me-Cys-321) protein is a potent positive inducer of the ada regulon, including its own and three other genes, at least: alkA-encoding 3meA DNA glycosylase II, and alkB- and aidC-encoding proteins with as yet unknown functions [33-36]. The 39 kDa Ada protein itself, and 19 kDa carboxyl-terminal fragment resulting from Ada proteolysis (with Ompt protein [37]), has the activity of a O<sup>6</sup>alkyl-DNA alkyl transferase able to accept alkyl group from O<sup>6</sup>alkylguanine (and O<sup>4</sup>-methylthymine) in DNA on their Cys-321 residue. Ability of ada to demethylate O<sup>4</sup>meG is 7-fold higher than that to deethylate of O<sup>6</sup>etG. Both, Ada protein, as well as its 19-kDa fragment, which structurally and functionally resembles of ogt-encoded protein, are not in sensu stricto enzymes, and after alkyl acceptance are not able to recover their activity again; i.e. they are...
"suicide proteins".

Constitutively expressed 19-kDa Ogt and inducible, derived of Ada, 19 kDa O^6meG-DNA methyltransferase, differ in theirs affinities. Both, ogt- and ada-encoded alkyl transferases remove alkyl groups (with decreasing efficiency) from O^6meG, O^6etG and O^4meT in DNA; but the ability of Ogt protein to remove ethyl group from O^6etG is 145-fold greater, and to remove methyl from O^4meT, is 7-fold greater, than for Ada alkyltransferase [38].

Mammalian tissues contain non-inducible O^6meG-DNA methyltransferase, with its activity resembling of that of the bacterial Ogt protein [39]. Expression of Ogt protein in mammalian cells following transformation is frequently suppressed. Human cell lines devoid of O^6meG-DNA methyltransferase activity (Mer^- phenotype), are highly sensitive to killing effect by MNNG and MNU [40].

Regulated by methylated, or not methylated, Ada-protein [41] is alkA-encoded 31-kDa 3meA DNA glycosylase II. This glycosylase, is much less specific than 21-kDa 3meA DNA glycosylase I, and apart from 3meA, excises a wide spectrum of modified nitrogen bases: 3meG, N^7meG [42], O^2meT, O^2meC [43], N^2, 3ethenoG [44], and possibly, 3,N^4ethenoC [45]. Recently, it has been found that 3-alkyl DNA glycosylase II may excise the oxidative-damaged pyrimidines: 5-formylU with the same rate as 3meA, and 5-hydroxymethylU with a rate of 1-3 order of magnitude slower [46]. Therefore the alkA gene may function in the repair of oxidative-damaged DNA lesions, occurring as a consequence of aerobic metabolism of cells, which in humans may be a cause of aging and cancer [47].

There is an interesting relationship between the tag- and alk-encoded 3meA DNA glycosylases. After induction of the Alk enzyme, the level of Tag enzyme decreases in the cells. Overproduction of alk DNA glycosylase in the wild type cells rendered them (most probably because formation of too many apurinic sites) highly sensitive to MMS. However, overproduction of tag DNA glycosylase, almost completely suppresses sensitivity to methylating agents of alk^- cells [48].

Recently, it has been found that tag-encoded enzyme may, albeit with 70-fold lower efficiency than alk^-encoded enzyme, remove 3meG from DNA. This explains why an alkA mutation renders the cells much more sensitive to MMS then a tag mutation, and implies that 3meG is a highly cytotoxic lesion [49].

III. Mechanisms of the induction of the adaptive response

The mechanism of MMS-induced mutagenesis is closely related to the ability of the cells to repair premutagenic lesions. Induction of the adaptive response in E. coli appears to be a highly specific process. Expression of the Ada-protein, and proteins involved in the ada regulon, begins when Cys-69 become methylated. The methylating substrate is only one of the two stereoisomers (Sp) of methylphosphotriesters in DNA [36]. However, Cys-69 in Ada may be directly methylated by the methylating agents, and the adaptive response may be triggered without a contribution of methylated DNA [50]. Therefore one can guess that the ways of triggering the adaptive response directly, or via methyl phosphotriesters in DNA, should depend on the ability of the methylating agents to methylate phosphodiester in DNA and/or Cys-69 in the Ada protein.

It has been also shown that O^6meG-DNA methyltransferases, both from mammalian and E. coli cells, may be inactivated by a direct action of the methylating agents [50-52]. O^6meG-DNA methyltransferases may be directly inactivated by a much lower concentration of MMS, that by MMS-methylated DNA. Among the methylating agents are those which inactivate O^6meG-DNA methyltransferase directly at a lower (S_n2 type reagent, including MMS) at a similar (MNNG), or at a much higher (MNU) concentration than by MMS-(MNNG or MNU) methylated DNA [50, 51].

Thus MMS is a direct inducer of the adaptive response, and an agent inactivating (or a substrate for?) O^6meG-DNA methyltransferase. One can conclude, therefore, that: (i) Cys-69 in Ada protein is a better acceptor for methyl group from MMS, than phosphotriester (and perhaps the nitrogen bases) in DNA and, (ii) the adaptive response in MMS-treated cells is induced earlier, before DNA can be damaged. That can explain the low mutagenic potency of MMS as compared to other alkylating agents. The enzymes involved in repair of premutagenic lesions, ada-encoded O^6meG-DNA methyltransferase and alkA-encoded 3meA-DNA glycosylase II, are induced before DNA becomes methylated, and the cells can remove MMS-induced lesions in DNA very efficiently. Accordingly to above, we did not observe an essential decrease in MMS-induced mutations, when cells were pretreated, before MMS mutagenic treatment, with the low doses of MNNG to induce the adaptive response (unpublished results and [53]).

The different reactivity of a methylating agent with DNA and with Cys-69 of Ada protein must be reflected in its mutagenic specificity and killing potency. Therefore, after MMS-treatment of E. coli, GC->AT transitions in DNA, due to efficient O^6meG repair are happened rarely, and induction of Alk enzyme leads to a great increase in the apurinic sites which, when UmuD' UmuC proteins are available, may result in AT->TA [21, 22, 54] or GC->TA [19] transversions.
umuDC-dependent, mutagen, creating a low number of O₆meG in DNA. In umuC-defective cells, the frequency of MMS-induced mutations is 20-30% of that induced in umuDC-proficient cells [55-58]. However, when bacteria are deficient in ogt, or to an even greater extent, both in ada and ogt genes, the cells become hypermutable by MMS [59]. Furthermore, it has been calculated that in spite of S₉₂ reactivity of MMS, the quantity of O₆meG in MMS-treated cells is astonishingly high, and equals that obtained by isopropyl methanesulfonate treatment, a S₉₁ acting reagent, with a high ability to alkylate bases at the oxygens [60].

Mutability of MMS is highly increased when bacteria are devoid of the mismatch repair system, and then the majority of the mutations are not umuDC-dependent [21, 61]. This may suggest that premutagenic lesions are formed in the nucleotide pools, then modified deoxynucleotides are incorporated into DNA and removed by action of the dam-instructed mismatch repair system [62, 63].

By analyzing of the argE3\[OC1]→Arg+ revertants in E. coli AB1157 strains [64], it has been found that a fraction of MMS-induced, umuDC-dependent, Arg+ revertants arise by supL(N) suppressor formation as a result of AT→TA transversions [21, 22]. This class of revertants is very low in umuDC- (or in mutS-devoid of the mismatch repair system, regardless of whether umuDC+, or umuDC-) strains. This was then confirmed by using bacteria with a deleted umuDC operon and transformed (or not) with plasmids bearing umuDC, umuDC or umuD genes, respectively. The highest level of AT→TA transversions was observed in transformants bearing plasmid umuDC' genes; whereas no effect (as expected) was observed in bacteria bearing plasmid umuD. The level of MMS-induced mutations relies in practice on the accessibility of the UmuD' and UmuC proteins [22].

Obviously different lesions induced by MMS are leading to a different specificity of mutations. It is generally assumed that umuDC-dependent AT→TA transversions arise by apurinic sites formation (due to activity of 3meA DNA-glycosylase), and translesion (after dAMP insertion) replication in reaction with DNA polymerase III, UmuD', UmuC and RecA [20, 65, 66].

The high mutagenic potency of MMS, in an ogt, ada strain, testifies that O₆meG residues are formed in DNA, which in the wild type cells are quickly repaired. The great increase in mutation by MMS in the mutS strains may indicate that mutagenic modification occurs in high yields at bases in the nucleotide pools. The mutS/LH, dam-dependent mismatch repair system corrects mismatches by excising a fragment containing a wrongly paired base from the newly synthesized strand of DNA [62, 63], hence in mutS+ cells these mutations do not arise.

Increased sensitivity to MMS is shown by bacteria with mutations in dam, recA or polA genes, encoding proteins involved in repair of modified DNA. Inactivation of polA greatly decreases ability of cells, preadapted with a low level of MMS, to reactivate viability of MMS-treated bacteriophages [67].

V. Mutation frequency decline (MFD)

Earlier studies on UV-induced mutagenesis in E. coli B/r bacteria have shown, that certain mutations (at suppressor genes) did not arise when synthesis of proteins, immediately after irradiation, was transiently arrested. The effect known as mutation frequency decline (MFD), [68] was not observed in mfd mutant [69]. Recently, it was discovered that UV-induced lesions in DNA are preferentially repaired at the transcribed strand, and the repair requires transcription repair coupling factor (TRCF). It was subsequently shown, that TRCF and product of the mfd gene (ERCC6 in humans) are the same [70, 71]. Mutated mfd gene from E. coli B/r mfd was transferred to AB1157 E. coli K-12 strain and it was shown that MFD may occur in a K-12 strain. Analysis of UV-induced mutations in lacI on F'prolac in E. coli AB1157 has revealed that mutations in the wild type strain arose predominantly from the lesions on the nontranscribed strand (A→G transitions) indicating that transcribing strand was preferentially repaired [72].

VI. Does MFD operate after MMS-treatment?

It has been found that a fraction of umuDC-dependent, MMS-induced mutations which occurs by AT→TA transversion at anticodon tRNA₅₆ UB is susceptible to the MFD effect, i.e. the level of those mutants falls rapidly, when the cells, immediately after MMS treatment, were incubated in minimal medium devoid of the amino acids required for bacterial growth [22]. Formation of supL(N) suppressor fulfills the condition for MFD. A modified adenine residue (most probable 3meA) is situated on the template (transcribed) strand of DNA. As it was also shown, by analysis of plasmid DNAs isolated from MMS-treated cells, apurinic sites were formed in DNA, and under condition of MFD, when synthesis of proteins was inhibited, were progressively repaired. Whether it is coincidental with MFD, or reflects MFD, remains to be elucidated.

VII. Conclusions

— There are many pathways in organisms allowing for mutation-avoidance and maintaining DNA stability. The great diversity of cellular responses to alkylating agents reflects not only their differences in chemistry of reaction with nucleic acid, but also their different potencies to induce (and to be repaired by) DNA repair system.

— The low mutagenic potency of MMS on E. coli is
result of its direct, and instant, ability to induce the adaptive response before DNA has been insulted. This allows for efficient repair of O\textsubscript{6}meG, and rapid excision of methylated purines with formation of abasic sites in DNA. The majority of mutations then occur, most probably, as a result of translesion DNA replication, and dAMP insertion in a reaction with DNA polymerase III and UmuD\textsuperscript{C}, UmuC, and RecA proteins. — Predominantly formed supL(N,G) suppressor mutations, monitored in argE3→Arg\textsuperscript{+}, MMS-induced revertants, undergo the MFD effect: a decrease in the suppressor mutations due to the preferential repair of the transcribed strand of DNA. This was supported by identification of the abasic sites in plasmid DNA isolated from MMS-treated bacteria and their subsequent repair, under conditions of MFD.
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I. Introduction

In microorganisms, expression coupled to secretion of proteins seems an attractive possibility for production of recombinant proteins, rendering them easy to isolate and purify. Due to the recent progress in understanding of the mechanisms of natural secretion in *Escherichia coli*, its secretion systems have been exploited for the above purposes; various vectors and host strains have been constructed and examined.

The overall process of protein secretion includes their synthesis, membrane insertion, translocation, signal peptide recognition, its cleavage by signal peptidase and final localization of the mature protein. Most of the native secretory proteins synthesized by *E. coli* are transported to the periplasmic space [1]. Similarly, secretion of foreign proteins by *E. coli* occurs mostly to the periplasm; however, small recombinant polypeptides are exported outside the cell.

Export of proteins depends on the properties of the exported protein and on the export machinery of the host cell.

II. Secretory proteins, what do they look like?

Outer membrane proteins and periplasmic proteins of *E. coli* are synthesized in the precursor form, with prepeptide N-extension of 20-25 amino acids called the signal peptide [2]. The signal peptide is essential for protein translocation across the inner membrane. It is believed that it also slows down preprotein folding.

Signal peptides in microorganisms do not show any sequence homology, they only display similar physico-chemical properties:

- the N-terminal portion, 5 to 6 amino-acid residues, is of a basic character, i.e. it usually contains two positively charged amino acids,
- these amino acids are followed by a long stretch of hydrophobic uncharged residues (10 to 15 amino acids with glycine in the center),
- the C-terminal end contains 5 to 6 polar amino acids with alanine, glycine, threonine and/or serine in close vicinity of the cleavage site.

Preproteins with negatively charged (or uncharged) N-terminal part of a signal peptide accumulate in the cytoplasm, probably because of the lack of interaction with negatively charged C-terminus of the signal peptide or with negatively charged membrane phospholipids. The hydrophobic core helps in insertion of...
III. Secretion, why is it so advantageous

The periplasm is enclosed between the inner and outer membranes of Gram-negative bacteria. Its volume in *E. coli* is estimated as about 30% of the total cell volume. The periplasm is filled with a peptidoglycan matrix with high concentration of bound water. The periplasmic proteins constitute about 5% of total cellular proteins.

The periplasmic space has a different proteolytic environment to that of the cytoplasm, and it is believed that here protein degradation is less pronounced than in the cytoplasm. On the secretory pathway the newly synthesized protein undergoes specific cleavage of the N-terminal signal sequence and in the oxidizing environment of the periplasm it folds, due to formation of disulphide bridges, to the native conformation. As the periplasmic space abounds in hydrolases the presence of ATP-dependent chaperones which could assist in proper folding of periplasmic proteins, native and recombinant, is highly improbable. However, the possible role of cellular chaperones in recombinant protein production is implicated by the fact that mutations in the rpoH subunit of RNA polymerase (rpoH gene), which takes part in transcription of stress proteins, increase the yield of secreted proteins [13].

The mature protein can be easily recovered by osmotic shock and readily purified from culture medium. Even toxic proteins can be produced in these systems.

When the use of the secretory pathway in production of recombinant proteins is sought, the nucleotide sequences coding for a signal peptide with its C-terminal specific amino-acid sequence, recognized and cleaved by a signal peptidase, is introduced into the expression cassette. Such a construction makes possible synthesis of recombinant proteins with any desired N-terminus.

IV. Host cell assistance in translocation across the inner membrane

The biosynthesis of proteins occurs in the cytoplasm, and when secretory preproteins are transported across it to the membrane, they remain in an unfolded state, chaperoned by proteins GroEL and SecB. Transport through the inner membrane is promoted by the signal sequence and the general export Sec system. It is believed that the main genes of *E. coli* (secA, secB, secD, secE, secF, secG and secY) involved in this pathway have already been discovered [14].

Protein SecB forms a complex with newly synthesized preprotein in the cytoplasm, preventing misfolding. This complex binds to the inner membrane through affinity binding to SecA, the peripheral subunit of *E. coli* preprotein translocase. SecA shows affinity for the SecYEG complex and for acidic phospholipids. It is suggested that the SecA protein also acts as an inhibitor of reverse translocation.

Binding of preprotein activates ATPase activity of SecA, which in turn drives the translocation of a short

---

Fig. 1. “Loop model” showing an initial stage of secretion, where the preprotein sequence is pushed into the membrane with positively charged N-terminus oriented on the cytoplasmic side (1). Signal peptidase (SPase) cleaves the signal peptide (SPtide) on the outer side of the membrane (2) and the mature protein sequence is gradually exported across the membrane (3).
Fig. 2. Bacterial general export system based on interaction of Sec proteins. SecA protein has an affinity to the preprotein sequences and to the translocation membrane complex SecYEG (1). Preprotein activates SecA for the binding to SecYEG with accompanying ATP hydrolysis. When SecA binds ATP its conformation changes and it is driven together with the prepeptide across the membrane, forming a translocation channel with the SecYEG complex (2). The signal peptide is cleaved by signal peptidase (3), SecA uses a second ATP molecule to deinsert from the membrane (4).

segment of the preprotein into the membrane translocation channel formed by SecE, SecG and SecY proteins. Once a protein is translocated SecA detaches from the membrane [14].

Products of secD and secF genes regulate the channel assembly-disassembly reaction via the SecA insertion-deinsertion step. The final translocation step across the inner membrane of the preprotein free of SecA depends on the proton motive force [12, 15, 16] (Fig. 2).

SecD, an inner membrane protein, acts as a chaperone and prevents side-to-folding-reactions; it also assists in the release of the mature protein from the inner membrane.

From the point of coupling ATP energy to the preprotein movement across the membrane, mechanisms of translocation were solved in distinct ways in eukaryotes and prokaryotes [16], whereas numerous proteins involved in this process, from archaeabacteria to mammals, are highly homologous [17].

V. Proteolysis: maturation and degradation of newly synthesized secretory preproteins

Low concentration of proteolytic enzymes in the periplasm is one of the strongest arguments in favour of production of recombinant proteins in secretion systems. However, secretion reduces but does not abolish proteolysis of recombinant proteins, and proteolysis remains an important factor lowering the yield of recombinant secretory proteins.

Known E. coli proteases assisting the secretory pathway are compartmentalized: signal peptidases I and II, protease DegP, IV and V were localized within the inner membrane, protease III was found in the periplasm, and proteases V and VI (ompT) in the outer membrane [18].

The level of expression of the signal peptidase can influence the export and maturation of secretory proteins [19].

It was recently shown that mutations in all genetic loci known to affect stability of proteins in the cytoplasm also affect the stability (yield) of heterologous, periplasmic proteins [13]. Examination of single, double and triple mutants in genes coding for proteolytic enzymes proved that none of the proteases in question was essential for strain growth. This result points to the fact that there are some undissolved envelope proteases that are essential for growth.

VI. Protein folding

Due to the reduced mobility of proteins in the periplasm folding of exported proteins is under specific control.

Experimental data prove that folding is the rate limiting step in accumulation of native E. coli proteins in the periplasm. The major determinant of the extent of correct folding is the rate of folding as opposed to the rate of aggregation. In vivo folding is assisted by a large set of proteins playing catalytic and structural roles in the process. Since the existence of ATP in the periplasm is highly improbable, there are doubts about the existence of ATP-dependent periplasmic chaperones.

In the case of recombinant proteins prepared for secretion, even if some periplasmic proteins perform the task of chaperones for them, they do not accelerate folding, but bind to recombinant proteins inhibiting...
premature folding, misfolding and aggregation.

*In vitro* formation and rearrangement of disulphide bonds, and the cis-trans isomerization of prolyl peptide bonds (the main processes directing folding) are slow chemical reactions, taking hours and even days. Indubitably *in vivo* both should be assisted by enzymes.

Two *E. coli* prolyl cis-trans isomerases (PPI A and B) were discovered. The product of the *rot* gene, PPI A, was localized in the periplasm [20]. Coexpression of the genes coding for fragments of antibodies, for PPI A, and for DsbA (see below) did not influence the rate of folding of the recombinant antibody nor its final yield [21, 22].

Formation of disulphide bonds in the periplasm of *E. coli* is assisted by proteins, products of *dsbA, dsbB* and *dsbC* genes [23]. The key catalyst is DsbA protein, acting according to the general scheme:

\[
\text{DsbA} + \text{Prot} \rightarrow \text{DsbA Prot} \rightarrow \text{DsbA Prot} \rightarrow \text{S - S}
\]

Careful examination of catalytic properties of DsbA suggests its role *in vivo* as an oxidizing agent. A recently discovered product of the *dsbC* gene can substitute for DsbA protein. The protein shows disulphide oxidoreductase activity *in vitro*, and is more active than DsbA in disulphide-rearrangement reactions, acting as disulphide isomerase. DsbB, the integral inner membrane protein, probably takes part in the reoxidation of DsbA (Fig. 3). Both DsbA and DsbB proteins are essential for proper folding of recombinant proteins in *E. coli* [24].

It has still not been unequivocally established if the regulation of the rate of disulphide bond formation is important for the efficiency of secretion [25]. Coexpression of a gene coding for secretory protein with *dsbA* in the presence of GSH/GSSG increased the yield of the investigated protein [26].

Increase of the expression — secretion yield was observed when two genes, both with their own promoters, namely *rpoH* (coding for σ32 factor), and *dsbA* were included and overexpressed in one vector [27].

**VII. Secretion vectors for *E. coli***

The secretory pathway in *E. coli* could be exploited for production of recombinant proteins only when appropriate expression — secretion vectors were constructed. Presently, various secretion systems exist, created for particular research purposes, in which for instance the signal sequence is coded by the pre-region of the *phaA* gene (coding for alkaline phosphatase) [28, 29], or the nucleotide sequence coding for the signal peptide of the OmpT protein is included [30].

The most widely used secretion vectors are those in which the nucleotide sequence coding for the signal peptide of native *E. coli* OmpA protein was inserted.
The amount of signal peptidase does not seem to limit a secretion yield [32]. However, when the expression yield is high, some secreted polypeptides still bear an uncleaved signal peptide at the N-terminus [13, 30, 31].

General conditions may [33] or may not [34] affect the yield, depending on the host strain used. The various external factors such as nutritional elements, reducing agents, temperature of growth, a culture phase, concentration of the inducer, may play a role in the yield and rate of secretion. Once again the "protein conformation competent for secretion" may be invoked [34].

The size of the secretory peptide is obviously important: it has to be long enough for the translocation loop formation. The conclusion from many experiments is that at least, 60 amino acids’ long preprotein may enter the yield and rate of secretion. Once again the "protein conformation competent for secretion" may be invoked [34]. The formation of disulphide bridges [39], all found exclusively in a culture medium.

The ultimate localization of the peptide will depend on its size, sequence and structure.

Various prokaryotic and eukaryotic proteins have been produced and secreted in E. coli: enzymes and their inhibitors, cytokines, hormones, recombinant antibodies [3, 9, 12, 21, 22, 25, 27, 31, 34, 39, 40-45]. Unfortunately, various authors apply different criteria for estimating of the expression yield, and these renders difficult direct comparison of their results. In general, very high expression levels (several percent of the total cell protein) resulted in periplasmic aggregation of the produced proteins [22, 43]. Under proper conditions in the most successful experiments secreted proteins were obtained in a soluble state at levels close to 30% of the total periplasmic protein, which represents several dozen milligrams of protein per 1 litre of culture [22, 44].

IX. Conclusions

Expression and secretion of the recombinant proteins in E. coli depend on numerous factors such as signal peptide and mature proteins sequence and structure, type of elements controlling expression and secretion, vector and E. coli strain employed, physiological conditions of the experiment. Secretion is the system of choice when the microbial host for production of a recombinant protein in its native folded state, including formation of disulphide bridges, is preferred.
Synthetic virus-like gene transfer system

STANISŁAW SZALA*

Abbreviation used: NLS — nuclear localization signal.

In a broad sense gene therapy relies on the insertion of a functioning gene into cells to correct an error of the metabolism or to provide the cells with a new function.

For several cancers, genetic intervention based on substitutive gene therapy of many recessive and, to some extent also dominant genetic disorders, does not appear feasible. The current strategies are based on the elimination of tumor cells rather than on the reversion of their malignant phenotype (for the latest review see [1]).

Direct elimination of cancer cells capitalizes on the insertion of suicide genes that may selectively kill transduced tumor cells by activating autotoxic mechanisms.

Indirect elimination of a tumor exploits the insertion of an immunostimulatory gene into cancer cells in order to stimulate the host antitumor immune response.

Several methods of DNA transfer have been developed [2]. Some of them, based upon virally mediated gene transfer, are currently in use as an alternative to the viral vectors available in vivo and in vitro gene transfer. Since virally mediated gene transfer does not yet allow cell targeting, it is not suitable for in vivo gene transfer approaches. For this reason, the search for other vectors allowing cell specific targeting has gained considerable significance.

Specific cancer cell targeting can be achieved by two different approaches: transductional and transcriptional targeting [3]. Transductional approach utilizes differences in the expression of cell surface proteins (e.g. different cell surface receptors) to target cancer cells. A specific ligand or monoclonal antibody is bound to the complex of DNA molecules/polycation polymer to be delivered. Targeting is thus achieved by specific binding of the vectors to cognate cell surface molecules.

The transcriptional targeting approach relies on the observation that tumors are capable of differentially and specifically expressing certain genes (e.g. melanoma expresses tyrosinase, gastrointestinal tumors — carcinoembryonic antigen, hepatoma — α-fetoprotein, etc.), and thus exploits this distinctive pattern of gene regulation. In this regard, therapeutic genes under the control of promoters specific for these tumor marker genes offer a potential mode for specific targeting by restricting expression to these tumor cell targets. If the inserted gene encodes a nonmammalian enzyme, which can convert a nontoxic prodrug to a toxic metabolite, then all transfected tumor cells are selectively killed ("suicide genes' strategy") whereas normal transfected cells remain alive (see for review: [4]).

The aim of this short review is to emphasize the potential of transductional targeting which employs cellular mechanisms of receptor-mediated endocytosis of macromolecules and viruses for the transfer of DNA molecules into cells.

The functional design of molecular conjugate vectors resembles natural viruses: they imitate the entry of viruses into the cell but are devoid of viral gene elements as well as potential safety hazards resulting from the presence of such viral gene sequences (see for review: [5]).

The first step in the cellular pathways of macromolecular transport includes binding of macromolecules or viruses (ligands) to specific cell-surface receptors and their internalization through coated vesicles into endosomal compartments. In general, a vector developed to deliver DNA via the receptor-mediated endocytosis pathway (called a molecular conjugate vector) possesses, at least, two distinct functional domains: a polycationic domain for binding DNA and a ligand domain, which binds to a particular cell surface receptor. The polycationic domain is chemically linked to the ligand [6, 7]. DNA charge neutralization by polycations results in condensation of DNA in the form of a compact structure. The complexes (DNA/polycations/ligand) interact with cell surface receptors via its ligand domain (a cognate domain). This interaction allows the linked DNA to be transported into the cell vesicle system.

In practice, the main problem in this type of gene targeting is that gene transfer via the corresponding internalization pathway does not always result in effective expression of transferred heterologous DNA. The inefficient gene transfer is not related to initial binding and internalization steps but rather reflects some events occurring after complex localization wi-
thin the endosome. It seems that the conjugate DNA complex may be entrapped within cellular endosomes and thus transported DNA cannot reach the nucleus.

The internalized DNA could escape entering cellular pathways if the conjugate complex included an endosome escape mechanism such as inactivated replication-incompetent adenovirus or endosome-disruptive protein [8, 9]. The escape from the cell vesicle system depends on viral capsid proteins. The penton base and/or peripentonal capsid components appear to be crucial capsid proteins involved in endosome disruption [5]. The N-terminal of the influenza virus hemagglutinin subunit HA-2 contains a membrane-active peptide sequence that, at neutral pH, is prevented from adopting an α-helical conformation. Upon lowering the pH to 5-6 (i.e. endosomal pH) the charges are neutralized by protonation, allowing a transition to an α-helical amphipathic structure, which is able to interact with and destabilize lipid membranes [9].

The active transport of molecular conjugate vectors to the nucleus is achieved by the presence of nuclear localization signals (NLS) [10]. The vector capitalizes on the active transport of nuclear proteins through the nuclear pore.

For the nuclear transport to occur several cytosolic factors are required (see also Fig. 1) [11]. The specific receptor (importin) recognizes NLS-bearing proteins and directs them to the binding site at the pore. The activity of the receptor is stimulated by its interaction with another protein (p97). Once the receptor-NLS-bearing protein complex is bound at the pore, a complex of other proteins (TC4 and B-2) stimulates translocation. After translocation to the nucleus the complex is dissociated and released DNA is transcribed by the transcription machinery.

In fact, the synthetic multifunctional vector utilizes two distinct basic mechanisms of transporting macromolecules into and within the cell: the receptor-mediated endocytosis and active transport to the nucleus. A multifunctional molecular conjugate is employed to bind DNA and transport it via a macromolecular transport mechanism. A vector consists of a DNA-binding domain (poly-L-lysine) which is covalently bound to a ligand for its cell surface receptor. All other domains (for disruption of endosomes and for nuclear localization signals, NLS) are linked to other molecules of poly-L-lysine. When the ligand domain is bound to its corresponding cell surface receptor, the conjugate is internalized. The endosome is disrupted by the presence of the domain that comprises fusogenic peptides. The active transport of the conjugate to the nucleus is achieved by binding of the complex to cytosolic receptors that recognize the nuclear localization signals (NLS) included in conjugate vectors.

peptides (fusogenic, NLS) as well as different ligands should produce synthetic vectors with marked plasticity, mimicking natural viral vectors [9, 15]. It is also structurally possible to construct a vector that is, in fact, a fusion protein composed of 3-4 domains [10, 16]. In this case, the cognate domain might be derived from a single-chain monoclonal antibody to a defined cell surface antigen. All other domains may be derived from amino-acid sequences of transcription factors (a domain for DNA binding), exotoxin A from \textit{Pseudomonas} (endosome disrupting domain), sequences from histone H1 or from a large T antigen of SV40 virus for transport to the nucleus (NLS sequences) (see: Table 1).

In such synthetic vectors, the size and shape of
Table 1. Basic domains of virus-like particles

<table>
<thead>
<tr>
<th>Domain</th>
<th>Function</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA binding</td>
<td>DNA condensation</td>
<td>Cationic polymers (e.g. poly-L-lysine, histone H1, lipopolysaccharide, etc.); DNA binding sequence of transcription factors (e.g. yeast GAL4).</td>
</tr>
<tr>
<td>Receptor binding</td>
<td>cell targeting</td>
<td>Ligands: growth factors (e.g. insulin, etc.); transporting protein (e.g. transferrin, etc.); carbohydrate (e.g. galactose, glucose, mannose, mannose-6-phosphate, N-acetylglucosamine, etc.); lectins (e.g. wheat germ agglutinin, peanut agglutinin, concanavalin A, etc.); monoclonal antibodies (e.g. monoclonal against antigen erb-B2, receptor growth factors, etc.).</td>
</tr>
<tr>
<td>Endosomolytic components</td>
<td>cytoplasm entry</td>
<td>Inactivated viruses (e.g. adenovirus, etc.); fusogenic peptides (e.g. peptides from influenza virus, etc.); bacterial toxin (e.g. Pseudomonas exotoxin A, listeriolysin O, etc.).</td>
</tr>
<tr>
<td>Nuclear localization signals (NLS)</td>
<td>nucleus entry</td>
<td>Sequence present in several nuclear polypeptides (e.g. histone H1, SV40 large antigen, etc.).</td>
</tr>
</tbody>
</table>

Condensed molecules of DNA are most important factors related somehow to the efficiency of gene transfer. Perales et al. [17] have clearly shown that the controlled condensation of DNA molecules with, for instance, poly-L-lysine in certain concentration of NaCl, results in complexes of defined size and shape (10-12 nm in diameter). This compact structure of complexes is probably an important factor in many steps of gene transfer in vivo such as DNA stability while in the circulation, receptor-ligand interaction, endocytosis, etc., as well as for long and persistent expression of the transgene (several months) in targeted cells.

Gene targeted delivery via receptor-mediated endocytosis pathways can be effective for transferring suicide genes into cell deposit of primary tumors or to the cells that metastased several different organs. The injectable vector with the tumor specific promoter (transcriptional targeting) can be, in fact, additionally targeted and expressed only in the tumor cells (this twice targetable vector is important to avoid unnecessary killing of normal cells).

The low efficiency of nonviral gene transfer (in the 10-20% range of all tumor cells) as compared to the gene transfer efficiency of natural viral vectors (in the 20-90% range) should be theoretically compensated by 1-10% of the so-called "bystander effect" of suicide genes (1-10% bystander effect means that expression of a suicide gene in 1-10% of tumor cells leads to the death of virtually all bystander cells after treatment with adequate prodrug) [18].

Targeted systems can also be used for in vivo transfer of antisense oligonucleotides as well as DNA fragments up to 48 kb [19, 20].

There are two major limitations of the above system at present: so far its lower efficiency of gene transfer than in other systems (natural viral vectors), and transient expression of the transferred gene. Nevertheless, the system is more targetable and safer than the natural viral vectors.

Finally, one would like to stress that the real progress in tumor gene therapy will depend mainly on the developments in the area of targeted gene delivery (vehicles) rather than on the "DNA-drug" itself.

The new vector design (virus-like vectors) could arise from a novel formulation of existing molecules or be based on a different principle [21, 22]. Nevertheless, different designs should be consistent with the concept of the targetable, injectable gene transfer vector. In other words: the new vector deliverable in vivo by systemic route should be "stealthed" from humoral factors and should be capable of delivering genes efficiently into a cell type of interest.

But, frankly, it would be cautious to remember a famous statement of H. L. Mencken: "To every human problem there is a solution that is simple, neat, and wrong!"
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I. Introduction

Boron compounds have been widely used in medicine for decades [1]. Once in a while in public media there appear the rumours about their harmful side effects. It is difficult to evaluate in the present commercialised world how many of these rumours are based on the acquired additional true knowledge and how many are the results of ruthless competition between pharmaceutical companies.

In this paper we would like to outline the possibility of selective destruction of cancer cells. This possibility involves the boron containing chemical compounds and thermal neutrons. It is called Boron Neutron Capture Therapy (BNCT) and was suggested [2] long before the technical development enabled the first experiments [3]. Nevertheless, technical complexity of the application of this unique method for destroying the malignant cells was responsible for the slow progress in this field. During the last decade we observe the increasing interest in this method thanks to the rapid development of the nuclear engineering. Already several excellent reviews covering the field appeared in the world literature [4-6].

II. Nuclear properties of boron

Boron consists of two nonradioactive isotopes, boron-10 and boron-11 in the ratio 81.6% to 18.5%.

1,2,3 Uniwersytet im. A. Mickiewicza, Wydział Chemii, Zakład Syntezy i Struktury Związków Organicznych, 60-780 Poznań, ul. Grunwaldzka 6, Poland
Boron-10 displays the very useful ability to capture thermal neutrons and to produce a localised nuclear reaction [7] according to the simplified equation:

\[ ^{10}\text{B} + ^{1}\text{n} \rightarrow [^{1}\text{B}] \rightarrow ^{4}\text{He} + ^{7}\text{Li} + \gamma + 2.79 \text{ MeV} \]

The products of this nuclear reaction except the γ-photons are heavy nonradioactive particles and their kinetic energy transfer takes place on a very short path length. The rate of linear energy transfer (LET) of these particles is very high and the immense energy of this reaction is dissipated in a very small volume. In average, the range of the alpha particles released in a tissue is about 10 μm, what is about equal to the diameter of a single cell. Therefore the lethal effect is confined only to 1-2 cells containing boron-10.

III. The requirements for the successful use of BNCT

BNCT can be regarded as a binary system in which each constituent is non lethal to the malignant cell but their combination is lethal. Moreover, the sublethal damage (SLD) and potentially lethal damage (PLD) caused by BNCT are not repairable [8]. It is worthy to note that SLD and PLD caused by gamma photons and X-rays may be repaired [9, 10]. There are three factors which limited the broad application of BNCT in clinical practice:

1. Neutron source.
2. Boron-10 carriers to the tumor site.
3. The precise determination of boron atoms in malignant cells, blood and normal tissues.

ad 1). Currently BNCT is dependent on nuclear reactors as a source of neutrons. The type of neutron beam extracted from the reactor depends on moderators or filters. With no moderators the reactors produce the fast neutron beams with energies greater than 10,000 eV. These neutrons cause the biological damage through ionisation and the results can be compared with cobalt-60 therapy. So, the fast neutrons are useless in BNCT. Thermal neutrons with energies 0.025 eV can be obtained by filtering fast neutrons through scattering media such as heavy or light water or graphite.

The first BNCT experiments with the application of thermal neutrons gave dubious results [5]. W. H. Sweet at Massachusetts General Hospital in Boston in the late 1950s did not observe the enhancement of survival times of his patients with brain tumor after thermal neutrons gave dubious results [5]. W. H. Sweet at Massachusetts General Hospital in Boston in the late 1950s did not observe the enhancement of survival times of his patients with brain tumor after thermal neutrons gave dubious results [5]. W. H. Sweet at Massachusetts General Hospital in Boston in the late 1950s did not observe the enhancement of survival times of his patients with brain tumor after thermal neutrons gave dubious results [5]. W. H. Sweet at Massachusetts General Hospital in Boston in the late 1950s did not observe the enhancement of survival times of his patients with brain tumor after thermal neutrons gave dubious results [5].

The key to the successful development of BNCT was and remains the availability of nontoxic boron target compounds that can selectively accumulate in tumor cells. The discouraging effects obtained by Farr and Sweet [3] in their pioneer experiments with sodium borate, resulted in part probably from the fact that although the concentration of boron in tumor was three times that found in normal brain, the concentration in blood was even higher. Systematic studies for tumor-selective boron compounds were started by A. H. Soloway and his group in early 1960s [17]. Of the first importance was finding the reliable method which would allow the selection of the investigated compounds. It was achieved by using mice bearing a subcutaneously transplanted ependymoblastoma [18]. As the result of these studies sodium borocaptate Na2B12H11SH known as BSH appeared the most promising. It has been used since 1968 by H. Hatanaka in Japan as a boron carrier for BNCT.

ad 2). The key to the successful development of BNCT is their low energy and rapid attenuation in tissues. In the result they do not penetrate the depth required for BNCT without severe irradiation of surface tissues [11]. The epithermal neutron beams with energy range 1-10,000 eV provide better penetration of the tissues than thermal neutrons and produce thermal neutrons at the desired depth in tissue due to moderating effects of the tissue itself. Such neutrons are relatively non destructive, seldom being captured by H or N atoms. They can be produced by using moderators to slow down fast neutrons [12]. The epithermal neutron beams are now undergoing careful and broad investigations on their radiobiological effects [13].

The greatest limitation to the vast use of BNCT is the dependence on nuclear reactors as a source of neutrons. In recent years several different means of generating neutrons were considered including californium-252 [14], spallation sources [15], and low-energy accelerators [16]. At present it seems technically feasible to obtain epithermal neutron beams suitable for BNCT from other sources than nuclear reactors. It certainly broaden the application of BNCT to clinical practice.
for BNCT show the complexity of the problem connected with the delivery of a proper amount of boron-10 to the tumor site. The search for 10B rich compounds is rapidly expanding over the vast areas of inorganic and organic chemistry. In this article only few examples will be presented for the obvious reasons.

The first amino acid-boron analogues were borobetaine™, Me3NBH₂COOH, and boroglycine™, H₃NBH₂COOH, prepared by Spielvogel [24, 25]. Spielvogel obtained a large number of boron containing amino acids, peptides, boron analogues of phosphonates, heterocyclic amine derivatives, nucleosides, and borono phosphate oligonucleotides [26]. Many of these compounds exhibited valuable biological properties. Boron analogues of amino acids and peptides are soluble in water as well as in most organic solvents. This amphiphilic character may be useful for the transport of these compounds across cell membranes. Moreover, they can cross cell membranes without a hydrolysis of the amide bond. The profound effect of the replacement of carbon by boron atom is on the pKₐ value of the free amino acids. Boron analogue of glycine has a carboxyl group pKₐ even 8.3, compared to 2.4 for glycine. It certainly has the effect on the hydrogen bonding properties. These properties may be responsible for the fact that borobetaine and boroglycine did not appear to localize in the Harding-Passey melanoma [27,28]. Although they cross blood-brain-barrier (BBB) there is evident their rapid tumor excretion. The thorough toxicological studies of these type boron analogues have shown no or very little toxicity. Some of them were also screened for use in BNCT with very promising results. B-10 enriched p-boronophenylalanine (BPA) is just entering intensive clinical trials in the USA. Simultaneously the extensive studies have been performed to synthesize other amino acids containing multiple boron atoms. The interest was focused on so called carborane-containing amino acids. Carborane cage consisting of 10 boron atoms is only slightly larger than the space occupied by a benzene ring and two carbon atoms in the cage participate in delocalized bonding. Taking this into account, carboranylalanine (CBA) appears to be a boron analogue of phenylalanine. Some examples of boron containing amino acids are given in the figure 1. Boronated amino acids or as components of peptides can be considered as potential boron carriers for BNCT. Nevertheless, at the present state of knowledge, for each boron-containing amino acid or peptide, there are required detailed studies to determine their in vivo stability and tumor selectivity.

The chemistry of boron containing nucleic acids precursors began with the synthesis of 5-dihydroxyboryl uracil [29] and 5-dihydroxyboryl-2'-deoxyuridine (DBDU) [30]. Since then several boron derivatives of nucleic acid's bases and nucleosides have been synthesized [31]. A special effort was taken for the synthesis of carborane substituted ribose and base components of nucleosides because each molecule of carborane derivative contains 10 boron atoms. Some characteristic examples of this type of compounds are presented in the figure 2. 2'-O-(1,2-carboran-1-yl-methyl)uridine (CBU-2') [32] and its 3'5' isomers were efficiently taken up by F 98 glioma cells in vitro [33] but the concentration was higher in the cytoplasm than in the cell nucleus. The synthetical achievements of these type of compounds highly exceeded the possibility of their physiological evaluation which is now under way in the leading laboratories throughout the world.

Spielvogel prepared cyanoborane adducts of 2'-deoxynucleosides by an exchange reaction of tri-
phenylphosphine-cyanoborane (Ph₃PBH₂CN) with 3',5'-O-protected nucleosides [34] (Fig. 3).

These borane adducts of 2'-deoxynucleosides triphosphates can be incorporated into DNA during the polymerase chain reaction (PCR) and this may simplify PCR sequencing [35]. These boronated nucleosides are hydrolytically stable and preliminary results show that some of them possess antitumor activity. Yet, it remains to be tested whether they will localise in the neoplasm and will be useful for BNCT.

In 1982 it was found that 2-thiouracil (TU) can be incorporated into tumor in the amount as high as 300 μg per g of tumor. This is equivalent to 26 μg B per g of tumor if only one boron atom was incorporated in each molecule of TU [36]. This finding has stimulated the synthesis of numerous boron derivatives of TU. Some examples are presented in the figure 4.

The propensity of porphyrin and related heterocyclic compounds to localize in the solid tumors has been utilized as the means of delivery of boron to tumor cells. The proper carborane derivatives based on tetraphenylporphyrin (BTPP) [38], hematoporphyrin (VCDP) and (BOPP) [39] were synthesized and investigated as the boron carriers for BNCT. These compounds are presented in figure 5. Above shown compounds were evaluated with a variety of murine tumor models. It appeared that BOPP provided the highest boron uptake by tumor combined with the long retention times. BOPP is localized in glioma at concentrations greater than 20 μg B per g of tumor, while the amount of boron required to achieve tumor necrosis by BNCT is about 2-3 μg B per g of tumor. The boron carriers for BNCT have to pass extremely rigid physiological tests before being accepted for clinical investigations. It is the reason that from the numerous already synthesized boron compounds only few are now being tested clinically as the boron agents for BNCT. They are shown in the figure 6.

The evaluation of the selective uptake of this type of compounds by murine melanoma models showed that 5-borohydroxy TU was the most effective species giving boron concentration 30 μg B per g of tumor with tumor-to-blood boron concentration ratios 4:1 to 7:1 [37]. The carborane derivatives of TU appeared to be too hydrophobic and were too slowly taken up by a tumor. In general the efficacy of boron containing derivatives of 2-thiouracil still remains to be proved but already obtained results are very promising.
and the concentration of $^{10}$B in tumor, blood and normal tissue. Of the first importance it is not only to know the actual concentration of $^{10}$B in tumor but also a rate of its excretion. Since the first experiments run by Soloway et al. [18] the enormous progress has been attained in this field. Below, the main directions of the research are exemplified.

The weighed samples taken at a biopsy are dissolved in nitric acid and the concentration of $^{10}$B in tumor, blood and normal tissue is determined by inductive coupled plasma atomic emission spectroscopy (ICP-AES) [40] and (DCP-AES) [41]. These methods can be extended to microscopic tissue samples of 1 mg obtained by needle biopsy. Recently, as a noninvasive estimation of $^{10}$B concentrations in tumor $^{10}$B magnetic resonance imaging (MRI) has been employed. This method already has proved to be very promising [42] and opening the possibility for rapid analysis involving $^{10}$B carrier as the signal generating species. Another noninvasive method involves radiolabelling of $^{10}$B compound coupled with single photon emission computer tomography (SPECT) to visualize the compound in tumor [43].

IV. Conclusions

It is a dream of all oncologists to destroy malignant cells one by one without doing any harm to the surrounding normal tissues. Potentially BNCT offers the means to make this dream real. For about 40 years this method has had its ups and downs but the steady hard earned progress has been observed. The final goal is worthy to combine the mutual efforts of oncologists, chemists, biologists, physicists and many scientists of different but connected specialities to eliminate danger of death by specific kind of tumor, up to now incurable.
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I. Introduction

DNA synthesis is the most important process during the cell cycle. It takes place not only during the replication of genomic and organelle DNAs but also is important for maintenance of genome integrity during DNA repair and recombination. All these processes are catalyzed by multiprotein complexes. Some of the proteins participating in DNA replication and repair complexes are known, their detail function remains, however, uncertain. The key part of these complexes falls to DNA polymerases.

Five species of DNA polymerases termed α, β, γ, δ and ε have been purified from mammalian cells. Background information on these enzymes has been thoroughly reviewed [1-7]. In this article we would like to summarize the current status of the mammalian DNA polymerases.

II. Subunit composition

The subunits' composition of mammalian DNA-dependent DNA polymerases is presented in table 1. Except of DNA polymerase β, all remaining DNA polymerases are high molecular mass enzymes.

DNA polymerase α was the first isolated mammalian DNA polymerase [8]. So far the enzyme was isolated from a wide range of sources (see review [1, 2, 5, 6]). It is composed of a core catalytic subunit of approximately 160-185 kDa, primase subunit containing two polypeptides (60 kDa and 50 kDa), and of 70-kDa polypeptide, which function is to couple the DNA polymerase α/primase complex to the cellular initiation/elongation machinery [9].

DNA polymerase β is the smallest DNA polymerase (see review [1, 2, 4]). The enzyme is a single polypeptide with 335 residues of molecular mass 39 kDa with no associated exonuclease or proofreading activity. The
### Table 1.
Mammalian DNA polymerases

<table>
<thead>
<tr>
<th>DNA polymerase</th>
<th>α</th>
<th>δ, δ, δI</th>
<th>δ, δ, δIII, δ*</th>
<th>β</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous names</td>
<td>α</td>
<td>δ, δ, δI</td>
<td>δ, δ, δIII, δ*</td>
<td>β</td>
<td>γ</td>
</tr>
<tr>
<td>Protein structure</td>
<td>native form</td>
<td>&gt;250</td>
<td>170</td>
<td>256</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>catalytic core</td>
<td>165</td>
<td>125</td>
<td>215</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>other subunits</td>
<td>70, 60, 50</td>
<td>48</td>
<td>55</td>
<td>lack</td>
</tr>
<tr>
<td>Organelles localization</td>
<td>nucleus</td>
<td>nucleus</td>
<td>nucleus</td>
<td>nucleus</td>
<td>mitochondrium</td>
</tr>
<tr>
<td>Associated activities</td>
<td>3’→5’ exonuclease</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>primase</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Properties</td>
<td>processivity</td>
<td>+ +</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>processivity with PCNA</td>
<td>NE</td>
<td>+ + +</td>
<td>NE</td>
<td>NE</td>
</tr>
<tr>
<td></td>
<td>fidelity</td>
<td>+ + +</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Inhibitors</td>
<td>aphidicolin</td>
<td>strong</td>
<td>strong</td>
<td>strong</td>
<td>lack</td>
</tr>
<tr>
<td></td>
<td>N-ethylmaleim</td>
<td>strong</td>
<td>strong</td>
<td>strong</td>
<td>lack</td>
</tr>
<tr>
<td></td>
<td>Butylphenyl-dGTP</td>
<td>strong</td>
<td>100 x weaker</td>
<td>100 x weaker</td>
<td>lack</td>
</tr>
<tr>
<td></td>
<td>dideoxy NTP</td>
<td>lack</td>
<td>lack</td>
<td>lack</td>
<td>strong</td>
</tr>
<tr>
<td>Suggested biological role</td>
<td>genomic DNA replication</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>organelles DNA replication</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>repair</td>
<td>yes</td>
<td>yes/</td>
<td>yes?</td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td>recombination</td>
<td>unknown</td>
<td>unknown</td>
<td>yes?</td>
<td>yes</td>
</tr>
</tbody>
</table>

NE — no effect

The protein is composed of two distinctive domains of 8-kDa N-terminal and 31-kDa C-terminal, which are connected by a protease hypersensitive region [10, 11]. The 8-kDa fragment has template-binding activity and the 31-kDa fragment contributes nucleotidyl transfer activity [11]. The hydrodynamic properties show that the two domains appear folded onto each other and this folding may be a prerequisite to create enzyme-substrate complex [12]. Crystal structure reveals that 31-kDa-domain has three subdomains (fingers, palm and thumb) arranged in U shape reminiscent of other polymerase structures [13, 14]. Structural and mutagenesis studies of DNA polymerase β, Klenow fragment of *E. coli* polymerase I, HIV-1 reverse transcriptase and bacteriophage T7 RNA polymerase shown a common nucleotidyl transfer mechanism [15].

DNA polymerase δ was discovered in 1976 as a unique DNA polymerase containing 3’→5’ proofreading exonuclease activity. The enzyme was first isolated from erythroid hyperplastic bone marrow of rabbit [16]. Since then it has been purified from a variety of sources (see review [1, 2, 5, 6]). The enzyme contains two subunits, a 125-kDa catalytic polypeptide and an associated 48-kDa polypeptide of unknown function.

The biggest DNA polymerase, first discovered as so-called PCNA-independent DNA polymerase δ is now called DNA polymerase ε (see review [1, 6, 7]). The data strongly suggest that the DNA polymerase ε is a single 258-kDa polypeptide. This polypeptide contains a protease-sensitive region that makes it cleavable into two parts, one of which is catalytically active [17-19]. This shorter form of DNA polymerase ε, named DNA polymerase ε*, is able to replicate a primed M13 DNA efficiently. Moreover, there are suggestions that this proteolysis might not be merely an artefact of isolation and both forms of DNA polymerase ε could have some different biological functions [7].

DNA polymerase γ was first called mitochondrial DNA polymerase. The enzyme was isolated from several eukaryotic organisms (see review [1, 2]). There are substantial differences in the subunits’ composition of the enzyme from different organisms. In a chick embryo the enzyme is a tetramer of identical subunits about 47 kDa each. DNA polymerase γ isolated from *Drosophila melanogaster* has two subunits. A core enzyme with the polymerase activity of about 125 kDa, and polypeptide 35 kDa of unknown function. The enzymes isolated from other sources have also the core subunits over 105 kDa. It is not clear, however, if the core subunits are always homotetramers of a smaller polypeptide. Most of the enzyme preparations are associated with proofreading exonucleolytic activity.
which resides in a separate polypeptide. So far it was not established if the proofreading activity is derived from a separate gene product or from proteolysis of a single gene product [20].

III. Gene structure and gene expression

Except mitochondrial DNA polymerase \( \gamma \), the cDNA encoding DNA polymerases have now been cloned directly or by PCR amplification techniques. The cDNA for core DNA polymerase \( \alpha \) was cloned for human KB cells [21], HeLa cells [22] and for mouse FM3A cells [23]. The 5433-nucleotides long cDNA of KB cells DNA polymerase \( \alpha \) contains a single open reading frame coding for protein with 1462 amino acids with calculated molecular mass 165 kDa. The promoter of this gene is highly GC rich, and does not contain the TATA box, but has CCAAT sequences on the opposite strand. The further promoter analysis reveals the 248 bp sequence, which is necessary for serum inducible expression. Within this promoter region there are consensus sequences similar to SP1-, AP1-, AP2- and E2F-binding sites [24]. The catalytic polypeptide of human polymerase \( \alpha \) has been mapped to the short arm of the chromosome \( X \) at \( Xp21.3 \) to \( Xp22.1 \) [21]. The primase subunits were localized only for mouse. The genes coding for both primase polypeptides, p49 and p58, were localized to the mouse chromosome 1 and 10, respectively [25].

Northern hybridization studies for the human DNA polymerase \( \alpha \) reveal a single 5.8-kb transcript, which is sufficient to encode a protein of 165-180 kDa [21, 22]. Studies of the human DNA polymerase \( \alpha \) steady-state in quiescent cells stimulated to proliferation demonstrate over 20-fold increase of the level of this message. The level of \( \alpha \)-pol mRNA is also higher in transformed cells than in normal ones. These data strongly suggest that the \( \alpha \) polymerase mRNA level, like its enzymatic activity, positively correlates with cell proliferation and transformation. This also means that the DNA polymerase \( \alpha \) gene expression is mainly regulated on transcriptional level [21, 26]. However, there are data showing that the enzymatic activity is also regulated on post-transcriptional level by the cell cycle correlated phosphorylation [27]. From the above one can conclude that p34 kinase, the key mitotic regulatory kinase, phosphorylates the catalytic polypeptide. The cell cycle dependent phosphorylation was observed for the 70-kDa subunit of DNA polymerase \( \alpha \) [24, 27].

The human DNA polymerase \( \delta \) gene is localized on chromosome 19. The cDNA of this polymerase has length of 3.5 kb, and encodes a protein of 1107 amino acids with calculated molecular mass of 124 kDa [28, 29]. The mouse enzyme cDNA encodes for 1105 amino acids. Their amino-acids sequence homology is 92% [30]. Northern blot analysis shows the presence of a single 3.4 kb transcript in both mouse and human [28-30]. In the cells stimulated to proliferation this transcript is induced with a time-course similar to the induction of DNA polymerase \( \delta \) activity. The expression pattern of \( \delta \)-pol mRNA throughout the cell cycle in proliferating cells and during the stimulation of quiescent cells is quite similar to that reported for DNA polymerase \( \alpha \) and is consistent with the involvement of this enzyme in DNA replication [28].

The cDNA of the catalytic polypeptide of HeLa DNA polymerase \( \varepsilon \) encodes for a protein of 2257 amino-acids residues with a calculated molecular mass of 258 kDa [31]. The trypsin cleavage creates N-terminal catalytic polypeptide of 122 kDa of DNA polymerase \( \varepsilon \) (amino acids from 1 to 1138) [31, 32]. A 136-kDa non-catalytic C-terminal domain of the enzyme (amino acids from 1139-2257) has a conserved cysteine cluster known as the zinc finger motif (amino acids from 2125 to 2220) and a highly acidic region (residues 1918-1948) [31-33]. The non-catalytic part of the human DNA polymerase \( \varepsilon \) is similar to the 30-34-kDa subunit of the yeast DNA polymerase \( \varepsilon \) what suggests that this acidic region is necessary for activation of transcription, very likely through interaction with other proteins [31, 33, 34].

Northern analysis reveals a single mRNA of 7.5 kb [31]. This mRNA is constitutively expressed throughout the cell cycle in proliferating cells. In quiescent cells the level of this transcript is very low but increases dramatically upon the stimulation [31, 33]. This expression pattern of DNA polymerase \( \varepsilon \) similar to DNA polymerase \( \alpha \) and \( \delta \) strongly suggests that this enzyme may be a part of DNA replication machinery [33, 34].

DNA polymerase \( \beta \) is a much simpler protein than other eukaryotic cellular DNA polymerases. At the moment, it is much more known about its primary structure, gene structure and control of its expression than about the other DNA polymerases. The genes for human and mouse DNA polymerase \( \beta \) were mapped for both organisms to chromosome 8 (for human to 8p12). The sequence comparison of DNA polymerase \( \beta \) from both sources indicates that the enzyme has been highly conserved (90% homology of cDNA) [35]. There is also significant similarity between amino-acid sequences of DNA polymerase \( \beta \) and terminal deoxynucleotidyltransferase [36]. Organization of the entire human DNA polymerase \( \beta \) gene has been reported [37]. The gene spans 33 kb and contains 14 exons that range from 50 to 233 bp. The sequence analysis of the PCR product of \( \beta \)-pol mRNA from human cell lines indicates that there is an alternative splicing of the exon II during processing of the precursor RNA. Northern hybridization studies reveal that in human cells there is only one mRNA specie of 1.4 kb (deletion of 58 b of exon II cannot be seen during the regular Northern analysis). Similar studies in rat cells reveal four mRNA species of 1.4, 2.2, 2.5 and 4.0 kb. As we have shown [38] these high molecular mass transcripts arise from an alternative polyadenylation mechanism.
The β-pol gene expression is mainly regulated on transcriptional level, although, the inactivation of DNA polymerase β by in vitro phosphorylation with PKC has also been shown [39]. During the cell cycle the expression of β-pol gene is considered as a constitutive [40], but a small increase of the level of mRNA (about twice) during rat liver regeneration has been observed [41]. Similarly, the induction of this gene expression was found during tissues proliferation [41] as well as in mitogen-stimulated human lymphocytes [42]. Transcriptional activation of the β-pol gene by DNA-damaging agents is also observed in the cells after the exposure to MNNG [43] and in cells resistant to cisplatin [44].

The promoter for the human and mouse DNA polymerase β genes has been also well characterized [43, 45]. The upstream sequences contain no TATA or CCAAT elements but do contain so-called GC boxes known as the transcription factor Spl-binding consensus sequences. This promoter also consists of palindromic sequence identical to the binding site for activating transcription factor ATF/CREB. Many results indicate that the ATF/CREB transcriptional activator is a key regulatory protein for the human and mouse β-pol gene expression. Apart from the above-mentioned mechanism, yet another one exists in rodents. It was shown for rat and mouse that the DNA polymerase β gene is expressed in a tissue-specific manner [46, 47]. It is highly expressed in testis and in young brain, but in other adult organs the level of β-pol mRNA is low. This cell type-specific expression is regulated by two silencer elements, which have been found in the upstream sequence of the β polymerase gene of mouse [48].

IV. Physiological roles

Despite a long time of research the biological functions of DNA polymerases still remain uncertain. The model systems for mammalian DNA replication, especially for SV40 DNA replication, suggested that DNA polymerases α and δ are the sole polymerases required for DNA replication [49, 50]. The newest data suggest also involvement of DNA polymerase ε in this process [51, 52]. Apart from DNA polymerases, at least two multiprotein complexes named replication factor A (RF-A) and replication factor C (RF-C), and at least one additional auxiliary protein called proliferating cell nuclear antigen (PCNA) are involved in the replication process.

The replication factor A is a multisubunits single-stranded DNA binding activity. It contains three polypeptides of 70, 34 and 11 kDa. The 70-kDa protein is probably involved in DNA unwinding. The 34-kDa polypeptide is a phosphoprotein, which is highly phosphorylated in the late G1 and early S phase of the cell cycle. This protein stimulates of DNA synthesizing activity of DNA polymerase α. RF-A is required for initiation and elongation steps.

The replication factor C is also multisubunits complex with primer/template-binding activity. It also contains DNA-dependent ATPase activity. RF-C has three subunits: 140, 41 and 37 kDa. The 140-kDa protein contains a template/primer-binding activity. The ATP-binding activity is carried by the 41-kDa protein.

PCNA is a 36-kDa protein that enhances processivity of DNA polymerase δ.

Figure 1 presents a proposed model of events during DNA replication. The starting sequences (ori in SV40 model system) have to be unwound by combined action of topoisomerase and helicase (H on Fig. 1). Created single stranded DNA of the leading and lagging strand is covered by RF-A (see above). The primase activity of DNA polymerase α/primase complex synthesizes a short primer on the lagging strands. Next, polymerase α uses this primer to synthesize the nascent DNA fragment. During the synthesis of the short fragment of DNA, the RF-C and PCNA interact with the lagging strand. This binding prevents poly-
merase α from further DNA synthesis. The 3' end of nascent DNA is now recognized by DNA polymerase δ or ε, which takes over the DNA synthesis on the lagging strand. In that moment DNA polymerase α/primase dissociates from that complex and moves to the next priming site on the lagging strand. The synthesis cycle starts again. Simultaneously, DNA synthesis starts on the leading strand. The lagging strand creates a loop and the further DNA synthesis on both strands can go just like in the same direction. The synthesis on the leading strand is also initiated by DNA polymerase α/primase complex and, after forming RF-C and PCNA proteins complex, the synthesis is continued by DNA polymerase δ or ε [7, 53-55]. In this model the DNA polymerase α/primase role is limited only to the synthesis of primer DNA. The synthesis on both strands, the lagging and leading, is carried out by DNA polymerase δ or ε. So far it is not established if DNA polymerase δ or ε is responsible for DNA synthesis on the lagging or leading strand. However, the involvement of DNA polymerase δ in the replication of the leading strand is preferred [7, 54, 55]. On the other hand, in SV40 model both strands are synthesized by DNA polymerase δ [51], so it cannot be excluded that both strands are replicated solely by DNA polymerase δ. The role of DNA polymerase ε in replication is now the topic of research in many laboratories. The link of DNA polymerase ε to the replication machinery in the S phase checkpoint was confirmed [33].

In spite of the insufficient knowledge about the structure of DNA polymerase γ its biological function is well documented. This enzyme is required for the replication of mitochondrial and chloroplast DNA. Probably this is the only DNA polymerase involved in the replication of circular DNA in organelles. It is also plausible that DNA polymerase γ is able to replicate each circular extrachromosomal DNA in the cell.

DNA polymerase β is a highly conserved enzyme in vertebrates. The β-pol gene is expressed in all cells, therefore, is seen as a "housekeeping" gene. Deletion of the promoter and the first exon of the DNA polymerase β gene in the mouse germ line results in a lethal phenotype [56]. Based on the enzymatic studies with differential inhibitors and on the ability of this enzyme to fill small gaps [57-60] and nicks (R. Nowak, unpublished results), the involvement of DNA polymerase β in the DNA repair was suggested. It was also shown that DNA polymerase β can substitute for *E. coli* DNA polymerase I during DNA repair synthesis [61] and DNA replication as well [62]. The induction of the expression of DNA polymerase β during the rat liver regeneration and in stimulated human lymphocytes suggests that the enzyme is also associated with DNA replication, either by screening the DNA template just before replication or by increased repair of the newly synthesized DNA strand [41, 42, 63]. The induction of the β-pol gene expression after treatment of the cells with DNA-damaging agents such as MNNG was also observed [43]. The resistance to cisplatin during the chemotherapy is connected with an increase of DNA repair and the induction of DNA polymerase β steady-state transcript [44]. All these facts strongly suggest the essential role of DNA polymerase β in DNA repair synthesis. On the other hand, it was revealed that for example in UV-induced repair synthesis the other polymerases also participate [1, 7, 64].

Apart from DNA polymerase β, α/δ or e in human at least twelve gene products are required for nucleotide excision repair. These are: (a) XPA and XPE, the presumed function of them is photoproduc binding; (b) XPD, XPB, CSA and CSB, which have helicase activity and/or transcription coupling function (these products are involved in transcription-dependent repair); (c) XPC, perhaps ATPase involved in transcription-independent repair; (d) ERCC1, ERCC4, ERCC11, XPF and XPG with the presumed function of nuclease activity [65-69].

Specially interesting are the studies that imply the involvement of DNA polymerase β in post-recombinational DNA synthesis. It is known that the meiotic DNA synthesis is registered only in pachytene spermatocytes where the recombination events during the meiosis takes place. Two different laboratories have shown an extremely high level of β-pol mRNA in pachytene spermatocytes [46, 47, 70].

V. Conclusions

As one can see our understanding of mammalian DNA polymerase, DNA replication and DNA repair is greatly advanced. However, our knowledge about DNA metabolism processes is still far of complete. It is necessary to elucidate the interaction between all replicative and repair proteins at the molecular level. This will lead us to the understanding how the eukaryotic cell proliferation is controlled and how the maintenance of the genome integrity is achieved.

*Note added in proofs. In recently published studies (Sobol M. et al. (1996) *Nature* 379: 183-186) it was shown that β-polymerase functions in vivo specifically in base-excision repair (BER), and cannot be substituted by any other DNA polymerase. This enzyme is a rate-limiting factor in the BER pathway in vivo.*
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I. Introduction

I-1. DNA-dependent DNA polymerases

DNA-dependent DNA polymerases are complex enzymes which bind multiple substrates and many possess multiple catalytic functions. The most extensively studied enzyme, *E. coli* DNA polymerase I (pol I), binds sequentially to partially double-stranded oligodeoxyribonucleotide primer-template and 2'-deoxyribonucleoside 5'-triphosphates (dNTP's) in a polymerization (pol) complex resulting in incorporation of the nucleoside 5'-monophosphate to the primer with release of pyrophosphate (PPi). Pol I also possesses a 3' to 5' exonuclease (exo) activity that cleaves nucleoside 5'-monophosphates from double- or single-stranded DNA, and a 5' to 3' exonuclease activity.

I-2. Structure of DNA-dependent DNA polymerases

The X-ray crystal structure of a partially proteolyzed fragment (Klenow fragment) of pol I, retaining pol and 3' to 5' exo functions [1], revealed a tertiary structure resembling an open, curled right hand that can accommodate double-stranded DNA (Fig. 1A). Genetic and chemical methods have suggested that amino-acid residues in the "palm" and "fingers" are involved in catalysis, while residues in the thumb are possibly involved in DNA synthetic processivity (the ratio $k_{cat}/k_{off}$ of a polymerase for primer-template). The 3' to 5' exo site, located ca. 20 Å from the pol active site, was identified by its binding to dTMP. Attempts to co-crystallize the Klenow fragment with its substrates have yielded structures in which primer-template was bound in an unusual conformation [2], and in which a dNTP molecule was bound in a complex that was unlikely to be catalytically relevant [3].

Recently, the X-ray structure of crystals of eukaryotic DNA polymerase β (pol β) in a complex with primer-template and a substrate analog has been reported [4]. This structure represents the most catalytically relevant picture to date of a DNA-dependent DNA polymerase and shows that acidic residues in the palm domain are critical for divalent cation binding, ensuring the correct positioning of the incoming nucleoside triphosphate (Tab. 1). Pol β, possessing only pol activity and little primary sequence homology to other DNA polymerases, has nonetheless suggested a common catalytic mechanism of dNTP incorporation from comparison of structural motifs of pol β with those of pol I, HIV reverse transcriptase and T7 RNA polymerase [5-7].
Fig. 1. A. Representation of part of the pol site of E. coli DNA polymerase I. Coordinates and secondary structure nomenclature were derived from [1]. B. Hypothetical representation of the pol site of B family DNA polymerases. The model is based on homologies with the corresponding sequences of E. coli pol I. Figures were obtained using Biosym molecular modelling software (Biosym) displayed on an Iris Indigo computer.

Table 1. Conservation of acidic amino-acid residues critical for DNA polymerase function

<table>
<thead>
<tr>
<th>Family</th>
<th>Enzyme</th>
<th>Residues</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>pol I</td>
<td>D705</td>
</tr>
<tr>
<td>B</td>
<td>HSV1 pol</td>
<td>D717</td>
</tr>
<tr>
<td></td>
<td>φ29 pol</td>
<td>D249</td>
</tr>
<tr>
<td>T4 pol</td>
<td>D408</td>
<td></td>
</tr>
<tr>
<td></td>
<td>pol ε</td>
<td>D860</td>
</tr>
<tr>
<td>D</td>
<td>pol β</td>
<td>D256</td>
</tr>
</tbody>
</table>

II. B family DNA polymerases

II-1. Sequence similarity

Pol I and pol β represent two of the four families (A and D, respectively) of DNA polymerases, based upon amino-acid sequence homology [8]. The largest family, the B family, consists of animal cell DNA polymerases α, δ and ε, the corresponding enzymes from yeast, herpesvirus DNA polymerases, T-even bacteriophage DNA polymerases, and other small phage DNA polymerases such as φ29 pol and PRD1 pol. Three regions of homology in the N-terminal half of B family enzymes have been implicated in exo activity [9]. In addition, B family polymerases contain up to seven regions of significant sequence homology in the C-terminal region suggested to be in the pol domain based, in part, on effects of amino-acid mutations in these regions derived from drug resistant organisms or by site-directed mutagenesis. In particular, conserved regions I, II and III (Tab. 3-5) contain residues important for primer:template binding and dNTP catalysis.

A hypothetical model of the pol site of the B family enzymes is shown in figure 1B. This model is based on one derived from attempts to fit secondary structure elements and mutation data of HSV1 pol to the structure of E. coli pol I [10]. Although primary sequences of pol I and B family polymerases are generally unrelated, the secondary structure of the active sites may be similar, as emphasized in the comparison of figures 1A and 1B. In particular, the triad of acidic residues (Tab. 1) spanning regions I and II of the B family and ε helices 9, 12 and 13 of pol I have their counterparts in the structure of the pol β complex [4].

II-2. Inhibitors

Elucidation of some structural features of pol active sites has been accomplished by using specific inhibitors that have unique action against B family polymerases. These inhibitors include dNTP derivatives that have been modified in the base, such as $N^2$-(p-n-butylphenyl)-2'-deoxyguanosine 5'-triphosphate (BuPdGTP) and E-5-(2-bromovinyl)-2'-deoxyuridine (BvD), or in the sugar, such as arabinonucleoside 5'-triphosphates (araNTPs), 2',3'-dideoxynucleoside 5'-triphosphates (ddNTPs), and acyclonucleotides such as acyclic triphosphate. dNTP analogs functioning as inhibitors/substrates of DNA polymerases are reviewed in reference [11]. Pyrophosphate analogs such as phosphonofomorate (PFA) [12] and dNTP mimics such as aphidicolin [11] also display selective inhibition of B family polymerases.
Table 2.
Inhibitory characteristics of BuPdGTP on B family polymerases

<table>
<thead>
<tr>
<th>Enzyme</th>
<th>BuPdGTP (Kₘ, µM)</th>
<th>Is it a substrate?</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>pol α</td>
<td>0.001-0.005</td>
<td>no</td>
<td>[13-15]</td>
</tr>
<tr>
<td>T4 pol</td>
<td>0.82</td>
<td>yes</td>
<td>[17]</td>
</tr>
<tr>
<td>φ29 pol</td>
<td>20</td>
<td>yes</td>
<td>[16]</td>
</tr>
<tr>
<td>HSV1 pol</td>
<td>52</td>
<td>yes</td>
<td>[a]</td>
</tr>
</tbody>
</table>

a, Knopf CH, personal communication.

Of particular interest are the varied responses of B family polymerases to BuPdGTP (Tab. 2). BuPdGTP was initially synthesized as a potent and selective inhibitor of pol α [13, 14]. Because BuPdGTP has been found to display a wide range of potencies and multiple inhibition mechanisms on B family polymerases, careful analysis of the effects of mutations in conserved regions of B family polymerases is yielding insight into several levels of inhibitor:enzyme interactions.

III. Butylphenyl-dGTP: its role in study of B family DNA polymerases

III-1. Mechanism of action

BuPdGTP was found to inhibit DNA synthesis by pol α competitively with dGTP and with Kₘ = 1 nM [14]. Subsequent analysis of the mechanism of inhibition revealed that BuPdGTP action on pol α does not involve polymerization of the dNMP moiety (Tab. 2). A synthetic primer:template designed to incorporate dGTP as the next required nucleotide did not show primer extension in the presence of 50 µM BuPdGTP and pol α when analyzed by polyacrylamide gel electrophoresis (PAGE) [15].

BuPdGTP inhibits the pol activity of φ29 pol and HSV1 pol with much lower potencies (i.e. competitive Kₛ = 20 and 52 µM, respectively) [16] and (Knopf CH, personal communication). T4 pol is intermediate in sensitivity to BuPdGTP, with a competitive Kₛ of 0.82 µM [17]. All three enzymes, however, incorporate BuPdGTP when dGTP is the next required nucleotide specified by the template [15, 16] and (Knopf CH, personal communication). This finding is curious, considering the probable similarity in active site structure between these and α polymerases. Incorporation of BuPdGTP by T4 pol, a process that has been studied in detail [17], leads to a modified primer:template that has higher affinity to the enzyme than the parent inhibitor. Indeed, a synthetic 3'-BuPdG-primer:template was a potent inhibitor of T4 pol [17].

Systematic mutational analyses of conserved regions in B family polymerases have revealed much information about the function and possible secondary structure of amino-acid residues that comprise the pol active site. Effects of mutations on dNTP and primer:template binding, dNTP incorporation/mis-insertion rates and inhibitor sensitivity, particularly to BuPdGTP, aphidicolin, and pyrophosphate analogs, have been determined, and some of the results are summarized here.

III-2. Region I

Region I (YGDTDS; Tab. 3) contains two of the three conserved acidic residues, separated by an invariant threonine, proposed to be necessary for DNA catalysis. The “di-acidic” motif can be found in all DNA polymerase families [8]; similar motifs (YMDD, YGDD and YVDD) are found in viral reverse transcriptases and RNA-directed RNA polymerases [18]. Mutational studies in Region I of numerous B family polymerases have determined that this region is involved in substrate recognition and catalysis, specifically acting as a magnesium binding domain. None of the characterized drug resistant HSV1 mutants mapped to the pol gene have involved mutations in Region I [19, 20]. However, site-directed HSV1 virus mutations, e.g. G885R, D886N, T887K, and D888A, yielded enzymes with negligible pol activity [19]. A separate study found that the alteration G885A eliminated pol function, while F891C and F891Y mutant viruses were PAA and acyclovir resistant, but aphidicolin hypersensitive.

Table 3.
Region I of B family polymerases: phenotypes of site-directed and drug resistant mutants

<table>
<thead>
<tr>
<th>consensus:</th>
<th>X</th>
<th>Y</th>
<th>G</th>
<th>D</th>
<th>T</th>
<th>D</th>
<th>S</th>
<th>S</th>
<th>X</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>pol α (999):</td>
<td>I</td>
<td>Y</td>
<td>G</td>
<td>D</td>
<td>T</td>
<td>D</td>
<td>S</td>
<td>M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mutants:</td>
<td>F</td>
<td>N</td>
<td>S</td>
<td>N</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BuPdGTP:</td>
<td>r</td>
<td>r</td>
<td>r</td>
<td>?</td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aph:</td>
<td>s</td>
<td>f</td>
<td>r</td>
<td>f</td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>φ29 (453):</td>
<td>I</td>
<td>Y</td>
<td>Ç</td>
<td>D</td>
<td>T</td>
<td>D</td>
<td>S</td>
<td>H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mutants:</td>
<td>F</td>
<td>G</td>
<td>P</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol:</td>
<td></td>
<td></td>
<td></td>
<td>j</td>
<td>i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exo:</td>
<td>wt</td>
<td>wt</td>
<td>wt</td>
<td>wt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV1 (883):</td>
<td>I</td>
<td>Y</td>
<td>G</td>
<td>D</td>
<td>T</td>
<td>D</td>
<td>S</td>
<td>F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mutants:</td>
<td>R</td>
<td>A</td>
<td>N</td>
<td>K</td>
<td>A</td>
<td>C</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol:</td>
<td>i</td>
<td>i</td>
<td>i</td>
<td>i</td>
<td>i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRD1 (425):</td>
<td>L</td>
<td>Y</td>
<td>C</td>
<td>D</td>
<td>T</td>
<td>D</td>
<td>S</td>
<td>I</td>
<td>I</td>
<td></td>
</tr>
<tr>
<td>mutant*:</td>
<td>Y</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol:</td>
<td>i</td>
<td>i</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Legend: Aph, aphidicolin; ACV, acyclovir; PAA, phosphonoacetate. Inhibitors: s, normosensitive; r, resistant; hs, hypersensitive; ?, unknown. Activities: wt, like wild type; —, less than wild type; i, inactive. *: PRD1 pol double mutant (D428Y/S431T).
sitive [20]. A site-directed double mutant in this region in PRD1 pol, D428Y/S431T, also resulted in virus that lost pol activity [21].

In φ29 [22, 23], the Y454F mutant polymerase could initiate protein-primed DNA synthesis as well as the wild type enzyme, but had reduced pol activity. The C455G and D456G mutants had reduced abilities to initiate synthesis from a protein primer and reduced ability to replicate M13 DNA. The T457P mutant had no initiation or pol capabilities, possibly resulting from changes in the secondary structure of the active site. The D458G mutant was also unable to initiate or sustain DNA synthesis. All mutated φ29 pols had wild type exo activity [22, 23].

Mutations in Region I of pol α were shown to cause marked changes in inhibitor sensitivity [24]. The Y1000F and S1005T mutants had reduced pol activities, and both enzymes exhibited wild type sensitivity to aphidicolin, but were 30-fold and 3-fold resistant to BuPdGTP, respectively. D1002N and T1003S mutants exhibited barely detectable pol activity and 10-25 fold resistance to both BuPdGTP and aphidicolin. The D1004N mutant had no detectable pol activity.

III-3. Region II

Region II (DxxSLYPSI; Tab. 4) contains the third conserved acidic residue of the catalytic triad important to pol activity. Site-directed mutagenesis of this residue in the PRD1 pol gene produced a phage that had less than 1% of wild type plaque forming ability [21]. Nucleic acid sequencing of drug resistant mutants of HSV1 pol showed that the mutant S724N was resistant to PAA and acyclovir, but hypersensitive to aphidicolin [25].

Several mutants of T4 pol have been studied in detail [26]. The L412M mutant is deficient in pol/exo switching and hypersensitive to PAA. The L417V mutant has enhanced exo activity, but exhibits wild-type sensitivity to aphidicolin. Both L412M and L417V mutants have sensitivities to BuPdGTP comparable to that of wild type T4 pol [27]. The mutants incorporate the inhibitor with similar efficiencies, but are less tightly bound to the 3'-BuPdGMP-modified primer/template than the wild type enzyme [27].

Mutational analyses of φ29 pol showed that certain residues in region II are absolutely critical for synthetic activity and template binding [16, 28]. The Y254F mutant had reduced pol activity on protein-primed DNA and M13 DNA in the presence of Mg2+, but polymerized both types of DNA at wild type levels in the presence of Mg2+. The Y254F mutant was deficient in protein-primed pol initiation due to a reduced affinity for Me2+ dATP, the initiating nucleotide. Also, Y254F pol was 100-fold more sensitive to BuPdGTP than the wild type enzyme.

Among additional mutants of φ29 pol in region II S252G, L253V and P255S mutants retained 60-70% of wild type pol activity and were able to translocate normally [28]. The S252R mutant had no detectable polymerase activity when Mg2+ was used as divalent cation, but recovered 10% activity when Mn2+ was used. The S252G, S252R, and P255S mutants showed reduced ability to bind template; the S252G and P255S mutants were both hypersensitive to PAA.

Side-directed mutants in region II of human pol α have been extensively characterized [29, 30]. The mutations D860A, D860S, D860N, Y865S and Y865F did not significantly affect the enzymes' ability to bind primer/template or their processivity. Mutants D860A, Y865S and Y865F had much higher Kα values for dNTPs, however. The D860S and Y865S mutants were two-fold and ten-fold resistant to aphidicolin, respectively, while the D860A and D860N mutants were ten-fold hypersensitive to aphidicolin. Mutant Y865F exhibited wild type sensitivity to aphidicolin. The mutants D860A, D860S and D860N were four-fold to eight-fold resistant to BuPdGTP, while mutants Y865S and Y865F were 200-fold resistant to

### Table 4.

Region II of B family polymerases: phenotypes of site-directed and drug resistant mutants

<table>
<thead>
<tr>
<th>pol α (860):</th>
<th>D</th>
<th>F</th>
<th>N</th>
<th>S</th>
<th>L</th>
<th>Y</th>
<th>P</th>
<th>S</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>mutants: A, S, N</td>
<td>A, T</td>
<td>S, F</td>
<td>A, T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Km(Me2+:dATP):</td>
<td>+, +, +</td>
<td>wt, wt</td>
<td>+, +</td>
<td>wt, wt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Km(p:1):</td>
<td>wt, wt, wt</td>
<td>wt, wt</td>
<td>+, wt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BuPdGTP:</td>
<td>r, r, r</td>
<td>hs, hs</td>
<td>r, wt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aph:</td>
<td>hs, r, r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>φ29 (249):</td>
<td>D</td>
<td>V</td>
<td>N</td>
<td>S</td>
<td>L</td>
<td>Y</td>
<td>P</td>
<td>A</td>
<td>Q</td>
</tr>
<tr>
<td>mutants: G, R</td>
<td>V</td>
<td>F</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol (Mg2+):</td>
<td>—, i</td>
<td>—, —</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol (Mn2+):</td>
<td>—, wt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kα(Me2+:dATP):</td>
<td>—, —</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kα(p:1):</td>
<td>—, hs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BuPdGTP:</td>
<td>hs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAA:</td>
<td>hs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T4 (408):</td>
<td>D</td>
<td>L</td>
<td>T</td>
<td>S</td>
<td>L</td>
<td>Y</td>
<td>P</td>
<td>S</td>
<td>I</td>
</tr>
<tr>
<td>mutants: M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAA:</td>
<td>V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pol/exo switching:</td>
<td>—, —</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BuPdGTP:</td>
<td>wt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p:t binding:</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSV1 (717):</td>
<td>D</td>
<td>F</td>
<td>A</td>
<td>S</td>
<td>L</td>
<td>Y</td>
<td>P</td>
<td>S</td>
<td>I</td>
</tr>
<tr>
<td>mutant: N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAA:</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACV:</td>
<td>r</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aph:</td>
<td>hs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Legend: Aph, aphidicolin; ACV, acyclovir; PAA, phosphonoacetate. Inhibitors: s, normosensitive; r, resistant; hs, hypersensitive. Activities: wt, like wild type; +, greater than wild type; —, less than wild type; i, inactive; p:t, primer:template.
BuPdGTP. These results confirm that Asp-860 (Tab. 1) is important in binding substrates, and suggest that Tyr-865 is also critical for dNTP binding.

Conversely, mutation of Ser-863 and Ser-867 to either Ala or Thr produced enzymes that had wild type levels of $K_m$ for dNTPs, $k_{cat}$, and processivity, although the S867A mutant had a thirty-fold higher $K_m$ for primer:template. Use of DNA footprint experiments with 2',3'-dideoxyNTPs indicated that the 3'-OH of the primer terminus is the structural feature recognized by Ser-867 [30]. This conclusion is based on the observation that the S867A mutant had an increased capacity to extend a mis-paired primer terminus. These results suggested that the OH group of Ser-867 interacts with the primer during DNA synthesis [30].

III-4. Region III

Region III (KLxxNSxYG; Tab. 5) is a site of several drug-resistant mutations in the B family DNA polymerases. The Lys residue in this region is invariant in B family polymerases and is analogous to Lys-758 of Pol I (Fig. 1A) [18,31,32]. In Pol I, Lys-758 appears to be directly involved in dNTP binding and template translocation [31]. Its importance in B family polymerases is suggested by the finding that K340H, K340D and K340E mutants of PRD1 pol had no detectable pol activity, but had wild type exo activity.

<table>
<thead>
<tr>
<th>Table 5.</th>
<th>Region III of B family polymerases: phenotypes of site-directed and drug resistant mutants</th>
</tr>
</thead>
<tbody>
<tr>
<td>consensus:</td>
<td>K L x N S x Y G</td>
</tr>
<tr>
<td>pol α (950):</td>
<td>K L T A N S M Y G</td>
</tr>
<tr>
<td>mutants:</td>
<td>A, R, N</td>
</tr>
<tr>
<td>BuPdGTP:</td>
<td>hs, hs, hs</td>
</tr>
<tr>
<td>PAA:</td>
<td>hs, hs, r</td>
</tr>
<tr>
<td>φ29 (383):</td>
<td>K L M L N S L Y G</td>
</tr>
<tr>
<td>mutants:</td>
<td>S, F</td>
</tr>
<tr>
<td>pol (Mg²⁺):</td>
<td>wt, wt</td>
</tr>
<tr>
<td>pol (Mn²⁺):</td>
<td>hs, hs</td>
</tr>
<tr>
<td>BuPdGTP:</td>
<td></td>
</tr>
<tr>
<td>HSV1 (811):</td>
<td>K V Y C N S V Y G</td>
</tr>
<tr>
<td>mutant:</td>
<td>M</td>
</tr>
<tr>
<td>PAA:</td>
<td>r</td>
</tr>
<tr>
<td>ACV:</td>
<td>r</td>
</tr>
<tr>
<td>Aph:</td>
<td>hs</td>
</tr>
<tr>
<td>Aph:</td>
<td>r</td>
</tr>
<tr>
<td>PRD1 (340):</td>
<td>K L I L N S S Y G</td>
</tr>
<tr>
<td>mutant:</td>
<td>H, D, E</td>
</tr>
<tr>
<td>pol:</td>
<td>i, i, i</td>
</tr>
</tbody>
</table>

Legend: Aph, aphidicolin; ACV, acyclovir; PAA, phosphonoacetate. Inhibitors: s, normosensitive; r, resistant; hs, hypersensitive. Activities: wt, like wild type; +, greater than wild type; −, less than wild type; i, inactive.

In HSV1, sequencing of drug resistant mutants involving region III revealed that the V813M mutant was resistant to araA, PAA and acyclovir, but hypersensitive to BVdU and aphidicolin; while the T821M mutant, in a residue just past region III, was aphidicolin resistant [25]. The HSV1 pol residue Tyr-818, when mutated to Gly, produces mutant viruses that are aphidicolin-resistant in marker rescue experiments [33].

In φ29 pol, mutant Y390F had greatly reduced pol activity, both in protein-primed and primed M13 DNA replication, when Mg²⁺ was used as divalent cation [16]. Use of Mn²⁺ restored pol activity to near wild type levels. Mutant Y390S had slightly reduced protein-primed and M13 DNA replicative activity, which was restored to wild type levels when Mn²⁺ was used. Both the Y390S and Y390F mutants were hypersensitive to BuPdGTP. These results suggest that Tyr-390 is critical for template-dependent dNTP binding [16].

IV. Hypothetical structure of B family DNA polymerases

Information obtained from mutational changes in conserved regions of B family polymerases can be used to predict a model for the overall structure of the pol.
interacts with the pol site to produce such varied mechanistic responses within the highly conserved B family polymerases has led to a model of the pol site, which is detailed for pol α in figure 2. This model is based upon the backbone secondary structure of pol I and on predicted amino-acid identities with pol I and pol β [1, 4-7]. The three aspartate residues in the model are positioned to coordinate the two divalent cations which, in turn, position the incoming dNTP.

We note the large number of generally conserved aromatic residues in this region of the B family polymerases (Tab. 3-5). The moderate sensitivity of pol β [1,4-7]. The three aspartate residues in the model are positioned to coordinate the two divalent cations which, in turn, position the incoming dNTP.
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Abbreviations used: Enzyme and inhibitors: RT — reverse transcriptase; NNRTI — non-nucleoside reverse transcriptase inhibitor. Viruses: CMV — cytomegalovirus; FIV — feline immunodeficiency virus; HBV — human hepatitis B virus; HSV — herpes simplex virus; MAIDS — murine AIDS virus; MSV — murine sarcoma virus; RSV — respiratory syncytial virus; SIV — simian immunodeficiency virus; VZV — varicella zoster virus. Other abbreviations: ANP — acyclic nucleoside phosphonate; a-APA — a-anilinophenylacetamide; ATA — aurintricarboxylic acid; AZT — 3'-azido-2',3'-dideoxythymidine; bis(POM) — bis(pivaloyloxymethyl); DDC — 2',3'-dideoxythymidine; DDI — 2',3'-dideoxycytidine; D4T — 2',3'-didehydro-2',3'-dideoxythymidine; FPMPA — 9-(3-fluoro-2-phosphonylmethoxypropyl)adenine; FPMPDAP, PMEDAP and PMPDAP — 2,6-diaminopurine counter parts of FPMPA, PMEA and PMPA, respectively; HEPT — 1-(2-hydroxyethoxyethyl)-6-(phenyl)thiothymine; MOI — multiplicity of infection; PAPS — polyacetal polylsulfate; PAS — polyanetholesulfonate; PMEA — 9-(2-phosphonomethoxyethyl)adenine; PMPA — 9-(2-phosphonomethoxypropyl)adenine; PVS — polyvinylsulfonate; PSS — polystyrenesulfonate; T3C — (-)2',3'-dideoxy-3'-thiacytidine; TIBO — tetrahydroimidazo(4,5,1-jk)(1,4)benzodiazepin-2(1H)-one; T4A — 2',5'-bis-O-(tert-butylmethylsilyl)-3'-spiro-5"-(4"-amino-1",2"-oxathiole-2",2"-dioxide)-pyrimidine or -purine.

I. Introduction

The replicative cycle of human immunodeficiency virus (HIV) can be interrupted at several stages: (i) virus-cell binding, by polyanionic substances (polysulfates, -sulfonates, -carboxylates and -oxometalates); (ii) virus-cell fusion, by plant lectins, negatively charged albumins and triterpene (i.e. betulinic acid) derivatives; (iii) virus uncoating, by bicyclics; (iv) reverse transcription, by both substrate (i.e. dideoxynucleoside and acyclic nucleoside phosphorylase) analogues and non-substrate analogues (i.e. non-nucleoside reverse transcriptase inhibitors (NNRTIs)); (v) integration; (vi) DNA replication; (vii) DNA — mRNA transcription; (viii) mRNA translation, by antisense oligonucleotides and ribozymes; (ix) maturation, by proteolysis, myristoylation and glycosylation inhibitors; and, finally, (x) assembly/release (budding). Here I will focus on the chemotherapeutic interventions at the first four steps, being virus adsorption, fusion, uncoating and reverse (RNA — DNA) transcription.

II. Virus-cell binding

Adsorption of HIV to the host cell depends on the interaction between the viral envelope glycoprotein gp120 and the cellular CD4 receptor (and/or heparan sulfate at the cell surface), and this interaction can be blocked by various polyanionic substances that interact with either gp120 or CD4, or both, and that belong to any of the following classes: (1) polysulfates [2, 3], polysulfonates, polycarboxylates or polyanetholesulfonates. Within each of these four classes of compounds we have found several congeners to inhibit HIV replication in cell culture at concentrations that are at least 1,000-fold, if not 10,000-fold, below the cytotoxicity threshold. This includes (i) the polysulfates PAPS (polyacetal polysulfate) [4], O-acetylated heparin and dermatan sulfate derivatives [5], modified cyclodextrin sulfates [6], and sulfated polysaccharides derived from seaweeds (i.e. Nothogenia fastigiata [7] and Aghardhiella tenera [8]; (ii) polysulfonates, i.e. suramin, PSS (polyvinylsulfonate), PSS (polystyrenesulfonate), PAS (poly-anetholesulfonate) [9] and bis-naphthalenesulfonates [10]; (iii) polycarboxylates, i.e. ATA (aurintricarboxylic acid) [11] and derivatives thereof (i.e. ..
hybrid molecules of ATA with cholesterol), and polyhydroxycarboxylates; and (iv) polyoxometalates [12] of either the Keggin type (i.e. \(K_6BGaW_{11}O_{39}\)), or Dawson type (i.e. \(K_{12}H_2P_2W_{12}O_{48}\)) or Keggin sandwich type (i.e. \(K_2Ce(SiW_{11}O_{39})_2\)). These polyanionic substances not only inhibit HIV infection by virtue of their interference with virus binding to the cells, but they also inhibit syncytium formation between virus-infected (gp120-) cells and uninfected (CD4+) cells. Consequently, the polyanionic substances protect CD4+ cells against destruction that would otherwise result from their fusion with gp120+ cells. The polyanionic substances may be expected to prevent HIV infection by blocking both virus-to-cell and cell-to-cell spread, and, in this sense they may be useful as vaginal microbicides in the prevention of heterosexual HIV transmission. Moreover, polyanionic substances have been shown to inhibit various viruses other than HIV: i.e. herpesviruses (herpes simplex virus (HSV), cytomegalovirus (CMV)), myxoviruses (influenza A, respiratory syncytial virus (RSV)), rhabdoviruses (vesicular stomatitis virus (VZV)), arena-, togavirus, flaviviruses, and bunyaviruses, and this broad-spectrum antiviral activity considerably widens the scope of their therapeutic applicability.
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IV. Virus fusion/uncoating

While originally discovered as an "impurity" in a commercially available preparation of cyclam, the bicyclam derivatives now rank among the most potent and selective inhibitors of HIV replication that have ever been described. The first "lead" compound, 1,1'-propylenebis(1,4,8,11-tetraazacyclotetradecane), showed anti-HIV activity in the 0.1-1 micromolar range [17]. Through lead optimization bicyclam derivatives, i.e. 1,1'-[(1,4-phenylenebis(methylene)]bis(1,4,8,11-tetraazacyclotetradecane) [18], have been obtained that show anti-HIV activity in the 1-5 nM concentration range, without cytotoxicity at 0.5 mM, which means a selectivity index of 10^5 or higher. The bicyclams are equally active against HIV-1 and HIV-2. They represent the first compounds reported to interfere with the fusion/uncoating process of HIV. This unique mode of action was suggested by "time of addition" experiments, whereby the cells are initially infected at a high multiplicity of infection (MOI) and the compounds are added at varying times, i.e. 0, 1, 2, 3, ... up to 24 hours after infection. For the bicyclams, the stage of interaction appeared to be the viral uncoating event, and this hypothesis was further corroborated by uncoating assays in which ribonuclease sensitivity of radiolabeled virions (containing [5-3H]uridine labeled RNA) was monitored: the bicyclams were found to protect RNA from degradation by ribonuclease, as could be expected if virion uncoating, that is dissociation of viral proteins from the viral RNA, was blocked [19]. The bicyclams also inhibit HIV-induced syncytium formation, but only at concentrations that are about 100-fold higher than those required for inhibition of HIV replication. This means that they may not only be inhibitory to viral uncoating per se, but also interfere with the virus-cell fusion process that actually precedes, and is associated with, viral uncoating. As a putative target for the interaction of the bicyclams we have recently identified a highly conserved portion in the proximity of the V3 and V4 loops of the gp120 glycoprotein.

V. Reverse transcription

V-1. Substrate analogues

Of all possible target molecules within the HIV replicative cycle, the reverse transcriptase has attracted most attention. The well established anti-HIV agents 3'-azido-2',3'-dideoxythymidine (AZT), 2',3'-dideoxyinosine (DDI), 2',3'-dideoxyxycytidine (DDC), 2',3'-didehydro-2',3'-dideoxythymidine (D4T) and (−)2',3'-dideoxy,3'-thiacytidine (3TC) interact, following their intracellular phosphorylation to the corresponding 5'-triphosphates, with the substrate binding site of the HIV reverse transcriptase (RT). We have discovered that acyclic nucleoside phosphonate (ANP) analogues [20], i.e. PMEA [9-(2-phosphonylmethoxyethyl)adename], FPMPA [9-(3-fluro-2-phosphonylmethoxypropyl)adename], PMPA [9-(2-phosphonylmethoxypropyl)adename] [21] and their 2,6-diaminopurine counterparts PMEDAP, FPMPDAP and PMPDAP are selective and potent inhibitors of the replication of HIV-1, HIV-2 and other retroviruses: i.e. murine sarcoma virus (MSV), murine AIDS (MAIDS) virus, simian immunodeficiency virus (SIV), feline im-
mune deficiency virus (FIV) [22] and visna/mead virus (sheep) [23]. They are also inhibitory to hepatoviruses (i.e., human hepatitis B virus (HBV) and duck hepatitis virus [24, 25]) by virtue of their inhibitory effect on hepatitis B virus DNA synthesis [26]. The ANP analogues can as such be taken up by the cells; they are phosphorylated intracellularly to their diphosphate derivatives which then act as competitive inhibitors/alternate substrates in the HIV RT reaction. If incorporated into the growing DNA chain, the ANP analogues terminate the chain growth and thus act as DNA chain terminators.

The ANP analogues rank among the most efficacious in vivo inhibitors of retrovirus infections that have ever been described. They are markedly more active than AZT in inhibiting MSV infection in mice, FIV infection in cats and SIV infection in monkeys [27]. They are also effective against visna virus infection in sheep (lams) [28] and duck hepatitis B virus infection in ducks [24, 25]. PMEA has also proved inhibitory to HIV replication in humans, and the bis(pivaloyloxymethyl) ester of PMEA (bis(POM) PMEA), which has better oral bioavailability than PMEA itself is now being pursued as an oral therapeutic modality for the treatment of both HIV and HBV infections. A unique property of PMEA and all ANP analogues is that they afford a prolonged antiviral response, lasting for several days or even weeks. This long-lasting antiviral activity can be attributed to the long half-life of the ANP metabolites.

V-2. Non-substrate analogues

An entirely new lead [29, 30] for the chemotherapy of HIV-1 infection is represented by the TIBO [tetrahydroimidazo(4,5,1-jk) (1,4)benzodiazepin-2(1H)-one] [31], HEPT [1-(2-hydroxyethoxymethyl)-6-(phenylthio)thymine] derivatives (i.e. 6-benzyl-1-ethoxymethyl-5-isopropyluracil [32]), TSAO [2',5'-bis-0-(tert-butyldimethylsilyl)-3'-spiro-5'-(4'-amino-1',2' oxathiole-2',2'-dioxide)-pyrimidine or -purine] [33-36] and α-APA (α-anilinophenylacetamide) derivatives [37]. The most active congeners inhibit the replication of HIV-1 at nanomolar concentrations that are 105-fold lower than the cytotoxic concentrations, thus achieving a selectivity index of 105. Neither TIBO, nor HEPT, nor TSAO or α-APA inhibit the replication of viruses other than HIV-1. Through “time of addition” experiments, it has become clear that TIBO, HEPT, TSAO and α-APA must interfere with the reverse transcription process. They do so by a mechanism of action that is totally different from that of the didoxynucleoside analogues (AZT, DDI, DDC, D4T or 3TC) or acyclic nucleoside phosphonates (PMEA, FPMPA, PMPA), which interact with the substrate (dNTP) binding site of HIV-1 reverse transcriptase [38, 39]. TIBO and its congeners interact allosterically with a non-substrate binding site of the HIV-1 reverse transcriptase and thus inactivate the enzyme non-competitively with regard to the natural substrate. The molecular coordinates of the RT binding site for the TIBO class of compounds, which are now collectively referred to as “non-nucleoside reverse transcriptase inhibitors” (NNRTIs), have become increasingly clear, primarily through the identification of HIV-1 RT mutations that confer resistance to the NNRTIs, combined with elucidation of the three-dimensional structure of HIV-1 RT [40].

VI. HIV-1 resistance to NNRTIs

HIV-1 resistance to NNRTIs readily develops upon passage of the virus in cell culture in the presence of the compounds [41]. This resistance is due to point mutations in the HIV-1 RT gene, as has been confirmed by site-directed mutagenesis. Hence, the following RT mutations account for resistance to TIBO, HEPT, TSAO and α-APA: 100 Leu → Ile (TIBO); 103 Lys → Asn (TIBO); 106 Val → Ala (HEPT); 138 Glu → Lys (TSAO); 179 Val → Asp (TIBO); 181 Tyr → Cys (TIBO, HEPT, α-APA); 188 Tyr → His (TIBO, HEPT) [42]. For other NNRTIs, such as the quinoxaline derivatives, resistance development is based on mutations at position 106 (Val → Ala), 181 (Tyr → Cys) and 190 (Gly → Glu) [43]. All these mutations, including the 181 Tyr → Cys mutation but with the exception of the 138 Glu → Lys mutation, must reside in the p66 subunit of HIV-1 RT to confer resistance. The 138 Glu → Lys (TSAO) mutation must be located on the p51 subunit to induce resistance (to TSAO) [44]. Some of these mutations, i.e. 181 Tyr → Cys, have also been shown to occur in vivo in the clinic, but the significance (i.e. pathogenicity, reversibility and transmissibility) of the mutant strains and their role in disease progression remains to be assessed.

As future strategies [42] to overcome, prevent or circumvent the development of HIV-1 resistance to NNRTIs, we could envisage the following: (i) if resistance develops to one NNRTI, switch to another NNRTI to which the virus has remained sensitive; (ii) combine drugs with mutually antagonistic resistance patterns, i.e. drugs that lead to resistance mutations which counteract each other (i.e. TIBO (181 Tyr → Cys) with AZT (215 Thr → Tyr)); (iii) use from the beginning sufficiently high (“knocking out”) concentrations of the NNRTIs, so as to completely suppress virus replication and thus prevent any virus breakthrough; and (iv) in combining strategies (ii) and (iii), use from the start sufficiently high concentrations of different compounds in combination.

HIV-1 RT mutations that impart resistance to some NNRTIs not necessarily lead to cross-resistance to other NNRTIs: for example, the TSAO (138 Glu → Lys) mutant remains fully sensitive to various other NNRTIs, including TIBO, HEPT, α-APA and quinoxaline derivatives [45]. The widest cross-resis-
tance is conferred by the 181 Tyr -> Cys mutation. The 181 Tyr -> Cys mutant can, under continuous pressure of the NNRTIs, mutate further to the highly resistant 181 Tyr -> Cys mutant, which, even if the drugs are used singly, can be lower concentrations, and for longer time periods than if the compounds are used individually. This has been demonstrated with combinations of TSAO and thiocarboxanilide derivatives with one another, and with combinations of these NNRTIs with 3TC [50].

VII. Conclusion

Several HIV inhibitors (for example, bicyclams and NNRTIs) have been found to inhibit HIV replication at nanomolar concentrations that are > 100,000-fold lower than the concentrations required to impair the viablility of the uninfected host cells. When applied to the HIV-infected cells at sufficiently high, but subtoxic, concentrations, these compounds are able to completely suppress (“knock out”) virus replication, so that the cell cultures become apparently “cleared” from the infection. When combined with other agents, these compounds may knock out the virus, and prevent the breakthrough of virus (whether resistant or not), at nanomolar concentrations that are ~ 100,000-fold lower concentrations, these compounds are able to completely suppress (“knock out”) virus replication [48, 49], and thus prevent the breakthrough of any virus, whether resistant or not. If two or more of the NNRTIs are combined from the start (strategy iv), virus breakthrough can be prevented for a much longer time, and at much lower drug concentrations than if the compounds are used singly. This has been demonstrated with combinations of TSAO and thiocarboxanilide derivatives with one another, and with combinations of these NNRTIs with 3TC [50].
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I. Introduction

I-1. Herpesvirus diseases in man [1]

Viruses of the family Herpesviridae, widely disseminated in nature in most of animal species, demonstrate a remarkable ability to remain latent in their natural hosts. Six herpesviruses have been isolated so far from humans. Herpes simplex viruses, type 1 (HSV-1) and type 2 (HSV-2) and varicella zoster virus (VZV) establish latent infections in nerve tissue. About 80% of human population have antibodies to HSV-1 but only 20% show any symptoms. HSV-1 manifests itself primarily in cold sores (labialis), a type of mouth ulcer (gingivostomatitis), and eye disease (keratitis). HSV-2 accounts for most cases of genital infections. Both HSV-1 and HSV-2 may cause encephalitis. VZV causes chickenpox, an infection which is usually mild in children, but severe when contracted by an adult. On reactivation, a latent VZV causes shingles, an extremely painful condition. Epstein-Barr virus (EBV), which remains latent in B lymphocytes, causes glandular fever and mononucleosis. Human herpes virus (HHV-6) is associated with roseola. Human cytomegalovirus (CMV) in most cases is asymptomatic. Many people have antibodies to cytomegalovirus, but never exhibit any manifestation of the illness. However, in immunologically deficient patients (e.g. transplantation, cancer and HIV positive patients), CMV infections give rise to severe pneumonial and colitis conditions and in the case of CMV retinitis, blindness. Activation of latent herpetic viruses in immunocompromised patients is a general phenomenon which causes severe virus infections and strong demand for an effective therapy.

I-2. Herpesvirus-encoded enzymes

Herpesviruses share a significant biological property. They specify a large array of enzymes involved in nucleic acid metabolism (e.g. thymidine kinase, thymidylate synthase, dUTPase, ribonucleotide reductase, etc.), DNA synthesis (e.g., DNA polymerase helicase, primase), and, possibly, processing of proteins (e.g. protein kinase), although the exact array of enzymes may vary somewhat from one herpesvirus to another [2]. Out of that variety of enzymes, the herpetic thymidine kinases (TK-s) have been those most intensively studied. Together with their cellular counterparts, they have become increasingly important for analyses of the regulation of gene expression in eukaryotic cells, as primary targets for antitherpetic drugs and for genetic engineering of recombinant virus vectors and vaccines [3].

Research on the properties, functions, sequence analysis, origin and evolution of viral thymidine kinase and TMP kinase and nucleoside diphosphate kinase has already been reviewed [3, 4]. The following review will focus on the themes relevant to therapy and drug development.

II. The role of viral TK in the development of selective antiviral and antitumor agents

II-1. Substrate specificity of human and viral TK-s

Thymidine kinase (TK) (ATP : thymidine : 5'-phosphotransferase; EC 2.7.1.21) is the crucial enzyme in the pyrimidine salvage pathway. This enzyme catalyzes the transfer of the γ phosphate from ATP to the 5' OH of thymidine to give thymidine monophosphate (TMP).

Viral TK induction in HSV-infected cells was discovered already in 1963 by Kit and Dubbs [5], who predicted that the TK is encoded in the viral genome. This was subsequently proved to be correct by different approaches: genetic analysis of the TK locus, gene transfer experiments, synthesis in vitro, and gene cloning [6-10].

Unlike cellular thymidine kinases, corresponding viral enzymes are highly tolerant to the structural deviations from their natural substrates: ATP as a phosphate donor and thymidine as a phosphate acceptor. While the vertebrate cytosol TK-s efficiently utilize only ATP and dATP as phosphate donors, herpesvirus TK enzymes use CTP and GTP as well as ATP [3, 11, 12]. Additionally, the viral TK-s have significant activity as thymidylate kinases and are able to catalyze a second phosphoryl transfer with the formation of thymidine diphosphate (TDP) as well as TMP. Whereas the substrate specificity of cellular TK is essentially limited to thymidine, the viral TK-s are general deoxyripyrimidine kinases [11, 13, 14]. Moreover, they also accept as substrates purine analogues, even those carrying acyclic sugar moiety such as acyclovir [15, 16].

Substrate specificity differences between the human and viral kinases have become the basis for the development of selective antiviral agents.

II-2. Metabolic activation of nucleoside analogues by viral TK-s

Unusually broad substrate specificity of herpetic TK-s extending to purine derivatives has been found by a mere chance. Acyclovir (ACV, 1), 9-[(2-hydroxyethoxy)methyl]guanine, the first highly potent and selective antitherpetic drug, has been discovered by antiviral screening of a series of compounds designed originally as substrates and inhibitors of adenosine deaminase [17, 18]. The degree of selectivity of ACV is unusual [15, 19-21]. It is highly active against HSV-1, HSV-2 and VZV. It is active against EBV and pseudorabies, only slightly against CMV and inactive against other DNA viruses, e.g. vaccinia, as well as RNA viruses [19]. It is not cytotoxic to the mammalian cells, in which these viruses are grown, at concentra-
tions that are a hundred times greater than those required for antiviral activity. Studies on the mechanism of action of ACV carried out by Elion et al. [15, 19-21] revealed a pivotal role of the viral TK in its selectivity. Acyclovir is converted by the viral TK-s specified by HSV or VZV to its monophosphate derivative. After the first phosphate has been added, diphosphorylation and triphosphorylation are catalyzed by cellular enzymes, resulting in ACV triphosphate (ACV-TP) concentrations that are 200 to 1000 times higher in HSV-infected cells than in uninfected cells [20]. Since cellular TK cannot use ACV as a substrate, very little ACV-TP is formed in uninfected cells [15, 22]. The small amount of phosphorylation that occurs in normal cells is due to a 5'-nucleotidase [23]. Acyclovir triphosphate prevents viral DNA synthesis by inhibiting the viral DNA polymerase. Because ACV-TP lacks the 3'-hydroxyl group required to elongate the DNA chain, the growing chain of DNA is terminated. In the presence of the deoxynucleoside triphosphate complementary to the next template position, the viral DNA polymerase is functionally inactivated [24]. In addition, ACV-TP is a much better substrate for viral polymerase than for cellular DNA polymerase alpha, resulting in little incorporation of ACV into cellular DNA.

Variations in the carbohydrate portion of acyclovir have resulted in a number of active analogues, e.g. ganciclovir (GCV, 2, formerly called DHPG, BW B759U and 2'NDG) [25-27], buciclovir (BCV, 3) [28], penciclovir (PCV, 4) and its oral form famciclovir (FCV, 5) [29-32]. The mechanism of action of all these compounds is similar to that of acyclovir, i.e. their antiviral activity against HSV and VZV depends on a specific phosphorylation by the virus-induced TK and subsequent selective inhibition of viral DNA polymerase by the respective acyclic nucleoside triphosphate. Unlike the rest of the compounds, ganciclovir is also active against CMV and has been licensed for the treatment of severe CMV infections. CMV does not encode a thymidine kinase. Rather, the CMV enzyme that catalyzes the initial phosphorylation of GCV in CMV-infected cells is the phosphotransferase, a protein kinase homologue, encoded by the UL97 gene [33, 34].

Modification of the guanine moiety of acyclovir and ganciclovir with 1,N2-etheno bridge lowers the activity against HSV-1, HSV-2, VZV, and CMV by a factor of 102 or more. Further substitutions in the resulting ring enhance the antiviral activity and may render the tricyclic analogue fluorescent [35-37].

5-Ethyl-2'-deoxyuridine described by Świerkowski and Shugar in 1969 [38] is the early representative of the other group of antivirals depending for their activity on phosphorylation by the virus-encoded TK-s, namely, 5-substituted-2'-deoxyuridines. Among these analogues, (E)-5-(2-bromovinyl)-2'-deoxyuridine (brivudine, BVDU, 6) and its congeners, e.g. 1-β-D-arabinofuranosyl (E)-(2-bromovinyl)uracil (BV-araU, 7) and (E)-5-(2-bromovinyl)-2'-deoxy-4'-thiouridine (S-BVDU, 8) have been developed by De Clercq, Walker, Descamps et al. as very potent and selective antitherpetic drugs [39-41].

Unlike the acyclic guanosine analogues which are converted by virus induced TK-s only to their monophosphate, BVDU is converted by some of these enzymes, such as specified by HSV-1 and VZV, also to the 5'-diphosphate.

The present knowledge regarding the specificity of HSV thymidine kinase for its 5-substituted 2'-deoxyuridine substrates has been recently reviewed. It has been concluded that the electronic characteristics of the 5-substituent of 5-substituted 2'-deoxyuridine derivative are important for the interaction with TK. All compounds which are good substrates demonstrate an attractive region above the 5 substituent [42].

II-3. Inhibition of HSV TK for suppression of virus reactivation

HSV TK is not required for efficient replication of the virus in dividing cells [11]. However, TK is important for the pathogenicity of the virus in humans [43] and its reactivation from the latent state. A strategy for the control of herpetic recurrences is to interfere with the reactivation process by targeting inhibitors against virus-encoded TK. Along this line, several groups have developed HSV TK inhibitors as potential
antiviral drugs [44-46]. HSV TK inhibitors exemplified by compounds 9-12 are either guanine or thymine analogues and so they may be expected to bind at the same site as substrates of the enzyme.

Extensive studies of the Wright’s group investigating the selective inhibitory activity of N2-phenylguanine (PG) derivatives towards the HSV-1 and HSV-2 TK-s relative to the human enzyme in vitro and in vivo [46-49] resulted in two most potent inhibitors N2-phenyl-2'-deoxyguanosine (PhdG, 9) and N2-[m-(trifluoromethyl)phenyl]guanine (mCF3PG, 10). Both compounds diminished the reactivation of latent HSV from explanted murine ganglia [49].

Very recently, 9-(4-hydroxybutyl)-N2-phenylguanine (HBPG, 11) has been described. Being a potent inhibitor with both good water and lipid solubility, favourable pharmacokinetics and lack of acute toxicity in mice, it is a good candidate for animal trials of the ability of TK inhibitors to prevent recurrent herpes virus infections. Similar to PhdG [46], HBPG (11) is a competitive non substrate inhibitor of HSV-1 TK. The inability of the enzyme to phosphorylate HBPG is interesting in view of the reported properties of a closely related compound 9-(4-hydroxybutyl)guanine (HBG) [50]. The latter, an isostere of acyclovir, is a substrate for HSV-1 TK and possesses antitherpetic activity. If it is assumed that both compounds bind viral TK-s at the same site, the presence of N2 phenyl ring of HBPG has two consequences. First, the interaction of the phenyl ring results in a greater affinity of HPBG in comparison with HBG which indicates that the N2 phenyl ring has two consequences. First, the interaction of the phenyl ring results in a greater affinity of HPBG in comparison with HBG which indicates that the N2 phenyl ring is a major site of inhibitor-enzyme binding. Second, interaction of the phenyl group with the enzyme blocks the phosphorylation of the hydroxy group in the 9-substituent by an unknown mechanism.

II-4. Cytostatic activity of antitherpetic drugs against HSV TK gene-transfected tumor cells

Very recent developments are extending the importance of herpetic thymidine kinases and nucleoside analogues being their substrates to additional field of therapy—treatment of localized tumors by direct in situ introduction of endogenous genes into proliferating tumors. It has been found that cells modified to contain HSV TK gene become sensitive to treatment with the antiviral agent ganciclovir (GCV), whereas normal cells are unaffected by this agent [51]. In an experiment designed to fight brain tumors, rats with cerebral glioma were given an intratumoral injection of murine fibroblasts that were producing a retroviral vector in which the HSV-1 TK gene had been inserted. Subsequent treatment with ganciclovir resulted in tumor regression [52, 53]. A clinical protocol named “molecular surgery” has been worked out to investigate the possibility of using this gene/chemotherapy approach in the treatment of some inoperable brain tumors in humans [54].

The cytotoxicity acquired by ganciclovir against tumor cells that have been transfected with HSV TK gene is not the only mechanistic aspect of tumor regression. Significant antitumor immunity which follows HSV-TK and GCV treatments suggests that the immune system plays a critical role in the sustained tumor regressions associated with these treatments [55].

Intensive studies on the differential mechanism of cytotoxic effect of various antitherpetic drugs on tumor (murine mammary carcinoma FM3A) cells transfected by the thymidine kinase genes of herpes simplex virus type 1 or type 2 are being carried out by Balzarini, De Clercq et al. [56-61]. In their most recent work [62], the authors have recapitulated the results. Based on the potency and mechanism of cytostatic action, the antitherpetic compounds can be divided into two different classes. One encompasses (E)-5-(2-bromovinyl)-2'-deoxyuridine (6) and structurally related analogues there of (i.e., the cytosine derivative (E)-5-(2-bromovinyl)-2'-deoxycytidine and the 4'-thio derivative (E)-5-(2-bromovinyl)-2'-deoxy-4'-thiouridine (8)). These compounds are highly cytostatic against FM3A/TK-+/HSV-1 TK+ and FM3A/TK-+/HSV-2 TK+ cells (50% inhibitory concentrations ranging from 0.047 to 0.001 μM) and inhibit cell proliferation by inhibiting cellular thymidylate synthase. The other class consists of the acyclic guanosine derivatives ganciclovir (2), buciclovir (3), and penciclovir (4). These compounds are also more inhibitory to the HSV-1 TK or HSV-2 TK gene-transfected FM3A cells than to FM3A/O or FM3A/TK- cells, but only at concentrations that are higher than the concentration at which the (E)-5-(2-bromovinyl)-2'-deoxyuridine derivatives proved to be inhibitory. These acyclic guanosine analogues appear to be targeted at the cellular DNA polymerase. (E)-5-(2-bromovinyl)-2'-deoxy-4'-thiouridine seems to be a promising candidate compound for the treatment of HSV-1 TK gene-transfected tumors in vivo due to its metabolic stability (i.e. resistance to hydrolysis by thymidine phosphylase).
III. Perspectives

Acyclovir, discovered by screening, is still considered the antiviral drug of choice for treatment of HSV and VZV infections [63, 64].

The key to the rational drug design of more effective antivirals depending on virus-encoded thymidine kinase is a better understanding of the structure of active site and mode of the interaction of TK proteins with their substrates. Intensive research is carried out in that area. As up to now neither X-ray nor NMR data are available, other approaches are being developed based on site-directed mutagenesis and mutations connected with antiviral resistance. Two recent studies: one on computer-aided active-site-directed modeling of HSV-1 TK [65, 66] and the other on mutant enzymes obtained by selection from a plasmid with random sequence substitution [67] seem to open new perspectives.

Acknowledgment

This work was supported by KBN grant No. 025/P05/95/08.

References


http://rcin.org.pl
The potential of acyclic nucleoside phosphonates as broad-spectrum antiviral agents

LIEVE NAESSENS¹, JAN BALZARINI², ERIK DE CLERCQ³

Contents:
I. Introduction
II. Mode of action and metabolism
III. Anti-retrovirus activity
IV. Anti-DNA virus activity
V. Pharmacology
VI. Clinical experience
VII. Conclusion

Abbreviations used: Enzymes: PRPP — 5-phosphoribosyl-1-pyrophosphate synthetase; RT — reverse transcriptase; TK — thymidine kinase; Viruses: CMV — cytomegalovirus; HSV — herpes simplex virus; VZV — varicella-zoster virus. Other abbreviations: ANP — acyclic nucleoside phosphonate; AZT — 3'-azido-2',3'-dideoxythymidine; DAP — 2,6-diaminopurine; FPMP — 3-fluoro-2-phosphonylmethoxypropyl derivatives; HPMP — 3-hydroxy-2-phosphonylmethoxypropyl derivatives; PME — 2-phosphonylmethoxyethyl derivatives; PMP — 2-phosphonylmethoxypropyl derivatives; bis-(POM) — bis(pivaloyloxymethyl).

I. Introduction

The acyclic nucleoside phosphonate (ANP) analogues represent an original class of nucleotide analogues that consist of a purine or pyrimidine base, linked to an acyclic alkyl chain containing a phosphonate group. Several subgroups, each showing a different antiviral activity spectrum, can be distinguished: the 3-hydroxy-2-phosphonylmethoxypropyl (HPMP) derivatives (prototypes: HPMPA and HPMPC); the 2-phosphonylmethoxyethyl (PME) derivatives (prototype: PMEA); the 2-phosphonylmethoxypropyl (PMP) derivatives (prototype: (R)-PMPA); and the 2-phosphorylmethoxypropyl (PMP) derivatives (proto- type: (R)-PMPA) (Fig. 1). HPMPC (cidofovir) has been the subject of far advanced clinical trials for the treatment of cytomegalovirus (CMV) infections, whereas PMEA is being explored for its efficiency in HIV-infected individuals. Here we will review the antiviral potential of the ANP analogues, i.e. their

![Fig. 1. Structural formulae and antiviral activity spectrum of ANP analogues.](http://rcin.org.pl)
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antiviral efficacy in vitro and in vivo, and their pharmacological features, with a special focus on HPMPC and PMEA.

II. Mode of action and metabolism

Due to the strong anionic character, the cellular uptake of ANP analogues is rather slow and inefficient, involving a temperature-dependent, saturable and active transport system [1, 2]. Two independent studies have demonstrated that PMEA, HPMPA and HPMPC are taken up via an endocytosis-like process that is not influenced by known inhibitors of nucleoside transport [1, 2]. This is in accordance with the recent data of Cihlář et al. [3], who have isolated a 50-kDa plasma membrane protein, which may mediate the cellular transport of PMEA. After cellular uptake, the ANP analogues HPMPC, HPMPA, and PMEA undergo enzymatic phosphorylation, generating the diphosphorylated metabolites (designated HPMPCpp, HPMPApp and PMEApp, respectively), which are considered to be the active forms at the level of the viral DNA polymerase. The phosphorylation pathway of HPMPC is clearly distinct from that of the purine derivatives HPMPA, FPMPA and PMEA (Table 1). The latter compounds have been shown to be substrates of 5-phosphoribosyl-1-pyrophosphate (PRPP) synthetase, which can convert them directly into their diphosphorylated metabolites [4]. However, since the phosphorylating capacity of this enzyme for HPMPA, FPMPA and PMEA is at least 1000-fold lower than for the natural substrate AMP, the physiological role of PRPP synthetase in the activation of HPMPC, FPMPA and PMEA remains unclear. The phosphorylation may also proceed in two steps, each catalyzed by AMP-kinase, as suggested by the experiments of Merta et al. [5]. The purified AMP-kinase used in these studies was shown to specifically recognize the (S)-enantiomers of HPMPA and FPMPA, thus providing a biochemical basis for the antiviral in activity of their (R)-enantiomers [5]. In the case of HPMPC, the metabolites formed in cell culture are HPMPCp (the monophosphorylated form), the active form HPMPCpp and the choline adduct, HPMPCp-choline [6-8]. The long intracellular half-lives of HPMPCpp and HPMPCp-choline (17 hours and 48 hours, respectively) are supposed to form the basis for the marked antiviral efficacy of HPMPC upon infrequent dosing, as observed in vitro and in vivo [12]. Similar observations have been made for PMEA: the intracellular half-life of PMEApp being about 18 hours [9]. For HPMPC, however, the choline metabolite acts as an extra intracellular reservoir, making the intracellular accumulation of HPMPC and its metabolites much more pronounced than in the case of PMEA. Accordingly, HPMPC shows higher antiviral

<table>
<thead>
<tr>
<th>Compound</th>
<th>Cellular uptake</th>
<th>Enzymes that may be involved in intracellular metabolism</th>
<th>antiviral activity</th>
<th>cytotoxic activity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Abbreviations: PNMP kinase: pyrimidine nucleoside-5'-monophosphate kinase or cytidylate kinase; AMP kinase: adenylate kinase; PRPP synthetase: 5-phosphoribosyl-5-pyrophosphate kinase.

Table 1.

Proposed mechanisms for intracellular uptake, activation, and antiviral activity of the ANP analogues
activity than PMEA in a short-term or infrequent treatment schedule [13]. There is general consensus on the role of the viral DNA polymerase as the prime target for the antiviral action of the ANP analogues. The $K_i$ values for inhibition of HSV-1 DNA polymerase are 1.42, 0.86, and 0.11 $\mu$M, for HPMPApp, HPMPCapp, and PMEApp, respectively [7, 10]. In the case of HIV-1 reverse transcriptase, the $K_i$ values for PMEApp and (RS)-FPMPApp are 0.09 $\mu$M and 0.034 $\mu$M, respectively [9, 11]. Inhibition of cellular DNA polymerases (mainly $\alpha$) occurs at much higher concentrations. For instance, the $K_i$ of HPMPCapp for HSV-1 DNA polymerase is $> 50$-fold lower than the $K_i$ for cellular DNA polymerase $\alpha$ [7]. Similarly, in CMV-infected cell cultures, HPMPC inhibits CMV DNA synthesis at concentrations that are 1000-fold lower than those required to inhibit cellular DNA synthesis, thus providing a biochemical basis for the high therapeutic index of HPMPC observed in vitro and in vivo [12]. The inhibition of DNA polymerase by HPMPCapp (and the diphosphorylated forms of other ANP analogues) is competitive regarding the natural substrate (i.e. dCTP versus HPMPCapp, or dATP versus HPMPCapp, PMEApp and FPMPApp) [7, 9-11]. In this way, the ANP analogues may directly inhibit the incorporation of the natural deoxynucleotides. Alternatively, HPMPCapp, HPMPApp, PMEapp, or FPMPApp may serve as alternate substrates, thus being incorporated in the growing DNA chain. It has been observed that, after their incorporation, HPMPA (and possibly HPMPC) initially allow further DNA chain elongation at the 3-hydroxyl group in the alkyl side chain, but eventually lead to DNA chain termination [14]. In contrast, since PMEA and FPMPA lack a hydroxyl group, these compounds act directly as DNA chain terminators at the level of the DNA polymerase [9]. Thus it appears that the antiretroviral effect of PMEA and FPMPA is based on instant inactivation of the reverse transcriptase following direct DNA chain termination. Vise versa, the poor if any activity of HPMPA and HPMPC against retroviruses may be due to their inability to act as direct DNA chain terminators.

In addition to viral and cellular DNA polymerases, a number of other enzymes may be involved in the antiviral and/or cytotoxic effects of the ANP analogues. PMEApp and HPMPApp have been found to inhibit HSV-1-encoded ribonucleotide reductase [15]. However, since CMV and HIV do not encode for a virus-specific ribonucleotide reductase, the antiviral efficacy of PMEA against these two viruses should be ascribed to inhibition of other enzymes. Whether cellular ribonucleotide reductase may be the target for the cytotoxic activity of the ANP analogues at higher doses has yet to be defined. Also, the role of cellular purine nucleoside phosphorylase remains to be settled [16]. This enzyme was found to be inhibited by different purine containing ANP analogues, and their corresponding mono- and diphosphorylated metabolites [16].

### III. Anti-retrovirus activity

Irrespective of the retrovirus test system used, PMEA has proven to be a remarkably active antiretroviral agent in vitro, the antivirally effective concentration ranging from 0.006 to 2 $\mu$g/ml [17]. Thus, PMEA must be metabolised in different cell types, i.e. fibroblast cells, as well as lymphocyte cells and monocyte-macrophages, and the active metabolite PMEApp is an inhibitor of reverse transcriptases of both human and animal retroviruses. In this respect, PMEA is clearly distinct from HIV-1-specific non-nucleoside reverse transcriptase inhibitors. Broad-spectrum antiretroviral activity is also displayed by FPMPA, (R)-PMPA and its 2,6-diaminopurine analogue (R)-PMPDAP, the latter being the most potent antiretroviral ANP compound described to date [18, 19].

The antiretroviral potential of PMEA has been evaluated in a large variety of animal models for retrovirus infections, using either mice or cats infected with oncogenic retroviruses (i.e. Moloney murine sarcoma virus, Rauscher or Friend murine leukemia virus, LP-BM5 murine aids virus complex, and feline leukemia virus), or lentivirus models (i.e. cats infected with feline immunodeficiency virus, lambs infected with visna-maedi virus, or rhesus monkeys infected with simian immunodeficiency virus) (for an overview: see [20]). Taken together, the animal data point to PMEA as a powerful antiretroviral agent, which is superior to AZT both in antiviral potency and therapeutic index [21]. PMEA may also be effective against neurologic manifestations of retrovirus infections, as indicated by its inhibitory effect on intracerebral retrovirus infections in mice [22], and its efficacy against visna-maedi virus infection in lambs [23].

### IV. Anti-DNA virus activity

HPMPA and HPMPC are markedly active in vitro against a broad range of DNA viruses, including human herpesviruses (i.e. human herpesvirus type 1 (HSV-1) and type 2 (HSV-2), varicella-zoster virus (VZV), cytomegalovirus (CMV), Epstein-Barr virus, and human herpesvirus type 6), adenoviruses, iridoviruses (i.e. African swine fever virus), and poxviruses (i.e. vaccinia virus) (for an overview: see [24-26]). In contrast, FPMPA and (R)-PMPA are devoid of any marked anti-herpesvirus activity [18]. An intermediate spectrum is being displayed by PMEA and PMEDAP, which are active against human herpesviruses, but not against adenoviruses and poxviruses [25]. The marked activity of PMEA, FPMPA and (R)-PMPA against hepadnaviruses (i.e. human and duck hepatitis B virus) may be based on inhibition of the reverse transcription
reaction during HBV replication (as observed for other RT inhibitors such as 2',3'-dideoxyctydine) [27, 28]. The antitherpetic activity of HPMPA, HPMPC and PMEA has been demonstrated in a large number of animal models, including: mice infected by HSV-1 or HSV-2 by the intraperitoneal, intracerebral, intracutaneous, or vaginal route; mice or rats infected by murine cytomegalovirus or rat cytomegalovirus, respectively; and horses infected with equine herpesvirus by the intranasal route (for an overview: see [26]). In these experiments, drug treatment was performed either by the intraperitoneal, subcutaneous, or topical route. Most interestingly, HPMPA, HPMPC, and PMEA were found to be markedly active against thymidine kinase-deficient (TK-) HSV-1 strains, in a rabbit model for ocular HSV-1 infection [29]. In this respect, the ANP analogues are clearly distinct from classical antitherpetic drugs such as acyclovir and brivudin, which depend on the HSV-1 thymidine kinase for their phosphorylation and antiviral activity. Overall, HPMPC emerges as a potent and selective anti-herpesvirus agent, its therapeutic index being higher than that of HPMPA, and its potency against herpesviruses exceeding that of PMEA.

V. Pharmacokinetics

The pharmacokinetics of PMEA have been extensively studied in mice, cats and monkeys. Although one should be careful in extrapolating these data, it seems that related ANP analogues have a similar pharmacokinetic profile. The elimination of PMEA is rather rapid, with a terminal elimination half-life of 10 min, 67 min, and 2 h, in mice, cats and monkeys, respectively [30, 31]. PMEA is mainly eliminated (in unchanged form) by the kidneys, and the contribution of metabolism to the elimination of PMEA is minor [31]. Tissue distribution studies in mice point to low yet significant penetration in the brain. This observation has important implications for the use of PMEA against neurological manifestations of viral infections. Due to their high anionic charge, the ANP analogues have a rather low oral bioavailability, i.e. 22% and 4% for HPMPC and PMEA, respectively (data obtained in cynomolgus monkeys) [32, 33]. The oral absorption of PMEA can be increased by using lipophilic ester derivatives that release PMEA in the plasma. Bis(pivaloyloxymethyl)-PMEA (bis(POM)-PMEA) has recently been shown to display an oral bioavailability of 50% in mice, and a marked antiviral efficacy upon oral administration [34].

VI. Clinical experience

The safety and efficacy of HPMPC have been evaluated in a Phase I/II trial in 31 HIV-seropositive men with asymptomatic CMV infection [35]. HPMPC was administered by intravenous infusion, at a dose ranging from 0.5 to 10 mg/kg per week. At doses ≥ 3 mg/kg, a prolonged and dose-dependent anti-CMV effects was observed, as evidenced by a reduction of CMV titers in semen and urine. However, several patients developed a significant and dose-dependent nephrotoxicity, characterized by proteinuria and increased serum creatinine levels. Concomitant administration with probenecid markedly reduced the severity of the nephrotoxicity. It has been postulated that probenecid interferes with the active tubular secretion of HPMPC, thus preventing the massive accumulation of HPMPC in the tubular cells. Alternatively, accumulation of HPMPC in the kidneys could possibly be prevented by using cyclic HPMPC (the internal ester HPMPC), which has recently been shown to be considerably less nephrotoxic than HPMPC in cynomolgus monkeys [36, 37].

Interestingly, one patient who received intravenous HPMPC in the above study recovered from an acyclovir-resistant rectal herpes simplex infection [35]. Similarly, the potential usefulness of HPMPC in the treatment of HSV infections that are insensitive to acyclovir or foscarnet has been shown in a recent case report on the use of topical HPMPC against mucocutaneous herpesvirus infections [38]. Also, intravitreal injection of HPMPC has proven to be beneficial in the treatment of CMV retinitis [39, 40]. The therapeutic potential of HPMPC eye drops in the treatment of eye infections caused by herpes simplex virus or by adenoviruses has already been demonstrated in animal models [29, 41], but remains to be confirmed in humans.

The tolerance and anti-HIV efficacy of intravenous PMEA have been investigated in a limited dose-escalating Phase I/II study in HIV-infected individuals [42, 43]. At a dose 1 mg/kg per day, a significant increase in CD4 cell count and a drop in HIV p24 was noted. However, several patients manifested neutropenia and moderate hepatic toxicity, as evidenced by increased hepatic transaminases. In contrast, no signs of neutropenia have been observed in HIV-infected patients who received oral bis(POM)-PMEA, at daily doses up to 500 mg [44]. The favorable oral bioavailability of bis(POM)-PMEA (40% in humans), and apparent lack of severe toxicity, point to the potential usefulness of bis(POM)-PMEA as an oral prodrug of PMEA.

VII. Conclusion

Recent clinical studies on HPMPC have demonstrated its efficacy against herpesviruses (herpes simplex virus and cytomegalovirus), including strains that are insensitive to the classical antitherpetic agents. The efficacy of HPMPC against other DNA viruses such as adenoviruses has yet to be determined. The dual antiviral activity of PMEA against both herpesviruses and retroviruses should be advantageous in the
treatment of HIV-infected individuals that suffer from opportunistic herpesvirus infections. This should become clear from ongoing clinical studies with bis(POM)-PMEA, the oral prodrug of PMEA. In addition, the highly specific antiretroviral compounds FPMPA and (R)-PMPA merit further investigation in HIV-infected individuals.
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Prenumerata krajowa dla instytucji: 60.00 zł
Prenumerata krajowa indywidualna: 28.00 zł (50% zniżki dla członków Polskiego Towarzystwa Biochemicznego).

Prenumerując „Postępy Biochemii” wspierasz swoje czasopismo!
Uprzejmie zawiadamiamy PT Koleżanki i PT Kolegów o przeniesieniu siedziby Zarządu Głównego Polskiego Towarzystwa Biochemicznego na teren Instytutu Biologii Doświadczalnej im. M. Nenckiego pokój 632 i 633

Obecny adres:

Polskie Towarzystwo Biochemiczne
ul. Pasteura 3, 02-093 Warszawa
Tel. bezpośredni 658 20 99
Tel. przez centralę 659 85 71 w. 352
Fax 22 53 42

Dyżury biura Zarządu odbywać się będą jak dotychczas we wtorki w godz 12-18

Kwartalnik „Postępy Biochemii” wydawany z pomocą finansową Komitetu Badań Naukowych
For additional copies contact the Executive Committee of the Polish Biochemical Society.
ul. L. Pasteura 3, 02-093 Warszawa
Poland

http://rcin.org.pl