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TABLE 1. Models of Man-Environment Interaction
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PROTECTION OF MAN'S ENVIRONMENT 7

TABLE 2. Scheme od Sciences Concerned with the Man-Environment Problem

SOCIETY } ACTIVITY
1. Social sciences . 1. Exact sciences and their applications
‘ demography, sociology, human mathematics, cybernetics, chemistry,
geography, economics physics
2. Medical and biological sciences .‘ 2. Technical sciences
social hygiene, ecology, dietetics building and engineering sciences,
3. Technical sciences transport, mining sciences

(]

spatial planning, urban planning, . Agricultural sciences

building sciences, engineering (san- | . Forestry sciences
itary, municipal) sciences

I

. Social sciences
sociology, economics, economic geo-
graphy

ENVIRONMENT
1. Earth sciences
geography, geology, geophysics, oceanography,
cartography
Biological sciences
ecology, sozology, nature conservation, agricul-
ture, forestry

™~

Technical sciences

spatial planning, urban planning, architecture
4. Social sciences
economics, sociology, psychology

With the second component, that of production and services, most important
are the exact, technical and also agricultural, forestry and social sciences.

The third component, pertaining to environment, is of greatest interest to
the earth sciences, especially geography, the biological sciences, especially so-
zology, ecology and biogeography, to technical sciences related to spatial plan-
ning, and to social sciences, in particular economics and sociology.

(3) Environmental policy and the level of socio-economic development of the
country. The quality of environment is threatened to the extent that nearly
all countries practise their own environmental policies in adjustment to their
specific socio-economic needs. However, some connections between environ-
mental policy and living standards can be observed. Depending on the yearly
per capita national income, all countries belong to one of four groups (all in
US dollars): (1) up to 200, (2) 200 to 1000, (3) 1000 to 2000, and (4) more than
2000 dollars per capita income annually.

Countries belonging to the first group up to 200 $ can be said to have
practically no environmental policy, their primary concern being the quickest
possible improvement of living standards. Environment in these countries is
under no serious threat yet.

Countries in the second group (200 to 1000 $ yearly per capita) carry on
limited environmental policies. When the growth of production comes into con-



yearly

national
= income
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200 3 1000 $ 2000 $ 3000§ capita
lack environmental environmental full
of any policy policy environmental
environmental within in a policy
policy a limited larger
scope scope

Fig. 1. Types of environmental policy according to the level of living conditions
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PROTECTION OF MAN'S ENVIRONMENT 9

flict with the quality of the environment, the resulting decisions are nearly
always in favour of economic growth relegating the environmental quality to
secondary importance.

The third group of countries (1000 to 2000 $ per capita) have much more
extensive environmental policies, including special expenditures on the protec-
tion, transformation and recultivation of the environment. In cases of conflict,
though, the preservation of environmental quality may often have to give way
to the needs of raising the standard of living.

Thus it is only the countries of group four, whose yearly per capita income
exceeds 2000 — or, more properly — 3000 dollars, that can really afford full-
scale environmental policies. The high level of national income together with
the considerable amount of energy at their disposal enable them to safeguard
a high-quality environment through sizeable investment outlays. Since envir-
onmental qualisty is viewed there as an element of the living standard, in cases
of conflict those countries can afford a relaxation of the growth rate of produc-
tion in order to prevent any excessive deterioration of environmental quality.

(4) Internationally coordinated environmental policies. Various types of
pollution, such as the danger of ionizing radiation or chemical pollution of the
seas and oceans, are often global in character. Some other types of pollution
may extend over the territories of several countries (as in the case of river and
air pollution) and thus cannot be prevented by the efforts of one country within
its own boundaries only. Hence the bilateral and multilateral agreements on
the prevention of environmental degradation. Poland, for instance, has signed
a tripartite agreement with Czechoslovakia and the German Democratic Re-
public on the protection of water purity in the Odra river, and seven Baltic
countries have worked out a multilateral agreement on the protection of water
and organic life in the Baltic Sea. International environmental policies are also
worked out by international governmental organizations affiliated to the UN,
as UNEP, UNESCO, FAO, WHO, ECE, scientific organizations as ICSU, SCOPE,
MAB, as well as non-governmental, social, scientific and such like organizations.

TABLE 3. Types of Environment and Types of Pollution

1. MAN-MADE (URBAN-INDUSTRIAL) ENVIRONMENT

Intensive development areas: centres of urban-industrial agglomerations, urbanized zones,
urbanizing zones, areas of technical infrastructure facilities, post-industrial wasteland.

Pollution of water, air, soil, relief deformation, vegetation and wild life devastation. Noise,
vibrations, radiation, garbage and municipal sewage (detergents), obnoxious odours, post-
-production wastes, durable refuse.

Also, substandard dwelling conditions, work, traffic and recreation.

2. TRANSFORMED (GEOGRAPHICAL) ENVIRONMENT

Agricultural land, forests, recreation areas, some inland surface waters.

Water and air pollution, relief deformation, soil degradation, vegetation and wild life
devastation. Noise and bad odours, post-production wastes, durable refuse. Substandard
dwelling conditions.

3. NATURAL ENVIRONMENT
Areas under protection on account of their natural value. Natural wasteland. Part of the
surface waters.
Small and sporadic, externally generated pollution.
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(5) Types of environment and types of pollution. It has been said already
that from the standpoint of anthropogenic transformation three types of en-
vironment can be distinguished: (1) natural, (2) transformed (geographic), and
(3) man-made (urban-industrial) environment.

The man-made environment exhibits the highest degree of pollution and
degradation. Some kinds of pollution issue forth from it beyond its boundaries.
They include mainly air and water pollution, relief deformation caused by
mining, degradation of soils, and vegetation and wild life devastation. The
highly concentrated population, production and service activities account for
the concentration in urban areas of noise, vibrations, radiation, garbage and
municipal sewage threats, troublesome detergents, bad odours and fumes, post-
production wastes, and the amassing of discarded non-perishable objects (con-
tainers, cars, etc.).

TABLE 4. Environmental Pollution and Degradation

POLLUTION AND DEGRADATION OF THE NATURAL ENVIRONMENT

. Air pollution

. Pollution of surface and ground water
. Relief deformation

. Soil degradation

. Devastation of vegetation

. Devastation in wild life

. Pollution of seas and oceans

N AWV DHE WN -

POLLUTION OF THE MAN-MADE (URBAN-INDUSTRIAL) ENVIRONMENT

1. Noise, vibrations, radiation

2. Garbage and municipal sewage (detergents)

3. Obnoxious odours

4. Post-production wastes (post-industrial wasteland)

S. Discarded durable objects (containers)

6. Ionizing radiation (radioactive substances and wastes)

SUBSTANDARD LIVING CONDITIONS

1. Substandard dwelling conditions
2. Substandard work conditions

Pollution is especially high in the central areas of urban-industrial agglo-
merations, in cities and industrial centres. In urbanized areas pollution is as
a rule smaller, and in urbanizing areas still smaller. Pollution in areas of
technical infrastructure is of a different character in that it includes noise, vi-
brations, fumes, air and water pollution. Areas of degraded environment tend
to concentrate in traffic nodes and along traffic lines in the form of belts reach-
ing up to a few kilometers on both sides of the lines.

In the areas of a high concentration of investment densely built up, the
dwelling, work and traffic conditions as well as recreation conditions are some-
times substandard. Destroyed land (as happens after mining activities) de-
manding recultivation may also occur in such areas.

The transformed environment is marked by significant (more than 50%/¢)
changes in soil conditions, the vegetative cover, the wild life, and in water con-
ditions. The concentration of investment is lower than in the man-made en-
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vironment and therefore its pollution and degradation are much smaller in that
they usually comprise air and water pollution derived from the urban-ind-
ustrial areas. Typical of this type of pollution is the contamination of soil and
water with fertilizers and pesticides. Inefficient agrotechnics may reinforce
processes of erosion or denudation. Inefficient land improvement may make
formerly fertile land overdry or marshy. Recreation areas are exposed to litter
and destruction by excessive numbers of tourists exceeding the environmental
capacity. Offshore waters are polluted as a result of overconcentration of the
population, production and services, and the shores of water reservoirs are
deformed by putting up buildings or other facilities for recreation, water sports
or some economic activities.

The natural environment which is transformed by man in less than 10%
is as a rule only invaded by pollution from outside but sporadically.

(6) Functional planning areas. Depending on the degree of investment con-
centration, all planning areas can be divided into three categories: (a) areas of
high investment concentration, (b) areas of low investment concentration and

(c) areas almost devoid of investment, or “investment-free” areas.

TABLE 5. Functional Planning Areas

I. AREAS OF HIGH INVESTMENT CONCENTRATION

1. Urban-industrial agglomerations, regional growth centres, cores of towns and industrial
centres

. Urbanized zone (suburban zone), medium-sized and small towns with specialized functions

. Urbanizing zone (small towns, individual industrial plants)

. Rural settlements

. Transportation areas, nodes and ribbons of technical infrastructure

. Areas of post-industrial wasteland

AWV LN

II. AREAS OF LOW INVESTMENT CONCENTRATION

1. Agricultural areas

2. Areas of productive and protected forests

3. Recreation areas (weekend, holiday, tourist and health resorts)
4. Some inland surface waters

ITI. PROTECTED AREAS AND NATURAL WASTELAND

1. Nature conservation areas (national parks, natural reserves)

2. Areas of protected landscape for recreation purposes (landscape parks, scenic areas, rural
parks)

3. Natural wasteland (rocky mountains, swampy land, marshes and peat bogs)

4. Some inland waters (rivers, lakes)

Areas of high investment concentration include built up areas, especially
settlements and technical infrastructure. Most important among these are ur-
ban-industrial agglomerations (existing, developing, and potential) and region-
al growth centres of national significance. Moreover, this category of areas
includes the major towns with specialized functions and industrial centres. Ur-
ban-industrial agglomerations and regional growth centres are subdivided into
city centres, urbanized zones and urbanizing zones. They are the principal
foci of socio-economic life fulfilling definite functions on a national scale and
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performing specialized production and service activities. This generates specific
types of environmental pollution.

Areas invested with technical infrastructure in the form of nodes and lines
must also be classed with the group of areas with high investment concentra-
tion. These areas exhibit different traffic intensities which generate such types
of pollution as noise, fumes or other air pollutants.

Areas of low investment concentration include agricultural land, forests,
recreation areas and partly inland surface waters. This type of area accounts
for the biggest proportion of the total territory of the advanced countries. De-
pending on the specific ownership relations, agricultural land constitutes a
mosaic of fields, pastures and meadows. The some applies to forest areas. Re-
creation areas are either ‘“‘weekend areas” in the vicinity of agglomerations or
“holiday areas” situated at some distance from urban-industrial settlements in
places of particular recreational values.

Coastal and offshore inland waters serve recreation, sports, fishing and
other economic aims. The type and degree of investment should be adjusted
to the specific functions which they fulfill.

The ‘“investment-free” areas include land under special protection because
of its natural value such as national parks and natural reserves. Some areas of
particular landscape or climatic values are recognized as landscape parks or
areas of protected scenery with tourism permitted up to a definite capacity
level so as to prevent any degradation of environmental values. Some water
reservoirs should be included in the protected areas too. Investment-free land
includes also natural wasteland which constitutes a reserve of hitherto unex-
ploited and undeveloped space.

In each country the above-distinguished planning areas form a spatial mosaic
with a pattern of specific proportions. Definite types of pollution correspond
to each area. These problems are illustrated by the model enclosed which shows
the proportional pattern of planning areas and the types of pollution pertaining
to each of them.

These relations are also illustrated in Fig. 3; its columns are used to mark
various types of pollution and the lines shows the types of planning areas.

Fig. 2. Interdependence between planning areas and types of pollution. Model for
one country
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Pollution intensities are marked as strong, medium, and weak. The table envis-
ages the well-known fact that areas of high investment concentration are
marked by the highest pollution and that the affliction of protected areas with
pollution occurs but sporadically from outside and not too intensively.

(7) Dangers to the environment. The growth of the population, production
and services results in growing pollution and degradation of the environment.
The distribution of pollution and degradation, however, is irregular. They are
most intense in areas of high investment concentration where the environment
is man-made. Less intensive pollution occurs in areas of low investment con-
centration corresponding to the transformed environment. Pollution is least
intense in the predominantly sporadic cases in protected areas or wasteland
which still represent environment in its natural state.

Cases of global pollution, such as the danger of ionizing radiation or che-
mical contamination of the seas, are extremely grave. Very dangerous are
cases of pollution occurring in several countries simultaneously, on an inter-
national scale, as pollution of river or lake waters, pollution of air masses along
traffic lines and others. In the areas of high investment concentration several
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PROTECTION OF MAN'S ENVIRONMENT 15

recreation possibilities, dwelling comfort, good working conditions, and simul-
taneously the growth of pollution, the advancing environmental degradation,
the growth of areas of high investment concentration, the decline of the natural
environment etc.

The implementation of environmental policies can only be entrusted to
expert personnel and thus it becomes necessary to start training specialists in
environmental problems on elementary, secondary, vocational, and higher le-
vels. What is also necessary is the organization of various supplementary cours-
es for specialists in environmental policy up to the level of post-graduate
studies.

Environmental problems must be given publicity to make public opinion
realize the dangers of pollution and the degradation of the environment. The
mass-communication media (television, radio, press, film, exhibitions, etc.) as
well as organized social actions have a special task to fulfill in this respect.
Outside the school, special instruction on these problems must be provided,
whereas in the school itself young people should be brought up to be fully
awareness of the importance of the problems of environment.

The eight points mentioned above merely point out those environmental
problems that are the most important and the most urgent, but of course they
do not exhaust the list of all tasks facing environmental policy.

(9) Waste-free production. Recently the idea was launched to attempt to
reduce pollution and environmental degradation directly at their sources by

R

environment enviromment

raw materials raw materials

Fig. 4. Models of two types of technological processes
A. Open type: 1 — water, 2 — air, 3 —sewage, 4 — post-production wastes, 5-7 — smokes, gases
and dust emitted into atmosphere, 8 — post-consumption wastes, 9 — consumption product
B. Closed type: 1— close water circulation after pollution abatment (4a), 5, 2 — air taken up
after pollution abatment (3a) and utilization of wastes retained by air pollution abatment
equipment (4), 6 —post-production wastes partly discharged (7), partly utilized in further
production (8-10), 9 — post-consumption wastes used as raw material to further production
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TABLE 1. Interaction and indicative ability of the elements of natural environment

Exerts an influence on:
(excluding the self-influencing)

Subject to influencing by:

Groups of properties number of
collection
properties

Physical properties of struc-
ture (8 properties) 42
Sub-system Chemical properties of struc-
of atmosphere ture (5 properties) 36
Functional properties of
structure (13 properties) 85
Physical properties of struc-
ture (10 properties) 77
Sub-system  Chemical properties of struc-
of hydro- ture (5 properties) 72
sphere Functional properties of

structure (13 properties) 96

%

36.3

30.5

76.0

67.5

60.5

Indicative efficiency

index of number index number of the average index of
intensity of A of properties efficiency the over-
rate of  collection ® intake indicated of the -inform-
influencing properties ability by the group indicator ation
36.8 32 27.6 29.2 4 8.3 3.5
27.5 30 25.2 20.5 6 9.1 5.0
47.3 55 49.6 27.2 22 8.0 20.8
59.6 57 50.0 46.3 16 10.0 14.0
64.7 51 42.8 37.7 15 7.6 12.6
103.8 53 47.9 58.8 20 11.7 18.0

85.7



Sub-system
of litosphere

Sub-system
of pedo-
sphere

Sub-system
of biosphere

Physical properties of struc-

ture (11 properties)
Chemical properties of struc-
ture (8 properties)
Functional properties- of
structure (11 properties)

Physical properties of struc-
ture (6 properties)
Chemical properties of struc-
ture (5 properties)
Functional properties of
structure (6 properties)

Physical properties of struc-

ture (8 properties)

Chemical properties of struc-
ture (5 properties)

Functional properties of
structure (10 properties)

92

69

74

81.5 85.7 58 51.2
59.5 57.4 54 46.6
65.5 65.5 66 58.4
32.2 29.0 83 70.4
34.4 51.8 83 69.8
40.6 55.0 96 81.5
39.7 52.8 96 83.0
28.6 54.7 80 67.2
44.0 57.1 97 85.0

60.2

75.5

90.5

109.0

97.3

66.0

71.5

1.6

1.3

1.1

0.5

0.5

0.5

0.5

0.4

0.5

23

18

28

57

55

72

73

46

51

12.4

11.0

9.6

9.4

12.0

12.9

9.1

10.1

20.4

15.5

24.8

48.3

45.2

61.0

63.0

38.7

44.8







A SYSTEM-BASED APPROACH
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TABLE 2. Field of scientific penetration of research problems concerning ‘“man-environment”
against the background of a simplified matrix of influences between the co-operating
subsystems

F N E S
! Natural Technical-production  Social sub-system
‘ sub-system sub-system
Taker \ t € w
= @ T
1 - =2 Zp
o == 9
. 8= =3
’ 5o g 22 28% =3
A TR o = =
L85 |5 g ¢f |@SpE. 8320
i S 6 2 L8 =EpEe»noS =3 - B R
Dosor | 88562 | FE 55888 s2585eEld
% = %858 20888l F =EE3CEI=E=D
| E2232 |55s532fF8f 35855885
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———————— - —————————— —————————
g 1
s Atmosphere |
v 1
%  Hydrosphere | Influences of nma-|, . o o ural
’ ‘% Litosphere : : '} tural conditions | o =
N & Pedodoh ! NATURE : - x conditions on social
- edosphere 1 | for man’s activi-| ..
5 Biosphere I Ml ties
; ' i
v NERNE, PR | 1V c——————————————————————————
l?rr.‘:# —
5 Agriculture | |
£ - Forestry | |
5 E Water management Influences of eco-|! -
28 Settl ¢ o | : A : Impact of technical-
. = % Settlemen nomic managemen = - ¥
E &2 | e | ECONOMY |production structu-
= & Industry forms for natural R
o5 ‘ k ! 1| res on social life
‘2 @ Transport {§ conditions | |
- o
2 Recreation i |
= Services ' '
it
£ Health state i
=z Demographic structure x = i
%  Employment Influences of social i Social conditions l
s 5  Working conditions structures for na-| influencing the eco- I SOCIETY
@ E 2i S e i
- Leisure conditions ture nomic-technical :
2 Technical civilization systems of economy i ‘
v Level of culture i

Field of indirect inte-
rest in the problem
“man-environment™

Field of indirect in--
terest in the problem .
“man-environment ™

- Motivation-decision
-making field being

" also the final aim of
the problem “man-
environment™

amount to one million. Taking into consideration how greatly complicated the
real situation is, it is not strange that despite the fact that we talk so much
about geographical systems, the real achievements are rather modest. The dif-
ficulty concerning the implementation of a system way of thinking in geo-
graphical research results, from other factors, as well. Among them, of major

importance are the following:

— lack of knowledge concerning the results attained by other sciences;
— complementarity of structure and functioning of the system;

3 Geographia Polonica II
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40 K. DZIEWONSKI

that the various phenomena by which we measure progress in industrializa-
tion and urbanization will have to differ too, depending on the stage or phase
in their evolution.

As the definitions of these processes differ it is easy to infer that they are
not identical although they may be and in fact they are closely connected and
interdependent. In describing and forecasting the course which both industrial-
ization and urbanization in Poland have taken recently, are taking at present
and may take in the future, we shall discuss each of these seperately and then
we shall try to define their interrelations.

(2) In the course of the first seventy-five years of the 20th century but
mostly in the last thirty years Poland has followed the road from an agricul-
tural still partly feudal but largely capitalistic society to an industrial, socialist
nation and state (Table 1). The highest industrial production during the first of
those diametrically different periods and stages of development was reached
in 1913, i.e., just before the beginning of the First World War. The inter-war
years (although without the change of the socio-economic structure and rela-
tions) brought the recovery of national independence and the reconstitution
of the Polish state. However, as a result of war destruction and of the great
world economic crisis which followed, the former level of industrial produc-
tion had again been reached just immediately before the Second World War
began. Poland therefore still remained essentially an agricultural country with
about 40% of the total population living from non-agricultural occupations and
about 12% of all the gain-fully employed, employed in industry. In addition,
the location of the highly concentrated industries was very impropitious, being
extremely eccentric with the main, almost the only strongly industrialized

TABLE 1. Growth of the urban population and processes of urbanization in the 19th and the 20th
centuries within the present territory of Poland*

Population in

Total Urban citisssoftover. Non agricu!tu- Liviflg.from
Years population population 100 thous. inhab ral population work in industry
million % million ¢ million 7 million o million Vo
1810 9.0 100.0 2.0 22.2
1850 140 100.0 3.1 22.2 0.3 2.0
1868/1871 17.5 100.0 4.1 23.2 0.5 2.8
1897/1900  23.7 100.0 6.3 26.6 1.8 7.6
1921/1925  26.6 100.0 8.7 32.8 2.9 10.8
1931/1933  29.8 100.0 10.6 35.5 4.3 14.4
1939/1940  32.5 100.0 12.0 36.9 4.9 15.1
1946 23.9 100.0 7.5 31.8 24 10.0
1950 25.0 100.0 9.6 39.0 4.0 16.0 13.0 52.9 5.1 20.9
1955 27.6 100.0 12.1 43.8 5.1 18.5 2 g ¢
1960 29.7 100.0 14.2 48.3 6.1 20.6 18.1 61.6 7.3 25.0
1965 31.6 100.0 15.7 49.7 6.8 21.6
1970 32.6 100.0 17.0 52.3 7.4 22.6 23.0 70.5 8.9 27.3
1971 32.9 100.0 17.3 52.7 7.5 22.8 23.3 71.1
1972 322 100.0 177 53.4 1.7 23.1 23.9 71.9
1973 33.5 100.0 18.1 54.2 7.9 23.7 24 4 72.8
1974 33.8 100.0 18.5 54.6 8.1 24.0 24.5 72.9

* Estimated by the author on the basis of various statistical data.
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TABLE 2. Changes in the number of towns and cities by size classes from the middle of the 19th century till 1973 within the present territory of Poland

under

under
over

under
over

Number of inhabitants

1000
1001- 2,000
2001- 5,000
5001- 10,000

10,000
10,000

10,001~ 20,000
20,001- 50,000
50,001- 100,000
100,000

100,000

100,001~ 200,000
200,001~ 500,000
500,001-1,000,000
under 1,000,000
over 1,000,000

Total

half of 19th

century

238
368
369
80
1055
23

1078
X

1078

1867/1871

156
321
446
125
1048
55
39
11

1103
X

1103

1897/1900

96
271
431
178
982
124

1106
X

1106

1910

70
217
441
225
953
165

1118
X

1118

1921/1925

19
124
298
185
626
167
100

48

12
786

[ (S IRV

793
X

793

Number of towns and cities

1931/1933

13
99
283
201
596
193
106
59
14
775
14
7

4

2
788
1

789

1950

15
115
263
159
552
144

76

50

12
690

16

10

4

2

706
x

706

1960

93
315
238
651
242
135

65

20
811

22

13

7
1
892
1

893

1965 1970
5 43
82 68
289 287
247 220
623 579
268 310
145 162
76 97
25 27
869 865
22 24
13 14
6 6
2 3
890 888
1 1
891 889

1973

60
247
199
507
329
169
107

29
812

24

13

7
3
835
1

936

Sources: A. Jelonek, Ludnos¢ miast i osiedli typu miejskiego na ziemiach Polski od 1810 do 1960 r. (Populations of towns and urban settlements on Polish territory
Geogr. 1967, 3/4. Central Statistical Office, Statistical Yearbooks 1964, 1971, 1974.

, 1810-1960), Dok.
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TABLE 3. Changes in the number of towns and cities by voivodships from the middle of the 19th century till 1973 within the present territory of Poland

Number of towns and cities

Voivodships half of 19th 1867 1897 s 1921 1931 1950 1960 1970 1973
century 1871 1900 1925 1933

Bialystok 58 58 60 61 40 40 33 34 36 35
Bydgoszcz 50 50 51 53 47 47 56 58 56 56
Gdansk 18 18 20 22 22 24 24 31. 32 29
Katowice 36 60 67 69 52 43 45 94 91 75
Kielce 92 92 95 97 27 27 27 37 37 36
Koszalin 34 34 34 34 34 34 33 35 35 34
Cracow with the City of Cracow 67 67 60 60 50 51 42 56 52 51
Lublin 80 80 83 84 27 27 24 32 32 32
1.6dz with the City of Lodz 58 58 59 59 32 32 36 40 40 38
Olsztyn 50 50 50 50 48 48 34 39 39 39
Opole 28 28 28 28 28 28 28 38 36 36
Poznan with the City of Poznan 157 157 143 143 126 127 97 102 102 100
Rzeszow 85 85 82 83 40 40 39 46 46 44
Szczecin 39 39 39 39 40 40 38 41 40 36
Warsaw with the City od Warsaw 93 93 103 103 50 51 50 70 70 69
Wroclaw with the City of Wroclaw 89 89 89 89 88 88 65 98 99 85
Zielona Goéra 45 45 43 43 42 42 35 42 42 41
Poland 1078 1103 1106 1118 793 789 706 893 889 836

Sources: Table 2.
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functions. This was due to the creation of an integrated hierarchical structure
of the central and the territorial administration.

But the real upsurge in the urbanization processes came only after the
Second World War (Table 4, Figs. 1 and 2). It is rather paradoxical, as the losses
in the urban population were much greater than in the rural one. Perhaps the
necessity to fill up the decimated ranks of urban inhabitants in the central and
eastern parts of the country together with the depopulated cities and towns in
the northern and western parts released pent up trends of migration which by
sheer inertia continued although the original causes had ceased to function. In
addition it is necessary to remember that in the inter-war period emigration
abroad (because of the restrictions placed on the number of immigrants allowed
to enter the receiving countries) was cut down to an insignificant size and the
intensity of the urbanization processes was insufficient to consume the growing
surplus of the rural population. This resulted in the overpopulation of the
rural areas and the so-called “hidden” unemployment in agriculture reached
a very high level (it was estimated by 1939 by various sources as between 4.5
and 8 million people).

TABLE 4. The urban population: rates of growth (within the present territory of Poland)

Inter-war years Post-war period
1921 1939 1946 1950 1970 1973
1921-1939 1946-1950 1951-1970 1971-1975

Total population in millions 26.6 32.5 239 25.0 32.7 34.2
Index of growth 1.221 1.046 1.304 1.146
Average annual index of
growth 1.011 1.009 1.013 1.009
Urban population — in
millions 8.7 12.0 7.5 9.8 17.1 18.9
Index of growth 1.379 1.307 1.742 1.104
Average annual index of
growth 1.018 1.064 1.038 1.020
Population in millions of
cities with over 100,000 2.9 4.9 2.4 4.0 7.4 8.2
Index of growth 1.689 1.666 1.850 1.115
Average annual index of
growth 1.030 1.136 1.031 1.022

Sources: K. Dziewonski and L. Kositiski, Rozwdj i rozmieszczenie Ludnosci Polski w XX. wieku; Ludnos¢ Polski Ludowej
(The growth and distribution of population in Poland during the 20th century. Population of the Peoples Poland), vol. 1,.
Warszawa 1967. Glowny Urzad Statystyczny, Rocznik Statystyczny 1974, Warszawa 1974 Authors’. estimates.

The Second World War brought in a radical change in the numbers and
structure of the urban population. The final result was a sum of heavy popula-
tion losses and material destruction, the annihilation of the Jewish population
(very numerous among urban inhabitants of the eastern and central regions)
and finally the post-war resettlement of the German and Polish populations in
connection with the change of the state territory. The size of the urban popula-
tion (within the present territory) has diminished from the estimated 12.0 mil-
lion in 1939 to 7.5 million in 1946, and 9.6 million in 1950 or from 36.9%/¢ of the
total population to 31.8% in 1946. But by 1950 this index was higher than at
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Fig. 1. Processes of urbanization in Poland in the years 1950-1870

A. Main urban centres and areas: 1 —limited growth, 2 — strong growth, 3 — very strong growth,
4 —signs of decentralization, 5— new mining areas, 6 — areas of mass tourism; B. Zones of
urban growth: I. Areas strongly urbanized: 7 — conurbations, metropolitan areas, 8 — areas of
direct deglomeration, 9 — areas of indirect deglomeration, II. Areas of decreasing growth of
urbanization: 10 — areas of balanced structure, 11 — areas of deformed structure, 1I1I. Areas of

strong urbanization: 12 — areas of balanced structure, 13 — areas of growth of middle-sized towns,
14 — areas of concentration in the largest cities

any time before (39.0%0) and by 1955 the urban population increased to 12.1
million. Such a quick recovery indicates the strength of the whole trend to-
ward urbanization in the post-war period. The persistent growth brought the
total number of the urban population by 1974 to 18.5 million and the
corresponding index to 54.6%0. To compare the post-war period with one of the
inter-war years it is sufficient to state that between 1921 and 1939 the urban
population had grown by 37%p and between 1950 and 1974 by over 100%p
(between 1946, a year of stil unstable conditions and 1974 even by 147%0) i.e., in
the first case the average mean annual rate of growth amounted to 1.018 and
in the second to 1.027. However, in reality the growth of the urban population
was not even, the indices were not constant (Table 5).

If we omit the first years, immediately after the war with their large but
irregular waves of re-emigration and resettlement, the first decade (1951-1960)
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Fig. 2. Processes of urbanization in Poland in the years 1970-1980
A. Main urban centres and areas: 1 —limited growth, 2 — strong growth, 3 — very strong growth,
4 —signs of decentralization, 5— new mining areas, 6 — areas of mass tourism; B. Zones of
urban growth: I. Areas strongly urbanized: 7 — conurbations, metropolitan areas, 8 — areas of

direct deglomeration, 9 — areas of indirect deglomeration, II. Areas of decreasing growth of
urbanization: 10 — areas of balanced structure, 11 — areas of deformed structure, III. Areas of

strong urbanization: 12 — areas of balanced structure, 13 — areas of growth of middle-sized
towns, 14 — areas of concentration in the larges cities, 15 — reconstruction of the central
districts

witnessed a very steep rise of 48%¢ (average annual indices of growth for the
years 1951-1955: 1.042 and for the years 1956-1960: 1.036) and a much slower
growth (by 20%¢ and the average annual index of 1.017) in the following decade
(1961-1970). After 1970 a new rise in the growth of the urban population be-
comes evident (average annual index at 1.020).

The best way of representing the regional differences in the progress of
urbanization is by the variances from the national average (Figs. 3 and 4). To
understand them fully they should be related on the one hand to the increase
of the total population within each region and on the other to the initial size
of the urban population there.
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TABLE 5. Indices of growth of total and urban population

Voivodships

Bialystok

Bydgoszcz

Gdarnsk

Katowice

Kielce

Koszalin

Cracow with the
City of Cracow

Lublin

L6dz with the
City of L6dz

Olsztyn

Opole

Poznan with the
City of Poznan

Rzeszéw

Szczecin

Warsaw with the
City of Warsaw

Wroclaw with the
City of Wroclaw

Zielona Goéra

Poland

1950-
1955

1.072
1.083
1.140
1.114
1.075
1.197

1.078
1.049
1.051

1.155
1.074
1.080
1.102
1.220
1.122

1.363
1.185

1.101

1956-
1960

1.059
1.087
1.153
1.090
1.039
1.106

1.058
1.060
1.055
1.105
1.069
1.066
1.048
1.168
1.081

1.142
1.170

1.081

1961-
1965

1.054
1.058
1.084
1.063
1.037
1.080

1.061
1.043
1.033
1.068
1.064
1.059
1.056
1.098
1.056

1.075
1.068

1.059

Total population

1966-
1970

1.014
1.042
1.086
1.050
0.995
1.054

1.047
1.013
1.010
1.024
1.050
1.046
1.038
1.060
1.035

1.025
1.045

1.035

1971-
1975

1.024
1.046
1.078
1.068
1.016
1.062

1.049
1.024
1.020
1.047
1.047
1.023
1.044
1.078
1.046

1.046
1.062

1.046

19511975
total annual
average
1.241  1.009
1360  1.012
1.668  1.021
1.449  1.015
1157 1.006
1.600  1.019
1327 1.011
1.176  1.007
1.180  1.007
1.462  1.015
1.346  1.012
1.303  1.011
1322 1.011
1.784  1.023
1.386  1.012
1.915  1.026
1.643  1.020
3625 1608

1951-
1955

1.237
1.161
1.245
1.808
1.355
1.406

1.288
1.168
1.097
1.272
1.253
1.162
1.332
1.280
1.267

1.240
1.349

1.230

1956-
1960

1.229
1.180
1.203
1.162
1.216
1.237

1.222
1.340
1.091

1.240
1.291

1.150
1.224
1.234
1.199

1.235
1.336

1.193

Urban population

1961- 1966-  1971-
1965 1970 1975

1.144  1.150 1.132
1.070 1.078 1.101
1.106 1.122 1.116
1.074 1.060 1.095
1.102  1.116 1.136
1.125  1.122 1.114
1.086 1.105 1.144
1.103  1.183 1.139
1.066 1.045 1.054
1.086 1.142 1.119
1.102  1.125 1.124
1.084 1.099 1.049
1.098 1.138 1.173
1.131 1.103  1.104
1.083 1.078 1.095
1.101  1.063 1.083
1.126 1.116 1.110
1.089 1.090 1.104

1951-1975
total annual
average

2.265 1.033
1.708 1.022
2.075 1.041

1.786 1.023
2.303 1.029
2.444 1.036
2.163 1.031

2.325 1.034
1.404 1.014
2.189 1.032
2.259 1.033
1.671 1.021

2.391 1.035
2.174 1.032
1.943 1.027
1.943 1.027
2.514 1.038
1.924 1.027

For 1971-1975 estimates.
Calculated by the author on the basis of the official statistical data,
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Fig. 3. Deviations from the national mean of the growth of urban population I
A — Absolute values, B — Relative values (adjusted to the general population growth)
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Fig. 4. Deviations from the national mean of the growth of urban population II
A — Absolute values, B — Relative values (adjusted to the general population growth)
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TABLE 6. Regional structure od urbanization on a comparative basis

Urban population

Non-agricultural population

Employment in Socialist industries

Voi ’ 1950 1960 1970 1950 1960 1970 1960 1970
oivodships - - - - -
N e prap 1N % rank 1n % rank M o/ rank "M o rank ™ ¢ rank M rank ' rank
thous. thous. thous. thous. thous. thous. thous. thous.

Biatystok 219 224 14 333 30.2 14 438 37.2 15 260 27.2 16 409 37.5 16 558 47.3 16 41 4.0 17 68 6.6 17
Bydgoszcz 626 425 17 836 48.2 7 971 50.7 8 794 551 9 1042 61.0 10 1290 66.7 11 141 89 8 201 11.9 9
Gdansk 550 58.0 2 824 664 2 1022 69.6 2 667 711.7 2 937 76.6 2 1192808 2 112 100 6 173 13.6 6
Katowice 1741 63.2 1 2495753 1 2941 76.8 1 2378 867 1 294790.0 1 345193.1 1 716 229 1 845 253 1
Kielce 304 18.3 15 501 27.3 15 616 32.6 14 515 31.6 14 779 499 14 1091 57.8 13 128 7.4 12 195 11.6 11
Koszalin 180 34.1 10 313 44.8 10 395 49.6 10 218 41.7 12 378 55.0 12 518 64.8 12 32 49 14 57 8.7 14
Cracow with

the City of

Cracow 663 31.0 11 1044 41.8 11 1254 452 11 1001 47.6 11 1490 60.3 11 1988 71.0 9 245 105 5 339 13.6 5
Lublin 292 17.2 16 457 25.1 16 596 31.0 16 387 24.1 17 598 33.2 17 872 45.5 17 70 43 16 117 7.1 16
L6dZ with the

City of L6dZ 1020 48.5 5 1221 52.7 6 1359559 6 1182569 6 1467 634 8 1730 71.0 8 320 146 2 397 17.6 3
Olsztyn 206 29.3 12 325 36.3 13 403 41.1 13 290 41.7 13 443 50.2 13 563 57.3 14 38 4.5 15 60 7.6 15
Opole 225 27.3 13 364 38.4 12 451 42.6 12 475 585 5 603 64.9 5 785 739 5 108 122 4 148 15.7 4
Poznan with

the City of

Poznan 876 42.0 8 1171 472 9 1395503 9 1161 553 8 1562626 9 1844 69.0 10 192 86 9 278 129 8
Rzeszow 238 17.1 17 388 24.2 17 485 27.6 17 376 27.5 15 655 41.3 15 1003 57.0 15 95 63 13 176 11.3 13
Szczecin 304 559 3 480 62.2 3 599 66.6 4 312 59.3 4 512 67.6 4 668 74.2 4 55 8.0 11 89 11.7 10
Warsaw with

the City of

Warsaw 1247 43.0 6 1895540 5 2213577 5 1577 553 7 2206 639 7 2758714 7 257 8.1 10 382 11.4 12
Wroctaw with

the City of

Wroclaw 906 49.6 4 1388 62.1 4 1625649 3 1134 668 3 1655740 3 202480.6 3 305 144 3 415 18.4 2
Zielona Géra 212 37.1 9 382 482 8 480 54.3 7 292 52.3 10 501 64.0 6 65 72.9 73 99 7 104 13.4 7
Poland 9811 36.9 — 14401 48.2 — 17088 52.3 — 13016/52/9/'=+1181251 6106 — 22996 70.2 — 2949 104 — 4072 13.9 —




54 K. DZIEWONSKI

ployment in industry. Opole becomes the 4th and Rzeszow the 13th. It seems
that the dispersed industrialization, typical for these two regions serves as a
substitute for the urbanization in the form of larger cities.

Moreover, a completely different physical pattern is obtained when acces-
sibility is taken into account (Table 7). Assuming as a rough measure (omitting
the influence of the actual transport network and services) the regional den-
sity of all cities and towns (by voivodships) the three voivodships of Silesia
take first place as the most urbanized and the two eastern voivodships of
Lublin and Bialystok as the least urbanized areas of the whole country.

TABLE 7. Average size of urban fields in 1975

Number of towns Average size of urban field

Voivodships over o;er all towns over 20,000 over 100,000
total 20,000 100,000 sqkm rank sq.km rank sqkm  ran}

Bialystok 35 5

1 663 16 4641 16 23207 14
Bydgoszcz 56 6 2 372 8 3475 12 15425 8
Gdansk 29 11 2 380 9 1003 2 5518 2
Katowice 75 33 9 127 1 289 1 1061 1
Kielce 36 5 2 542 15 3902 13 9755
Koszalin 34 5 ¢)) 532 13 3420 11 (18102) 11
Cracow with the
City of Cracow 51 12 1 306 5 1292 4 15584 9
Lublin 32 6 1 777 17 4146 14 24878 15
L6dz with the
City of Lodz 38 11 1 455 12 1573 5 17302 10
Olsztyn 39 3 ) 537 14 6982 17 (20954) 13
Opole 36 6 1 265 3 1592 6 (9554) 3
Poznan with the
City of Poznan 100 8 1 271 4 3389 10 27111 16
Rzeszé6w 44 10 (0)) 424 10 1863 7 (18637) 12
Szczecin 36 3 1 354 6 4251 15 12754 6
Warsaw with the
City of Warsaw 69 16 1 434 11 1871 8 29933 17
Wroclaw with the
City of Wroclaw 85 17 2 225 2 1126 3 9574 4
Zielona Gora 41 6 ) 356 7 2429 9 (14576) 7
Poland 836 163 25 374 — 1918 — 12507 —

(29) (10782)

Data in brackets pertain to the main urban centres (capitals) of voivodships with population below 100,000 inhabitants.
Computed by the Author from various sources.

Accessibility to the largest cities (urban agglomerations) representing the
full set and the best organization of services cannot be measured on the basis
of the average regional densities, it has to be considered on the basis of the
cartographic presentation (Fig. 5). Roughly speaking towns and rural areas of
ten voivodships are within an easy reach of the already developed urban
agglomerations. It seems significant that in the remaining areas, those voivod-
ships which in near perspective are within the reach of quickly growing new
agglomerations are characterized at present by the distinct and specific under-
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development of regional urban systems. Evidently the lack of proper urban
services at the lower level favours the urbanization in the form of heavy
concentration at the highest levels.

(4) Let us turn now to the comparison of patterns of industrialization and
of urbanization. We shall try to analyze the extent of their spatial correspond-
ence — their similarities and differences — and to identify causes.

As the starting point for this discussion we shall take the relation between
the urban population and the industrial employment by voivodships. The pic-
ture obtained in this way seems to be very clear. In the southern regions the

I
W o

$ P
s + 10
e o 11

Fig. 5. Urban agglomerations, industrial districts and the spread of technical
civilization
I. Industrial districts after S. Misztal: 1 — with over 1000 employed in industry per 10 sq.km,
2 — with between 500 and 1000 employed in industry per 10 sq.km, 3 — with between 200 and
500 employed in industry per 10 sq.km; II. Industrial districts and centres after the Central
Statistical Office: 4 — industrial districts, 5 —larger industrial centres, 6 — smaller industrial
centres, 7 — areas outside spheres of influence of any urban agglomerations, 8 — areas within
spheres of influence of potential urban agglomerations, 9 — centres of developed urban agglo-
merations, 10 — centres of developing urban agglomerations, 11 — centres of potential urban
agglomerations
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64 A. ZAGOZDZON

FACTOR VALUES

For a proper arrangement of the set of towns, the 30-dimensional space
was reduced to three dimensions, the factor values being calculated for the
first three main components. The final interpretation was made in the plane
of the F,, F, components. In addition to that, linear classification for both
components was performed. The arrangement of towns according to the factor
values is presented in Tables 1 and 2. The central character of the town is
defined by the F, component. Together with the decrease of the factor value,
decreases the area of influence of the centre. This is in agreement with the
assumption of interrelation between the size and rank of the centre and the
scope of its influence. The values according to the F;, component are character-
ized by great disparity (from 171 — Poznan to 17.4 — Augustow), with the
largest differences in the higher values (4.6). Thus the direct sequence of
occurrence of two centres does not mean that they are of similar centrality
(i.e., that they have similar F; value). On the contrary, they are often char-
acterized by a large disproportion in rank. In the group of towns of the high-

TABLE 1. One-factor classification according to the F; component

No Town F, value No. Town F, value
1 Poznan 171.582 30 Kalisz 9.019
2 Szczecin 100.782 31 Wioctawek 8.648
3 Lublin 84.424 32 Stupsk 7.162
4 Bydgoszcz 77.669 33 Cieszyn 6.807
5 Kielce (+Skarzysko) 46.964 34 Swidnica 6.282
6 Biatystok 46.373 35 Legnica 4.617
Iy . Siscions 43.007 36  Pabianice (+Eask) 2.451
8 Bielsko-Biala 35.149 .

! 37 Zdunska Wola
9 Rzeszow 32.876 "
' (+ Sieradz) 2.069
10 Torun 28.952
38 Inowroctaw 2.027
11 Opole 28.832 39 Elbl 1.728
12 Rybnik 27.024 T o '
40 Ostrowiec Swieto-
13 Radom 26.280 K ki 1.001
14 Olsztyn 24.683 Sreystls :
15 Walbrzych 21.735 .| NEARRON (G GT0;
: dzisk) 0.955
16 Piotrkow Tryb. 42 Kozle (+ Kedzierzyn) 0.756
(+ Tomaszow) 17.841 43 Grudzigdz 0.718
17 Jaworzno 17.505 44 Przemysl 0.598
18 Jelenia Gora 16.503 45 Otwock 0.428
19 Tychy 15.738 46 Zgierz 0.160
20 Pruszkow 15.721 47 Ostrow Wikp. 0.058
21 Zielona Goéra 14.864 48 Oswigcim —0.204
22 Zakopane (+N. Targ) 14.108 49 Nysa —0.614
23 Tarnéw 12.851 50 Pulawy —L.150
24 Plock 12.395 Rl = asonil £ 57
25 N S 12.170 52 Dzierzoniow —1.661
QII-eE I8 ' 53 Krosno —1.986
26 Tarnowskie Gory 12.181 54 Wotomin _1.937
27 Koszalin 11.655 55 Zamosé —1.943
28 Wodzistaw 10.079 56 Klodzko —2.418
29 Gorzéw Wlkp. 9.741 57 Gniezno —2.848
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No.

58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76

77
78
79
80
81
82

83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104

Town F, value
Chelm —3.467
Zawiercie —3.816
Mielec —4.191
Lublin —4.191
Pita —4.335
Jarostaw —4.638
Olkusz —4.851
Siedlce —4.965
Stalowa Wola —5.027
Raciborz —5.283
Stargard Szczecinski —5.411
Starachowice —5.579
Kutno —5.608
Zywiec —5.644
Zgorzelec —6.043
Leszno —6.520
Radomsko —6.657
Tczew —6.750
Sanok —6.060
Biala Podlaska —7.636
Tarnobrzeg —7.657
Szczecinek —7.682
Jasto —7.741
Nowy Dwoér Maz. —8.035
Krasnik (+ Krasnik
Fabr.) —8.231
Nowa Sé6l —8.239
Piaseczno —8.271
Bochnia —8.585
Glogow —8.653
Lowicz —9.138
Lubliniec —9.216
Brzeg —9.494
Bolestawiec —9.751
Wielun —10.015
Minsk Maz. —10.026
Kolobrzeg —10.138
Chojnice —10.467
Kluczbork —10.814
Ciechanow —10.823
Wejherowo —10.867
Fomza —10.880
Gorlice —10.951
Olesnica —11.037
Debica —11.363
Prudnik —11.402
Swiecie —11.504
Eukow —11.538

5 Geographia Polonica II

105
106
107
108
109
110

111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152

Town

Krotoszyn
Skierniewice
Starogard Gdanski
Luban

Sandomierz

Zary

Swinoujscie
Pszczyna
Strzelce Opolskie
Elk
Ostrolgka
Hrubieszéw
Malbork
Ketrzyn
Koscian
Sochaczew
Ostréda
Nowa Ruda
Suwalki
Jarocin
Turek
Kamienna Gora
Milawa
Le¢bork
Itawa
Myszkoéw
Wrzesnia
Gizycko
Srem
Kwidzyn
Walcz
Jawor
Szczytno
Zagan
Swiebodzin
Olawa
Miedzyrzecz
Bielsk Podlaski
Ostréow Maz.
Biatogard
Wagrowiec
Bartoszyce
Chelmno
Brodnica
Koscierzyna
Sroda Wikp.
Goleniow
Augustéw

65

cont,

F,; value

—11.544
—11.565
—11.617
—11.711
—11.767
—11.909

—12.507
—12.074
—12.135
—12.201
—12.269
—12.301
—12.331
—12.814
—12.839
—12.890
—13.019
—13.015
—13.032
—13.142
—13.471
—13.647
—13.686
—13.808
—13.883
—13.971
—14.095
—14.272
—14.316
—14.368
—14.375
—14.624
—14.561
—14.705
—14.777
—14.794
—14.828
—14.852
—15.853
—15.126
—15.281
—15.471
—15.652
—15.751
—16.497
—16.532
—16.808
—17.351
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TABLE 2. One-factor classification according to the F, component

A. ZAGOZD?ON

No. Town Fy value No. Town F, value
1 Lublin 7.965 47 KoZle 0.162
2 Wodzistaw 6.053 48 Sandomierz 0.158
3 Tarnobrzeg 4.326 49 Zdunska Wola 0.156
4 Glogow 4.087 50 Tychy 0.148
5 Pulawy 3.767 51 Dzierzoniéw 0.147
6 Konin 3.735 52 Fomza 0.126
7 Rybnik 2.940 53 Suwalki 0.121
8 Plock 2.603 54 Stupsk 0.118
9 Lublin 2.223 55 Piaseczno 0.104

10 Sanok 1.566 56 Nowy Dwoér Maz. 0.080
1 Kielce 1.498 57 Jelenia Géra 0.055
12 Sram 1.289 58 Barto'szyce 0.035
13 Bielsko-Biata 1.061 g x <. Hrubieszow e
14 Bialystok 1.004 60 Szczytno 0.024
15 Olsztyn 0.915 ol SRIEIs 0.004
16  Olawa 0.903 o L —0.001
17 S$widnica 0.903 e ST —0.016
18 Wioclawek 0.837 e At Y =
19 Jaslo 0.805 Sofritiaga g
20 Swinoujscie 0.820 o Radom —0.052
21 Zielona Géra 0.663 Ly E!blag U
2 Rzesz6w 0.661 68 Biala Podlaska -~ 0.092
23 Wielui 0.656 69 Piotx"kév‘v Tryb. —0.125
24 Ostrolka 0.619 L0 SPENERIS =10
25 Stalowa Wola 0.617 A e S(,)l § e
26  Gorzéw Wikp. 0.578 (2l g2 =oc2
27 Kolobrzeg 0.575 73 Swiebodzin —0.186
28 Torun 0.540 74 Zywiec 5
29 Koszalin 0.522 75 Zary .
30 Swiecie 0.496 Us, NIy e
31 Ostrowiec Swieto- W S?czecm X T
krzyski 0.390 78 Blelsl'( Podlaski —0.239

32 Chelm 0.350 79 Koscierzyna —0.224
33 Olkusz 0.344 80 Starogard Gdanski —0.244
34 Lukéw 0.340 81 Kalisz —0.260
35 Nysa 0.327 82 Lowicz —0.263
83 Augustow —0.284

36 Miedzyrzec 0.257 84 Klodzko —0.288
37 Zamoi¢ 0.252 85  Oswiccim —0.296
38 Bydgoszcz 0.223 86 Ketrzyn —0.325

e o B

41  Olesnica 0.184 ESkpuyWastowiee —iky

42 DQbiCa 0.184 89 Luban —0.344

43 Zgorzelec 0.182 90 Minsk Maz. —0.345
44 Nowy Sacz 0.174 91 Siedlce —0.347
45 Cz¢stochowa 0.172 92 Zakopane —0.353
46 Turek 0.163 93 Jawor —0.354
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No. Town F, value No. Town F, value
94 Chojnice —0.360 123 Szczecinek —0.694
95 Legnica —0.370 i 124 Brzeg —0.716
96 Raciborz —0.382 125 Ciechanéw —0.722
97 Gniezno —0.3%4 126 Chetmno —0.728
98 Ostroda —0.398 127 Nowa Ruda —0.733
99 Ostrow Maz. —0.417 128 Sroda Wikp. —0.741
100 Waltbrzych —0.432 129 Przemysl —0.760
101 Sochaczew —0.436 130 Miawa —0.765
102 Kluczbork —0.437 131 Wejherowo —0.771
103 Wrzesnia —0.388 132 Walcz —0.804
104 Pila —0.456 133 Pszczyna —0.826

e . S 134 Kwidzyn —0.881

105 Kamienna Goéra —0.508 135 Kutno —0.866
106 Jarostaw —0.512 136 Koscian —0.889
107 Stargard Szczecinski —0.523 137 Tarnowskie Gory —0.912
108 Goleniow —0.526 138 Ostrow Wlkp. —0.917
109 Grudziadz —0.552 139 Zagan —0.922
110 Radomsko —0.558 140 Krotoszyn —0.924
111 Etk —0.582 141 Lebork —0.950
112 Pabianice —0.583 142 Lubliniec —0.974
113 Jaworzno —0.585 143 Bialogard —1.048
114 Strzelce Opolskie —0.586 144 Jarocin —1.137
115 Prudnik —0.603 145 Malbork —1.397
116 Inowroctaw —0.623 146 Skierniewice —1.494
117 Tczew —0.631 147 Wotomin —1.753
118 Brodnica —0.639 148 Otwock —1.961
119 Bochnia —0.673 149 Zyrardow —2.241
120 Starachowice —0.684 150 Mielec —2.521
121 Zgierz —0.684 151 Pruszkow —3.004
122 Leszno —0.694 152 Poznan —4.092

est F, values, performing the function of the centres whose influence reaches
beyond the boundaries of the region, were included almost all the voivodship
centres and several larger industrial centres (Table 1). Some other towns
included in this group were either those of almost the same rank, or else
highly urbanized poviats.

The regional centres that are highest in rank are not equally distributed
over the area of the country (Fig. 1). Most of them are grouped in southern
Poland, and very few are found in the northern regions.

A group of centres of lower rank (subregional centres) can be eliminated
out of the set of towns by means of appropriate “cutoff” according to the
limit of the index. It was assumed that this set is isolated by the following
values of components: 4.6 < F, < 17.8. This group includes 20 centres in which,
in comparison with the previous ones, the central functions are not fully
developed.

Next are the centres which show some characteristics typical of subregional
centres (—7.0 < F; < +2.5) and the “remaining cities” which do not show any
characteristics typical of supra-poviat centres.

5
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Fig. 1. Classification of towns according to F, F; components

According to the F, component the towns were divided into two groups:
the growth centres and the stabilized centres. However, it seems more useful
to divide the towns into four groups:

— stabilized centres (F, < —0.5),

— centres of limited growth (—0.5 < F, < 0.3),

— growth (development) centres (0.3 < F, < 2.0),

— centres of dynamic growth (F, > 2.0).
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TABLE 3. Classification of towns according to the F;, F, components
Degree of central character — F; component
Centres with
certain Regional Regional
Remaining subregional centres centres
towns centres Total
characteristics Level 2 Level |
F<-10 ~70<F,=25 46<F, <178 F,> 210
1 2 3 4 5 6
Centres of dyna- Tarnobrzeg Lublin Wodzislaw Lublin
mic growth  Glogdw Putawy Plock Rybnik 9
Fy>20 Konin
Growth centres Srem Sanok Wioctawek Kielce
(+ Skarzys-
sko)
03 < Fy=< 20 Olawa Stalowa Wola Zielona Géra  Bialystok
Jaslo Ostrowiec Gorzow Wikp. Bielsko-Biala 26
Swinoujicie Chelm Swidnica Rzeszow
2 Wielun Olkusz Koszalin Torun
§ Ostroleka Nysa Olsztyn
g Kolobrzeg
g Swiecie
o Lukow
== - e sl o X e B - N
2 Limited growth  Gorlice Zamos$é Nowy Sacz Bydgoszcz
= centres Migdzyrzecz Krosno Tychy Cze¢stochowa
2 0.5 < Fy < 0.3 Olednica Zgorzelec Slupsk Opole
2 Turek Kodle Jelenia Géra  Radom
= Sandomierz (+ Kegdzierzyn) Cieszyn Walbrzych 69
g Lomza Zdufiska Wola Piotrkow Tryb. Szczecin
- Suwalki Dzierzonidw Kalisz
Piaseczno Elblag Tarnbw
Nowy Dwér Zywiec Zakopane
s Maz. Starogard Gdad- Legnica
é Bartoszyce ski
s Hrubieszoéw Klodzko
8 Szczytno Odwigcim
§ Siedice
g Krasénik Racibbrz
De¢bica Gniezno
Miawa Pila
Biala Podlaska
Zawiercie
Nowa Sol
Bolestawiec
Swiebodzin
Zary
Myszkow
Biclsk Podlaski

http://rcin.org.pl
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Stabilized centres Kamienna Géra Jarostaw

F,< —05

Total

A. ZAGOZDZON

cont.

5 6

Koscierzyna
Lowicz
Augustow
Ketrzyn
Gizycko
Wagrowiec
Luban

Minsk Maz.

Jawor
Chojnice
Ostr6da

Ostréw Maz.

Sochaczew
Kluczbork
Wrzesnia

Stargard
Szczecinski
Golenidéw
Elk

Jaworzno
Grudziadz
Radomsko
Pabianice
Inowroclaw

Pruszkow

Strzelce Opolskie Tczew

Prudnik
Brodnica
Bochnia
Szczecinek
Brzeg
Ciechanéw
Chetmno
Nowa Ruda

Sroda Wikp.

Itawa
Wejherowo
Walcz
Pszczyna
Kwidzyn
Koscian
Zagan
Krotoszyn
Lebork
Lubliniec
Bialogard
Jarocin
Malbork
Skierniewice

77

Starachowice
Zgierz

Leszno
Przemysl
Kutno

Ostrow Wikp.
Wolomin
Otwock
Zyrardow
Mielec

40 20

Tarnowskie Gory

Poznan

13+2 152




/
k»ar. \ Srmec, \
~ - A ST @
> 210 O ® . e e N L
-—“'

(48:17.0) O @ (03 20)
(-70:28) O (-05:03)

-0 < (=} < -0s

http://rcin.org.pl



http://rcin.org.pl



REGIONAL AND SUBREGIONAL CENTRES

0.9254 employment in culture and art

0.9229 employment in administration

0.9168 employment in the health service, social welfare and physical culture
0.8861 number of occupied beds in hotels

0.8543 employment in industry

0.8386 floor area of flats commissioned in socialized economy
0.8385 number of pupils in primary and secondary art schools
0.8363 number of permanent beds in hotels

0.8173 investment outlays in the socialized economy

0.7456 domestic migrations

0.6670 employment in science

0.5267 number of bus arrivals and departures

0.0500 urban population growth rate

ANNEX 2. The share of characteristics in the F, component

Loads Characteristics
0.8293 urban population growth rate
0.3909 number of bus arrivals and departures
0.3097 investment outlays in socialized economy
0.3065 domestic migrations
0.2617 floor area of flats commissioned un the socialized economy
0.0831 employment in industry
0.0054 number of permanent beds in hotels
0.0276 number of occupied beds in hotels
0.0121 poviat population
0.0771 employment in transport and communications
0.0599 employment in finance and social insurance
—0.0041 employment in administration
—0.0118 socialized retail trade sales
—0.0156 general-education secondary school pupils
—0.0168 employment in trade
—0.0171 employment in education
—0.0311 poviat’s urban population
—0.0435 floor area of flats in towns
—0.0479 number of secondary school graduates
—0.0448 employment in municipal services and housing
—0.0479 employment in services pertaining to the living conditions of the population
—0.0501 employment in the health service, social welfare and culture
—0.0602 town population
—0.0701 electric power used by urban households
—0.0733 number of higher schools graduates
—0.0863 employment in culture and art
—0.1303 number of pupils in primary and secondary art schools
—0.1969 employment in science

—0.3794 number of train arrivals and departures
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It may also be assumed that the spread of urbanization phenomena over a
still rural territory is closely related to the patterns of innovation diffusion.
Television is undubitably one of these innovations that have been disseminated
recently at a faster rate than others. Therefore, in a later section of the paper
a hypothesis will be tested according to which the spatial trends of urbaniza-
tion and innovation diffusion (as examplified by the spread of television) in
Poland are basically similar.

NON-AGRICULTURAL POPULATION WITHIN RURAL AREAS

We have assumed the percentage of the non-agricultural population to be
an index of the economic urbanization occurring within rural areas. This index
also reflects the general change in the occupational structure of the rural
population. Its values for the whole Poland have been growing rapidly: from
23%¢ in 1950 to 319%/p in 1960 and over 43%¢ in 1970. It should be mentioned
that the rate of growth of the urban population has been slower over the same
period. At the same time, disproportions in the distribution of the non-agricul-
tural rural population have not changed radically: they amounted to 47 per-
centage points in 1950, 53 in 1960 and 52 in 1970.

Over the decade, 1950-1960 the highest rate of urbanization within the rural
areas occurred in the southern voivodships of Rzeszéw and Cracow (12 percent-
age points), followed by Katowice, Wroclaw and Zielona Goéra voivodships
(11). Also the next decade, i.e., 1960-1970, witnessed the highest rate of change
in the rural areas of the Rzeszo6w voivodship (17 percentage points) followed
by Cracow and Kielce (16) voivodships. Over the whole 20-year period the

TABLE 1. Non-agricultural population in the rural territory of Poland, 1950-1970

Percentage of non-agricultural Increase in percentage
Voivodships population points
1950 1960 1970 1950-1960  1960-1970 1950-1970

Poland total 23 31 43 8 12 20
Bialystok 10 15 22 5 7 12
Bydgoszcz 26 30 38 4 8 12
Gdansk 33 38 45 5 7 12
Katowice 57 68 78 11 10 21

Kielce 16 24 40 8 16 24
Koszalin 18 27 38 9 11 20
Krakow 25 37 53 12 16 28
Lublin 10 15 26 5 11 16
Lodz 18 27 38 9 11 20
Olsztyn 21 27] 34 6 7 13
Opole 43 48 59 5 11 16
Poznan 28 35 43 7 8 15
Rzeszow 15 27 44 12 17 29
Szczecin 18 25 35 7 10 17
Warszawa 19 26 38 7 12 19
Wroclaw 30 41 52 11 11 22
Zielona Gora 27 38 49 11 11 22

Sources: Ludnosé, zasoby mieszkaniowe, indywidualne gospodarstwa (Population, housing stock, individual households)
Central Statistical Office, Warszawa 1971; Roczniki statystyczne (Statistical yearbooks of Poland), Central
Statistical Office, 1950-1974.



URBANIZATION AND THE RURAL AREAS ™

non-agricultural rural population increased by more than 20 percentage points
in the voivodships of Rzeszéw, Cracow, Kielce, as well as in the Wroctaw and
Zielona Gora voivodships. The values of the index when plotted on a map,
interpolated and transformed into a linear form, display major spatial trends
in the “urbanization level” of the rural areas in Poland. The data show that
the level of economic urbanization of the rural population is also the highest
in southern and south-western Poland (over 50%% in the voivodships of Kato-
wice, Opole, Cracow and Wroctaw), while it is the lowest in the eastern voi-
vodships of Biatystok and Lublin (below 30% o).

N

B
LY

\
\

Fig. 1. Generalized spatial trend of the “economic urbanization” of the rural popula
tion in Poland, 1950-1970

§
JL’
>

Fig. 2. Generalized spatial trend of the “occupational urbanization” of the rural
population in Poland, 1960-1970

A zone of intensive economic urbanization in the rural areas covers the
region of Silesia, the vicinities of large cities, as well as the voivodships of
Zielona Goéra and Gdansk. Central Poland has been characterized by a moderate
level of urbanization, while the eastern part has been traditionally the least
urbanized. By 1970 the intensive urbanization zone had moved towards the
centre and only in the north-eastern regions had low values of the index been
retained. The general trend in the economic urbanization of the rural territory
shifted over the 1950-1970 period from SW-E to SW-NE. Interregional dispro-
portions have decreased slightly.

ECONOMICALLY ACTIVE — NON-AGRICULTURAL RURAL POPULATION

The percentage of the non-agricultural population by voivodships shows
general, macro-scale features of the economic urbanization in the rural terri-
tory. A much more detailed picture is provided by the index of the economic-
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ally active non-agricultural population as a percentage of the total labour
force in the rural areas. The analysis based on data for individual poviats
pertains to the decade of 1960-1970.

It is assumed that the index value of 30%¢ or more reflects a relatively high
level of the ‘‘occupational urbanization” within the administratively rural
territory, and this percentage is used as a threshold value in Table 2.

TABLE 2. Economically active, non-agricultural rural population by poviats, 1960 and 1970

1960 1970
Number of poviats with the per- Number of poviars with the per-
centage value above U s centage value above
30% 40%, 50% 60%, 30% 40% 50% 60%
15 9 4 2 Wroctaw 24 15 9 5
13 12 9 4 Katowice 14 13 13 10
6 4 1 0 Krakow 13 6 5 2
5 1 0 0 Ziclona Gora 14 9 1 1
8 5 4 0 Opole 12 7 5 i
5 1 0 0 Poznan 19 3 1 1
[ 3 2 0 Warszawa 10 6 3 3
3 0 0 0 Rzeszow 12 5 0 0
6 1 0 0 Gdansk 10 4 0 0
3 0 0 0 Bydgoszcz 10 2 0 0
2 0 0 0 Szczecin 5 3 2 0
2 0 0 0 Kielce 7 3 0 0
0 0 0 0 Koszalin 7 1 0 0
1 0 0 0 Lodz 6 2 0 0
1 0 0 0 Olsztyn 3 1 0 0
0 0 0 0 Lublin 2 0 0 0
0 0 0 0 Biatystok 1 0 0 0
76 36 20 6 Poland total 169 80 39 23

Sources: Compiled from National Census of Poland, December 6, 1960, Central Statistical Office, Warszawa 1965;
Struktura demograficzna i zawodowa ludnosci, gospodarstwa domowe — wyniki ostateczne (Demography
and occupational structure of population, households. Final results), Central Statistical Office, Warszawa 1972-

It follows from the Table that in 1960 only one out of four powiats was
above the threshold, and only one out of nine reached the index value of 40%bo.
Over the decade the situation has changed quite radically — more than half
of all poviats are above the 30%o value, and in one out of four the index value
is more than 40%. The share of the non-agricultural, economically active pop-
ulation in the rural territory amounts to 50%o or more in 39 poviats and to
over 60%0 in 23 poviats.

The distribution of the index values reveal a pronounced spatial pattern.
In 1960 the highest values were concentrated in the south-western parts of
Poland, with some poviats having 50-60%¢ of the rural labour force employed
in non-agricultural activities. Examples are the powiats of Tychy — 73.2%,
Tarnowskie Gory — 70.9%0 and Jelenia Géra — 60.8%/o. The lowest values occur-
red in the voivodships of Lublin and Bialystok, where the majority of poviats
had only about 6% of their rural labour force in non-agricultural activities.
Generally, interregional differences are roughly proportional to the disparities
in the overall urbanization level.
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differing in physiography, and historical development, as well as in the de-
velopment of the technical-economic, and social infrastructure.

(3) Functions of industry and regional growth centres: their structural and
spatial differentiation. In earlier studies (M. Dobrowolska 1960; M. Dobrowol-
ska and J. Rajman 1965) the leading role of industry in the formation of re-
gional centres and structures has been ascertained. These findings were based
upon the study of several dozen industrial centres — both the old ones — form-
ed during the capitalist period, and the newly developed centres. Interdepend-
encies between industrial growth and the resource basis, and transportation
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Fig. 1. Population increase of the towns in Tarnobrzeg Industrialized District,
1900~1972
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TABLE 1. The role of Tarnobrzeg in the development of its region (1960-1970)*

Indices

Capital outlays in the
public sector (million zl)
Population total (000)
Urban population (000)
Employment in the pub-
lic sector (000)
Employment in industry
(000)

In-migration (0000)
Commuters (000)
Labour force in non-
agricultural activities
Labour force in non-
agricultural activities
(urban places)

Total capital outlays,

1960 1970 Change (1960=100)
Poviat of Industrial City of Poviat of Industrial City of Industrial
Tarnobrzeg Centre of 9% Tarnobrzeg % Tarnobrzeg Centre of 9, Tarnobrzeg %,  Poviat Centre  City
Tarnobrzeg Tarnobrzeg
463.5 387.0 83.5 60.0 12.9 1548.3 1030.0 66.5 150.0 10.3 334.0 266.2 250.1
87.0 10.9 12.5 7.1 8.2 98.4 22.3 22.7 18.9 19.2 113.1 204.6 266.2
17.0 7.1 41.8 7.1 41.8 29.2 18.9 64.7 18.9 64.7 171.8 266.2 266.2
17.3 6.6 38.1 3.6 20.8 34.3 20.0 58.3 8.2 23.9 198.3 303.0 227.8
7.1 2.8 29.4 0.9 12.7 21.0 13.6 67.6 1.7 8.5 283.0 495.7 188.9
3.2 0.9 27.1 0.9 27.1 3.6 22o2) 61.1 111.6 251.4
6.7 3.8 57.4 1.1 16.4 14.5 10.5 72.2 1.3 11.0 204.2 276.8 120.0
18.9 4.7 24.9 2.7 14.3 33.0 10.7 324 8.8 26.7 174.6 227.7 3259
6.3 2.7 42.8 2.7 42.8 13.3 8.8 62.2 8.8 62.2 211.1 3259 3259
X x X X X 12.5 9.5 76.0 1.1 6.6 X X X

1960-1970 (billion zl)

* According to Z. Ziolo.
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ation to work by the inhabitants of areas a high percentage of very small
farms, and a high role of out-migration to France, Germany and the United
States before the war. The peasant population of the region came into
a direct contact with modern industry due to the latter’s massive labour de-
mand. Peasant farms have became rapidly electrified. The development of the
power transmission network has rapidly accelerated the modernization pro-
cesses within rural areas, including the mechanization of agriculture and the
equipment of households with modern appliances. The expansion of radio and
television ownership and their effect upon social and cultural patterns has also
to be emphasized. A detailed analysis by B. Gorz of a sample of 360 rural
households, has revealed sizeable differences in the use of electrical energy
between the industrialized regions of Tarnobrzeg and Stalowa Wola on one
hand and the predominantly rural poviats of Staszow and Kolbuszowa on
the other.

TABLE 2. Population migrations. The poviat of Tarnobrzeg

In-migration Out-migration Balance
To To To To

Yezy Total urban rural Total urban rural Total Urban Rural
places areas

places areas places areas
1960 2,148 934 1,214 1,927 717 1,210 +221 +217 +4
1961 1,977 876 1,101 1,722 669 1,053 +255 +207 +28
1962 1,998 997 1,001 2,007 724 1,283 -9 +273 —282
1963 1,666 906 760 1,180 593 647 +486 +373 +113
1964 2,345 1,354 991 1,979 940 1,039 + 366 +414 —48
1965 2,739 966 1,773 2,072 675 1,397 + 667 +293 +376
1966 2,395 1,217 1,178 1,966 570 1,396 +429 + 647 —218
1967 2,599 1,442 1,157 2,092 668 1,424 +507 +774 —267
1968 3,044 1,547 1,497 2,301 741 1,560 +743 + 806 —63
1969 2,269 1,762 1,507 2,373 741 1,632 + 896 +1021 —125
1970 3,605 2,527 1,078 2,879 937 1,942 +726 +1590 —864

14,528 13,257 7,975 14,583

Compiled by Z. Bobek from primary population registers.

(5) The labour market functions of regional centres. The analysis of the
individual factors of regional growth in the Tarnobrzeg district — the sulphur
industry, the power and transportation network, and the change in social and
occupational structure of the local population — shows the existence of a chain
of linkages and feedback effects between the advance of industrialization and
that of urbanization. Parcelled to the expansion of new industry and infra-
structure, new labour linkages are formed within the polycentric pattern of
industrial centres, including Tarnobrzeg-Machow, Stalowa Wola-Rozwadéw,
Nowa Deba, and the Sandomierz-Nadbrzezie-Gorzyce centres. All these are
important local labour markets, although they are relatively small on the
national scale. The rapidly growing demand for labour by new mining, manu-
facturing and construction establishments generated large-scale streams of
commuters from rural areas and small stagnant service towns. The range of
commuting increased between 1960-1970 from about fifty to about one hundred
kilometres, drawing into the sphere of daily contact the inhabitants of the
adjacent parts of Rzeszow, Kielce, and Lublin voivodships. The streams of
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permanent migration to Tarnobrzeg and Stalowa Wola originating in a num-
ber of places throughout the country. During the first stage of construction of
the industrial plants these streams consisted mainly of highly-skilled workers
and technicians from the chemical industries of Upper Silesia, Cracow and
Lower Silesia. In relative figures the majority of commuters and migrants
came from the poviat of Tarnobrzeg itself (over 50%0) and from other poviats
of Rzeszéw voivodship. During the second stage, i.e. 1965-1970 the percentage
of dependents in the total number of migrants markedly, increased as a con-
sequence of major housing development in the city of Tarnobrzeg which as-
sumed the role of the main residential area for the Sulphur Integrated Works,
in addition to its functions as an administrative, managerial and commercial
centre.

TABLE 3. The immigrating population in towns of Tarnobrzeg region, 1950-1960

Number of immigrants Share of Children and
family Percentage persons over 60
Towns per 100 members in the oIS years old per 100
total inhabitants total number amotk persons in
(as of 1950) of immigrants  mmigrants productive age

Baranéw

Sandomierski 185 14.1 40 48.5 28.4
Kolbuszowa 413 16.7 70 45.0 31.5
Mielec 5919 26.9 79 47.2 24,7
Nisko 1024 12.3 67 46.8 30.6
Nowa Degba 2500 52.0 88 46.8 30.8
Radomysl

Wielki 87 8.6 69 48.2 24.2
Rozwadow 453 15.8 59 47.8 30.6
Rudnik 341 6.1 68 55.3 40.8
Sandomierz 1800 13.9 32 43.2 47.5
Sokoléw

Matopolski 100 4.2 60 46.0 42.8
Stalowa Wola 6900 30.0 78 45.3 36.6
Staszéw 674 11.5 61 46.1 26.2
Tarnobrzeg 1702 26.6 76 45.8 38.2
Ulanéw 103 7.0 66 47.5 39.1

In the case of Tarnobrzeg region our earlier findings, based upon an ana-
lysis of other industrial centres together with their zones of influence, have
been sustained. It was found that the labour market and migration linkages
are of a critical importance in: (a) the demographic growth of urban-industrial
centres (also reflected in stagnation and degradation of small towns which
become centres of outmigrations), (b) the change in the demographic structure
(a growing percentage of young people) and in the occupational structure
(growing percentage of the working population), (c) the growth of the pop-
ulation density in suburban zones and the ‘“occupational urbanization” (or
‘“‘semi-urbanization’) of rural areas.

Statistical data and the relevant cartographic material show that the pop-
ulation increase in the Tarnobrzeg district due to migrations is similar to that
of other regions undergoing industrialization, including the Pulawy, Konin
and Plock districts although it is only one half of the respective figure for the
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newly developed coal mining district of Rybnik. Transitory migrations to the
Sulphur district are also sizeable: during 1960-70 the gross immigration equal-
led 28,800 persons, while the gross outmigration was 24,000 persons. The po-
sitive migration balance of the Tarnobrzeg poviat contrasts with a negative
balance of the surrounding rural powiats.

J. Herma (1968) and others analyzed the structure of the in-migration pop-
ulation (both family heads and their dependents) during the periods of 1960-
1964 and 1965-1970. It was possible to estimate the percentage of the population
living in the area since they were born, and the percentage of in-migrations
with a breakdown into categories of age, formal education and also occupa-
tional skills. Generally speaking, changes which occurred in the social and
occupational structure of the population throughout the decade of the 1960’s

TABLE 4. Migrations to towns of Tarnobrzeg region, 1960-1970

From the same From other poviats From other voivod-
Total poviat within Rzeszow ships
Towns in-mi- voivodshio
gration Total Urban Rural Urban Rural

places areas Tqta eyl places places
places places

Tarnobrzeg 10,416 3,046 411 2,635 2,715 1,343 1,372 4,612 2,340 2,272
Baranéw Sandomierski 735 270 40 230 197 68 129 254 106 148
Nowa Deba 2,491 412 70 342 1,035 360 725 958 636 322
Rozwadow 1,414 423 37 386 537 349 138 448 210 238
Stalowa Wola 11,683 — — — 7,383 2,594 4,989 4,250 1,887 2,363
Nisko 3,056 1,177 153 1,024 960 681 279 890 734 156
Rudnik 1,472 589 112 477 379 220 159 491 349 142
Ulanéw 387 183 56 127 94 63 26 102 81 21

were quite radical. A new city was virtually formed, dominated by the work-
ing population, with a high percentage of young families, and a majority of
jobs in industry and construction. The development of vocational schools, in-
cluding those run by industrial enterprises, facilitated a rapid progress in the
educational level and skills (A. Krakowska 1969, 1974). Interviews and ques-
tionnaires have shown a tendency towards the stabilization of crews, des-
pite rather difficult working conditions (high air pollution) in the sulphur
industry. At the same time sizeable transitory migrations from the rural areas
to small towns and then to the major industrial centres have been recorded.
Similar phenomena accompanying the processes of industrialization have been
described in a number of sociological studies, by authors such as Pohoski,
Nowakowski, Malanowski and Kolodziejski.

In those changes the leading part was performed by the employees of the
Sulphur Integrated Works, as was shown by the study of I. Turczyn-Zioto, who
analyzed the social structure of the crew before 1962 and during the 1963-1970
period. She found that at a later date about 65% of the Works employees were
residing in the city of Tarnobrzeg, and that labour, organizational and cultural
linkages between the city and the mining and processing centres of Machow,
Piaseczno and Jeziorko, situated in the 7-10 kilometre radius, have become
substantially stronger.

All this suggests a growing integration of settlement and economic pattern
and the development of Tarnobrzeg as a regional multifunctional centre com-
bining the administrative, service, production, transportation and residential
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functions. Thus, Tarnobrzeg may be treated as a ‘“growth pole” on a supra-
local scale. An important planning task is the rational division of functions
between Tarnobrzeg and the older centres of Stalowa Wola and Sandomierz
which together form a backbone for the developing, polycentric industrial
district at the junction of the Vistula and San rivers. The studies also show
a tendency towards an administrative integration of the historical district (po-
viat) of Sandomierz, which was disjointed by the late 18th century partitions
of Poland. The formerly integrating factor which was the water navigation
system of the Vistula and San has now been substituted by the network of
railway and bus transportation. Of course, the economic structure has changed
completely, with mining and manufacturing assuming the formerly dominant
role of agricultural and forest economy.

(6) Regional functions of the Sulphur Integrated Works. These functions
are not limited to the area of the growth centre itself. A large labour demand
by the plant resulted in the formation of a broad zone of its influence, as

$

Fig. 3. Production-settlement complex of the Sulphur Integrated Works
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illustrated by the map showing the distribution of the places of residence of
the plant’s employees. This zone, together with the central area, constitute a
production-settlement complex at the stage of formation, and a basic com-
ponent of the spatial structure of the region. In its changing scale, its spatial
patterns and in the growing education level and skills, the role, and inter-
dependences between the processes of industrialization and urbanization are
reflected. One of the characteristic features of the spatial pattern is a negative
correlation between the level of skills and the distance travelled to work.
A high percentage of skilled labour lives within the 30 minutes isochrone from
their place of work, while the majority of non-skilled workers, particularly
construction workers, commute to work from a belt of rural villages over
distances of up to one hundred kilometres. One of the results is a territorial
differentiation of the ‘‘occupational urbanization” or ‘‘semi-urbanization” phen-
omena related to the processes of industrialization.

THE FORMATION OF PRODUCTION-SETTLEMENT COMPLEXES AND THEIR
SOCIO-OCCUPATIONAL STRUCTURE

The concept of production-settlement complexes, which develop on the basis
of labour linkages has been empirically substantiated by a number of studies
on the regions of Cracow, Tarnobrzeg (T. Jarowiecka 1962, 1967), the outer
zone of the Upper Silesian Industrial District (J. Rajman 1969), and the Kielce-
Radom-Skarzysko-Kamienna district (Cz. Szewczyk 1963). Those studies portray
the emergence and spread of the peasant-worker category and the development

Fig. 4. Population employed in non-agricultural sectors, 1960. The percentage of rural
population with income coming from non-agricultural jobs
3 — below 30, 2 — 30.1-40, 3 — 40.1-60, 4 — over 60, 5. — towns
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of workers’ settlements along transportation lines, and their growing density
around the urban-industrial centres.

In the Sulphur district these processes are of a major magnitude. They
were triggered-off by both the labour demand on the part of industry and the
pre-existing rural overpopulation, in the surrounding region. A complex cross-
commuting pattern acts as a factor integrating the concentrations of the peas-
ant-worker population and accelerates the urbanization processes in the tri-
butary areas. Their spatial patterns closely correspond to the networks of bus
and railway transportation and their changes (M. Dobrowolska 1959; J. Her-
ma 1965).

An important element in the chain of urbanization phenomena is the grow-
ing income from sources other than agriculture. Its share may serve as an
index showing the intensity of ties of a particular rural area with urban and
industrial centres. The percentage of income coming from non-agricultural
sectors shows also the prevailing type of relations of the rural population to
the land — traditionally the basis of sustenance. The farms, subdivided into
garden and building lots reflect the peasants’ changing attitudes, values and
life styles. Income derived from jobs in industry, construction, transportation,
and more recently also in other tertiary activities is most clearly seen in the
rapid growth in the number of new houses in the rural areas. The changing
value systems affect particularly the young, who more and more frequently
link their future and standards of living requirements with industry and
new employment opportunities. Even those remaining on the land connect
their future living with additional income from non-agricultural sources.

o,
72
F;

Fig. 5. Population employed in non-agricultural sectors, 1970. The percentage of
rural population with income coming from non-agricultural jobs
1-5 cf. Fig. 4
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ages, births, and deaths per 1000 inhabitants, the infant mortality rate), migra-
tions (net migrations as a per cent of the average population figure for 1961-
1970), sex composition (percentage of males), age structure (percentage of the
population in age groups of: 0-18, 19-59, 60 and over), family size (average
number of persons per household), occupational structure (seven characteristics
referring to employment in agriculture and in other economic sectors in rela-
tion to the total population and total labour force; for characteristics referring
to the population living on private farms and the population earning their
living from industry, construction, and transportation as a percentage of the
total population), education (the percentage of persons with college and second-
ary school education), housing conditions (average number of persons per
room).

On the basis of the analysis it was possible to identify six factors explain-
ing 82.30%o of common variance. The first three factors were considered im-
portant in further typology and regionalization, although in the following
analysis all the computational results obtained were taken into account.

TABLE 1. Factor structure

Common variance explained by factor

e Elecovalue % explained cumulation % explained
F, 11.331 43.58 43.58
F, 4.827 18.56 62.14
F, 1.591 6.13 68.27
F, 1.410 5.42 73.69
F, 1.128 4.34 78.03
Fy 1.109 4.27 82.30

Factor F,, which explains 43.58 per cent of the total variance, is the major
factor, and, at the same time, one very difficult to interprete because it com-
prises a large number of highly intercorrelated variables. Among the features
correlated positively with the factor those pertaining to socio-economic struc-
ture, high percentage of young persons, and high birth rate, are dominant.
Negative factor loadings and the number of negatively correlated variables is
higher; these variable relate to industrialization and urbanization and include
such features as: occupational structure, population distribution, educational
level, the percentage of persons in productive age, and migrations. Generally,
the factor describes the social and occupational structure of the population
and reflects the impact of industrial development and urbanization on popula-
tion characteristics.

Factor F, explains 18.56%0 of the total variance and is positively correlated
with variables referring to the percentage of persons in post-productive age
and the death rate. Negatively correlated variables include those describing
the percentage of males and of the 0-18 age group. We can therefore label
this factor as the factor of age structure and death rate.

Factor F; accounts for only 6.13%6 of the common variance and is positively
correlated with the percentage of the economically active population. It can
be denominated the labour force participation factor.

Factor F, had no loading values of over 0.500. When taking into account
the variable with the highest loading we can identify this factor with the
size of farm households, or the number of non-working household members per
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family head earning their living from agriculture. Finally, Factor F; refers to
marriages, and Factor F; to infant mortality.

In order to obtain demographic typology, factor scores were grouped into
classes of maximum homogeneity. A general rule followed was the division of
scores into three classes with negative values. Class intervals were set differ-
ently for each factor as frequency distributions of factor scores differed. It
was assummed that individual classes represent distinct types. In searching
for spatial regularities it was decided to group first the areas with positive or
negative scores, and then to consider class intervals, particularly with respect
to the highest and lowest scores.

Maps showing spatial distribution of factor scores indicate that although
the basic areal units (poviats) of a given type tend to form clusters, they are
usually intermixed with units representing other types. The distribution of
F, scores is most essential both for typology and demographic regionalization
(Fig. 1). The positive scores of this factor represent mostly social and econom-
ic characteristics typical of an agricultural population, while its negative
scores express industrialization and urbanization phenomena. The spatial pat-
tern of F, has brought to light one of the basic contemporary socio-economic
processes which finds its expression also in demographic structure. Region-
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Fig. 1. Spatial distribution of F; scores
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alization based solely on #, would be, however, partial. The patterns of F,
and F; scores (Figs. 2 and 3), and, to a lesser extent of F, and F; scores, suggest
the existence of a dividing line running in a NE-SW direction. In those
pattern the phenomena and processes have mainly been expressed which were
related to post-war migrations and the settling of northern and western
voivodships. The patterns discussed also take account regional variations in
agricultural characteristics such as a high percentage of large, state- and co-
operative farms in the north-west and a predominance of small, owner-occu-
pied farms in the south-east.

It follows from the above that none of the factors identified can serve as
an exclusive basis for demographic regionalization fulfilling the assumptions
of the present study.

Two-factor typology is based on the distribution of individual areal units
in two-dimensional orthogonal space. Six factors identified could produce fif-
teen combinations, when paired. However, the patterns of F, and F, were
selected, since they explain the highest percentage of the common variance.
We find that after rotation the majority of points cluster near to the F, axis,

e

Fig. 2. Spatial distribution of F, scores

http://rcin.org.pl
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and a smaller number close to the F, axis. Only four variables are situated
away from any of the two axes. Assuming this orthogonal pattern as a basis
for classification we can divide the set of points into quarters. Thus, types
of areal units are determined with respect to signs of factor scores. In a case
like this, when a large number of units are involved, their classification into
four types only brings a high generalization, or aggregation level. Types are
uniform only relatively (with respect to the arrangement of signs), while
taxonomic distance separating individual units within the types remains sub-
stantial. Such a classification, however, is able to ensure their spatial continu-
ity and this condition is fulfilled by the actual pattern of F,F, types (Fig. 4).

The spatial pattern of F,F, types represents a synthesis of basic social and
occupational characteristics of the population on the one hand and of the
features referring to age composition and death rates on the other. It covers
the majority of diagnostic variables and can serve as a basis for demographic
regionalization.

The following two-factor typologies using F, as one of the factors, give
patterns similar to the F,F, distribution (Fig. 5). In some of the combinations

- < iy
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Fig. 1. Spatial distribution of F, scores
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certain characteristics stand out very clearly forming distinct spatial patterns,
but, generally, the interspersion of areal units is greater than in the former
case.

A conclusion to be drawn from single-factor and two-factor typologies per-
formed is that they allow a tentative division of Poland into demographic
regions (Fig. 6). The starting point was an analysis of the distribution of areal
units in two-dimensional space denoted by F, and F, factors. This combination
accounted for 62.14%p of the common variance — the highest of all possible
combinations. In addition, it ensured to a high degree the spatial continuity
of individual types. In the next step, on the basis of the occurrence of homo-
geneous areal groupings within single-factor patterns, certain units of an en-
clave character were included in adjoining areas, and certain additional subre-
gions were identified. The lines separating regions and subregions represent
ranges of individual types. In the two-level division obtained there are three
major regions, the formation of which can be attributed to various historical
factors, including the massive shifts of population after World War II, as well
as seventeen uniform subregions, representing the main building blocks of the
contemporary (1970) demographic structure of Poland. They include:

Fig. 4. Spatial distribution of two-factor (F,, F) types

http://rcin.org.pl
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1. The North-Western region
1 a Northern and Western subregion
1 b Sudetes-Lubush subregion
1 ¢ Szczecin subregion
1 d Gdansk subregion
1 e Poznan subregion

2. The Silesian-Cracow region
2 a Opole-Rybnik subregion
2 b Upper Silesia-Cracow subregion
2 ¢ Bielsko-Biala subregion

3. The Central-Eastern region
3 a Warsaw subregion
3 b L6dz subregion
3 ¢ Kielce subregion
3 d Nowy Sacz-Sucha subregion
3 e Bieszczady Mts. subregion
3 f Chelm-Zamo$¢ subregion

||i
G
4{/../ //// -%jﬁ, %///4%

/ ///// ) =

////
///////

=,

¥ig. 5. Spatial distribution of two-factor (F;, F3) types
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3 g Lipsko-Zwolehh subregion

3 h Podlasie subregion

3 i East-central subregion

In the delimitation procedure the principle of internal homogeneity of

regions, according to the results of two-factor and single-factor typology, was
generally adhered to. Individual regions and subregions were based on those
types which displayed a distinct character of given territorial aggregates in
relation to the surrounding areas. The two-level form of the regionalization
pattern is closely related to fundamental demographic changes caused by
World War II. The war losses that amounted to over six million people, and
the massive migrations associated with the shift of the national boundaries
and the settling of western and northern territories cauzed substantial inter-
regional differences in the population structure and population dynamics. The
scale of external and internal migrations decreased rapidly by the end of the
1940s (and since then natural increase became the principal factor of popula-
tion growth and change), nevertheless the industrialization and urbanization
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Fig. 6. Demographic regions of Poland, 1970
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The plots of these functions show that the hyperbola is very similar in shape
in both cases and this suggests a similarity of the patterns of zones in the two

cities.
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126 Z. TAYLOR

3. THE CASE OF POZNAN CITY
3.1. TOPOLOGICAL ACCESSIBILITY

As viewed in terms of graph methods, the tramway network of Poznan as
it was in December 1971 consisted of 40 nodes numbered 1, 2, 3, ..., 40 connected
by 43 edges. A comparison of Figs. 1 and 2 will show to what extent the graph
simplifies the real world network. The main difference consists in substituting
the real course of the links by straight lines. The mutual situation of the nodes
has not been changed though.

STARE MIASTO {

JEZYCE
S

Fig. 2. The tramway network (a) with the studied bus line segments (b) as a planar
undirected graph
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Since we are mainly concerned with the degree of connectivity and accessi-
bility within the system, and not with the volume of traffic flow, we include in
the analysis the existence or lack of links between nodes rather than the num-
ber of seats in the modes of transportation or the number of passengers. Using
the zero-one notation we can represent the relations between nodes in the
tramway network as a symmetric matrix of links in a graph (the notation is of
necessity abridged):

1234567891011 121314 40
1 001000000 O 0 0 0 0 0
24001000000 0 0 0 0 0 0
3 110100000 0 0 0 0 0 0
4 001010000 O O 0 0 0 0
SI0O001 01000 O 1 0 000 0
6 000010100 0 0 O 0 0 » 40

90,0090 1:000.0-0-.0 0.0 0 =M
S8J0o000OO0CQO0CO0QCO0OCT!1 O O O 0 O 0
9 000000010 1 0 0 0 O0. 0
10 000000001 O 1 0 O 0. 0
IMjoo0O0O1000O0O 1T O 1 0 O0. 0
124000000000 O 1 0 1 O 0
13000000000 O O 1 01 0
141000000000 O O O 1 0 0
40 000000000 O O 0 0 0 v

In this matrix, distances are obtained if the zeroes — except those lying on
the main diagonal — are replaced by the number of edges counted along the
shortest path between each pair of vertices.® The distances are shown in ma-
trix N.

In accordance with formula (1), the biggest distances sought along the rows
or column of matrix X (of necessity given in abbreviation) determine the
associated numbers of nodes. The maximum associated number denotes the
graph (network) diameter, which amounts to 13, between the most peripheral
nodes of the network, in both the model and the real world.

The smallest associated number, in turn, indicates the central points. There
are four central points whose associated numbers are equal to seven: 11, 12, 28,
and 29 (cf. Table 1). The identified central points are situated in the central
part of Poznan city or in its vicinity. But the circumstance of there being four

5 M. E. Harvey (1972) followed another procedure. He transforms the matrix
associated with graph A into matrix C so that for

a3y =1lor 0
ci; = Alogefi(l+logefi)™1, 0 <cy <1

where f, is the number of functions of the central place in node i (i =1, 2, ..., n), and
A = a3;. Matrix C takes account both of the functional characteristics of nodes and
determines the direct connectivity with respect to other nodes. Thus Harvey obtains
a more aggregate connectivity index. As this procedure is much easier to apply to the
study of the transport network of a region than to a city it has not been used in this
study.



128 Z. TAYLOR

1234567891011 121314 ... 40
102123457635 4.8 67 9
2 82:0:1-2:3°4:%5.:7 6 S 45567 9
Y- 01523 4:6°8: 4.:3 4 5V:6 8
4 221501235 4. 3 2:3, 4§ 7
5108359 21505012 34 2 A i 13T e 6
6443210154 3 2:'3 4:3 7
708" 432 1°0:65 4 3 4 5 °6 81 =N
S RT:T.6:54.5601. .2 34 $:6 5
OR6 654343510 1 223 43 4
100S 5432 3:4:2°1. 0 1 2 3 4 S
11 32 23 d L, Ok 253 5
120554323443 2 10 1 2 6
13665434554 3 21 01 7
1437-7.6:9°4.566.5. 4 32" k0 8
401998767854 5 5 6 7 8 0

TABLE 1. Associated numbers of nodes e(x) of the tramway network

No Name e(x) No. Name e(x)
1 Solacz 11 21  Junikowo 13
2  Winiary 11 22  Jugostowianska 12
3  Wolynska 10 23  Grochowska 11
4 Nad Wierzbakiem 9 24 Reymonta 10
5  Wielkopolska 8 25 Matejki 9
6 Obornicka 9 26 Baltyk 8
7  Winogrady 10 27 Plac Wielkopolski 8
8 Ogrody 10 28 Most Dworcowy 7
9  Przybyszewskiego 9 29 Dworzec PKS-u 7

10 Rynek Jezycki 8 30 Dzierzynskiego 8
11  Most Teatralny 7 31 Bema 9
12 Lampego 7 32 Rataje 10
13 Strzelecka 8 33 Staroleka Dworzec 11
14  Plac Bernardynski 9 34 Rynek Wildecki 8
15 Wielka 10 35 Debiec 9
16 Garbary 11 36 Bogustawskiego 9
17  Koérnicka 11 37 Rynek Lazarski 8
18  Srodka 12 38 Chociszewskiego 10
19 Zawady 13 39 Hetmanska 9
20  Os. Warszawskie 13 40 Gorczyn 10

central points is inconvenient as we do not know which of them should be
taken as the reference point for further comparisons.

F. P. Stutz’ (1973) index of relative topological accessibility of nodes {2, was
used to identify one of them as the central point:
Ag_At
A*— Ax
0 < 0, <100

0, =

- 100. (9
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TABLE 2. Indexes of topological accessibility and dispersion of the tramway network and of
studied segments of the bus network

Tram- Studied bus network segments and gains (k) in accessibility and dispersion from

Node way a given segment

no. net- — e———
work A k4 B kg C k¢ D kp E kg F krp G kg
1 268 250 18 268 O 268 0 267 1 268 0 268 0 268 0
2 268 250 18 268 O 268 O 267 1 268 O 268 0 268 0
3 230 212 18 230 O 230 O 229 1 230 0O 230 0 230 0
4 196 178 18 196 0 196 0 195 1 196 0 196 0 196 0
5 174 174 0 174 0 173 1 174 0 174 0 174 0 174 0
6 200 200 0 200 0 200 O 199 1 200 O 200 O 200 0
7 238 238 O 238 0 238 0 237 1 238 0 238 0 238 0
8 216 208 8 210 6 216 0 214 2 216 0 216 0 214 2
9 178 170 8 178 0 178 0 176 2 178 0 178 0 176 2
10 160 152 8 160 0 158 2 159 1 160 0 160 0 160 0
11 138 138 0 138 0 138 0 137 1 138 0 1383 0 138 0
12 158 158 0 158 0 158 0 157 1 158 0 158 0 158 0
13 158 158 O 158 O 158 O 157 1 158 O 158 O 156 2
14 192 192 o0 192 0 192 0 191 1 192 0 192 O 190 2
15 228 228 O 228 O 228 O 227 1 228 O 228 0 226 2
16 266 266 O 266 0 266 0 265 1 266 0 266 0 264 2
17 PASERE)S IR (VNS B OB DS EE OB SDOSERO R SIS R S 3RS 23 2
18 259 259 O 259 O 259 O 259 O 259 O 257 2 257 2
19 297 297 O 297 O 297 O 297 O 297 O 295 2 295 2
20 20 7ESNN0O/TERN ORS00 7ENRR O S O 7B OB SO0 /N O BY O TES SR ORI O SRS 390§ 2
21 20430 SR S IR0 0 DEES) B O AR ) RSSO B0 SN ORISR0 1280220 D 9 2 2
22 256 248 SENNOSARE SRS S GRENOR 254NN 5] 5 234 22 254 2
23 o000 L AR BT A 8w 220 OS2 LS 5 218 2 218 2
24 186 178 8 186 0 186 0 184 2 186 0 186 0 184 2
25 178 178 0 178 0 176 2 174 4 178 0 178 0 178 0
26 146 146 0 146 0 146 0 145 1 146 0 146 0 146 0
27 187 187 O 187 O 187 O 18 1 187 O 187 O 187 0
28 190 V58 - @ 0% @ ST O ISE . @0 0S80 @ ISILEal iR 0
29 163 163 O 163 O 163 0 163 0 163 0 161 2 162 1
30 173 173 0 173 0 173 0 173 0 173 0 171 2 171 2
31 165 165 0 165 0 165 0 165 0 165 0 163 2 163 2
32 193 193 0 193 0 193 0 193 0 193 0 191 2 191 2
33 231 231 0 231 0 231 0 231 0 231 0 229 2 229 2
34 185 185 0 185 0 185 0 185 0 185 0 183 2 181 4
35 P23 NN ) 3 IO R0 () 023 B RSO SN 22 SIS () D D1] (N2 [0 8 25
36 215 215 0 215 0 215 0 184 31 212 3 211 4 214 1
37 177 177 0 177 0 177 0 176 1 174 3 173 4 176 1
38 204 196 8 204 O 204 ® 204 0 201 3 204 O 201 3
39 197 193 4 197 0 197 0 197 0 194 3 193 4 193 4
40 255 251 AR 'S SR () 'S SRR O RO S SEO RS D RS B 4 SR OS2 28 S 33

8283 64 8317 30 8255 92 8239 108

D(G) 8347 8203 144 8335 12 8343

»
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TABLE 2 ctd.

Tram- Studied bus network segments and gains (k) in accessibility and dispersion from

Node way a given segment
no. new-
work H ky 1 ki J ky KWLy L 193 M kMA,.,MkA, NI,
1 268 264 4 265 3 266 2 266 2 264 4 266 2 173 95
2 268 264 4 265 3 266 2 266 2 264 4 228 40 183 85
3 230 226 &y 2y 3 228 2 228 2 226 &y 2285 20 171 59
4 196 192 4 193 3 194 2 194 2 192 4 196 0 154 42
5 174 170 4 171 3 172 2 172 2 170 4 173 1 139 35
6 200 196 4 197 3 198 2 198 2 191 9 195 5 168 32
7 238 234 4 235 SIY3 6RO NI 36 NN A2 4NN 3SR BN 17 OR S S O
8 216 212 4 213 3 24 2 216 0 215 208 I 1479 A
9 178 174 4 175 3 176 2 178 0 177 1 177 1 152 26
10 160 156 4 157 3 158 2 160 0 159 1 159 1 136 24
11 138 134 4 135 3 136 2 133 0 137 1 137 1 126 12
12 158 154 4 155 3 156 2 158 0 158 0 157 1 136 22
13 158 154 4 155 3 158 0O 158 0 157 1 157 1 147 11
14 192 178 14 182 10 191 1 192 0 18 4 191 1 173 19
15 228 214 14 208 20 201 27 228 O 215 13 227 1 162 66
16 266 252 14 246 20 239 27 266 O 223 43 265 1 192 74
17 225 196 29 218 7 22 0 225 0 224 1 224 1 182 43
18 259 230 29 226 33 259 0 25 0 258 1 258 1 182 77
19 297 268 29 264 33 297 O 297 0 296 1 296 1 220 77
20 297 268 29 264 33 297 0 297 0 296 1 296 1 220 77
21 294 290 4 291 SENND07 2 294 0 293 1 293 1 227 67
22 256 252 4 253 3 254 2 256 0 255 1 255 1 189 67
23 220 216 4 217 3 218 2 220 0 219 1 219 1 179 41
24 186 182 4 183 3 ‘184 2 186 0 185 1 185 1 161 25
25 178 174 4 175 3 176 2 178 0 177 1 177 1 145 33
26 146 142 4 143 3 144 22 146 0 145 1 145 1 130 16
27 187 183 4 184 3 180 7 173 14 187 0 186 1 150 37
28 153 153 0 153 0 151 2 153 0 152 1 152 1 147 6
29 163 163 0 163 0 163 0 163 0 163 0 162 1 156 7
30 173 173 0 173 0 173 0 173 0 172 1 172 1 161 12
31 165 165 0 165 0 165 0 165 0 164 1 164 1 153 12
32 193 190 3 191 2 193 0 193 0 192 1 192 1 178 15
33 231 228 SEE229 2 231 0 231 0 230 1 230 1 216 15
34 185 185 0 185 0 185 0 185 0 185 0 184 1 166 19
35 2008y 27 0 223 0 223 O 2238N0 8923 BLN )RR IR 118 41
36 215 215 0 215 0 213 20 SRR OB 1 214 1 177 38
37 177 177 0o 177 0 175 2 177 0 176 1 176 1 16l 16
38 204 204 0 204 0 202 2 204 0 203 1 203 1 178 26
39 197 197 0 197 0 195 2; 197 0 196 1 196 1 176 21
40 255 0 255 0 25§ 0 253 2. 255 @ 25 1 254 1 179 76

D(G) 8347 8103 244 8127 220 8237 110 8319 28 8209 138 8259 8% 6781 1566
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Fig. 3. Topological accessibility of tramway nodes equal to: (a) 135-155, (b) 156-180,
(c) 181-210, (d) 211-240, (e) 241270, (f) 271-300

21 ®a ed
®b Oe
©c of

®p.c.

Fig. 4. Topological accessibility of nodes from the central point (p.c.) equal to: (a) 1,
(b) 2, (c) 3,(d) 4, (e) 5, (f) 6 and 7

urse, each of the segments A, B, ..., M contributes differently to the reduction
of both 4, and of D(G). Since each segment reduces dispersion by a different
margin, this information can be used to establish a certain hierarchy (Table 3).

From the point of view of dispersion, links H and I yield the greatest bene-
fits. The high rank each of them occupies is evidence of the insufficient connec-
tivity of the tramway network of the two parts of Poznan city situated on
either bank of the Warta. Indeed, only a single tramway link across the river
is in operation. Some other city districts have no direct tramway link either,
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TABLE 3. The hierarchy of bus line segments by the index of dispersion

. Reduction in
Reduction in

Segments . i Hierarchy D(G) to a single Hierarchy
dispersion D(G) segment

A 144 4 144 3
B 12 13 12 13
C 4 14 4 14
D 64 10 64 10
E 30 11 30 11
F 92 8 92 8
G 108 7 108 7
H 244 2 244 1
1 220 3 220 2
J 110 6 110 6
K 28 12 28 12
L 138 5 138 4
M 88 9 88 9

A, B,..M 1440 1 110,8 5

hence the high rank of segments A and L. In dispersion D(G) least beneficial
are the segments that run parallel to the tramway network, specifically C, B,
and K. Peripheral or central situation is less significant for dispersion than a
course parallel to some other segment.®

3.2. ACCESSIBILITY IN TERMS OF THE S-I INDEX

As it was pointed out by G. A. James, A. D. Cliff, P. Haggett, and J. K. Ord
(1970, p. 21), “the S-I index can be used to examine the distribution of path
lengths from any given node, i, in a graph to all nodes j # i in the graph. If
an S-I value was computed for each i, itmight be possible to distinguish differ-
ent kinds of nodes within a graph”. I use this suggestion in the present study
to determine tentatively the accessibility of the nodes of the tramway network
by the S-I index.*

Since the value of the index (Table 4) is determined by two variates, S
and I, the following interpretation was adopted. The index values were plotted
on a diagram (Fig. 5) and, subsequently, the ‘‘resultant” S and I, or the radius
r as measured from the origin of the coordinate system, are read from the
diagram. The r values are henceforward taken into account in all comparisons
of accessibility variants.

This interpretation, which is certainly only one of several possible interpre-
tations, relies on the assumption that the value of the S-I index depends on the
frequency distribution of distances d,, of the studied graph (network). Accord-
ingly, of several nodes that is the most accessible which has the largest number
of small distances to all the other nodes and for which, consequently, there is a
low r value. And conversely, that node is less accessible for which high-value
distances are more numerous and whose r value is high too.

8 J. B. Riddell (1973) proposed another way of hierarchizing links. The algorithm
he constructed consists in aplitting up a more complex network of circuits so as to
obtain a simpler dendrite structure for which Horton had worked out a special
algorithm.

8 For the procedure of constructing the index see J. K. Ord (1967) and G. A. James
and others (1970).
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TABLE 4. Accessibility of the tramway nodes in the light of the

S-I1 index
Node no. S 1 r value

1 —1,801 1.001 2.07
2 —1.801 1.001 2.07
3 —1.317 1.067 1.68
4 —0.518 0.998 1.12
5 —0.034 0.856 0.86
6 —0.600 0.900 1.09
7 —1.150 0.840 1.42
8 —0.530 0.952 1.09
9 —0.351 1.056 1.11
10 0.250 0.750 0.74
11 0.229 0.782 0.78
12 —0.244 0.678 0.74
13 0.003 0.860 0.87
14 —0.924 0.880 1.28
15 —1.132 1.027 1.48
16 —1.951 0.825 2.09
17 —0.661 1.251 1.37
18 —1.457 1.312 1.92
19 ~1.752 1.232 2.10
20 —1.752 1.232 2.10
21 —0.953 1.276 1.57
22 —1.220 1.321 1.77
23 0.116 1.409 1.40
24 0.450 1.436 1.47
25 0.923 1.038 1.39
26 —0.061 0.898 0.91
27 —1.030 0.619 1.20
28 0.030 0.835 0.82
29 —0.607 0.778 0.97
30 0.022 0.976 0.97
31 —0.290 1.033 1.05
32 0.391 1.233 1.28
33 —0.534 1.064 1.18
34 —0.613 0.862 1.07
35 —0.644 0.797 1.03
36 —0.528 0.881 1.00
37 —0.285 0.970 1.00
38 0.132 1.068 1.08
39 —0.197 1.192 1.19
40 —0.673 0.984 1.20

The structure of the S-I measure indicates that accessibility from the central
point is of course possible to compute but the resulting aggregate value cannot
be used for comparisons.

The spatial distribution of accessibility of nodes by the S-I index is similar
to the pattern of topological accessibility. As in the former case, we find a
concentration of most accessible nodes in the central parts of the network, that
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Fig. 6. Accessibility of tramway nodes in terms of the S-I index.
r equals to: (a) 0.70-1.00, (b) 1.01-1.25, (c¢) 1.26-1.50, (d) 1.51-1.75, (e) 1.76-2.00, (f)
2.01-2.10
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is in the centre of Poznan city, though many more highly accessible nodes
exist. Node accessibility decreases with distance to the city centre, more or
less regularly in all directions; generally, however, we have to do with less
regularity in the spatial distribution of node accessibility than in the case of
topological accessibility. Peripheral nodes show about twice as low accessibility
values (r > 2.00) as those situated in the city centre (0.70 < r < 1.00).

3.3. TEMPORAL AND PHYSICAL ACCESSIBILITY ANALYSES

To determine these two variants of accessibility I used data supplied by the
Poznan Municipal Transport Enterprise. Temporal accessibility was expressed
as mean trip durations between rush hours on weekdays. Losses of time due to
changeovers and time waiting for the next trip were disregarded.

A very characteristic picture of time accessibility of the nodes was obtained
(Fig. 7). Most accessible (450-500 minutes) are those situated along the westward
axis off the city centre. Node accessibility decreases regularly with distance
from that axis in all directions. Peripheral nodes are twice as inaccessible (901-
1,100 minutes) as those along the westward axis. Peripheral nodes include the
most physically distant nodes from the centre and those which are less acces-
sible due to poor technical standards in parts of the network or to terrain
conditions.

A similar picture is obtained in the case of temporal accessibility from the
central point (Fig. 8). The nodes in the northern part of Poznan-Sotacz, Wi-
niary and Winogrady — are relatively easy to reach: 11-15 minutes. Less acces-
sible are the nodes in north-eastern Poznan: 20-28 minutes. Here of course, too,
accessibility is observed to decrease regularly with the distance from the cen-
tral point.

On the whole temporal accessibility is a good indicator of the accesibility of
each node in that it comprises all delays and accelerations irrespective of their
causes.

In the case of physical accessibility, preliminary data were used together
with arithmetic means of distances from two directions between each pair of

ed
Oe
oFf

Fig. 7. Temporal accessibility of tramway nodes in minutes: (a) 450-500, (b) 501-550,
(c) 551-650, (d) 651-750, (e) 751-900, (f) 901-1,100



URBAN TRANSPORT SYSTEM 137

A ©da
eb Oe
0c ) f

® p.c.

Fig. 8. Temporal accessibility of nodes from the central point (p.c.) in minutes: (a)
less than 4, (b 4-7, (c) 8-10, (d) 11-15, (e) 16-20, (f) 20-28
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Fig. 9. Physical accessibility of tramway nodes in kilometres: (a) 100-115, (b) 116-130,
(c) 131-160, (d) 161-190, (e) 191-240, (f) 241-310

nodes. The spatial distribution of physical accessibility of nodes (Fig. 9) is in its
pattern almost identical with that of Fig. 7. In contrast to this latter, the peri-
pheral nodes in the north of the city have better physical accessibility than
temporal accesibility characteristics. The nodes along the centrifugal southward
route are also situated better than temporal accessibility might suggest.

A, from the central point (Fig. 10) is analogous to A,. Some nodes in the
south and east of Poznan have better physical accessibility than temporal acces-
sibility.
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Fig. 10. Physical accessibility of nodes from the central point (p.c.) in metres: (a) less
than 1,000, (b) 1,000-2,000, (c) 2,001-3,000, (d) 3,001-4,000, (e) 4,001-5,500, (f) more
than 5,500

The similarity of the spatial distribution of temporal and physical accessibi-
lities — in both variants, respectively — is not suprising. On the contrary, mean
trip duration over several-hundred-meter or several-kilometer segments de-
pends most significantly on distance and, to a smaller extent, on other factors.

4. VERIFICATION AND INTERPRETATION OF RESULTS

This section does not give an exhaustive verification. More adequately we
should speak about a partial confirmation of the adopted postulates which,
under different research conditions, may yield different results. What has been
submitted to verification is the hierarchy of substitutive segments of the bus
line network and the spatial comparison of the four variants of accessibility.

4.1. THE HIERARCHY OF THE BUS LINE SEGMENTS

This hierarchy, established according to the dispersion indexes, was compar-
ed against the “real-world” hierarchy of those segments. In the case of the
latter, the total number of bus runs over a given segment during twenty-four
hours was taken as its index. The higher the number of runs the higher the
rank of the given segment. The data obtained are compiled in Table 5.

Since segments A, B, ..., E are serviced by the same line, the total number
of bus runs is identical. In establishing the hierarchy in this case use was made
of S. Gregory’s (1968, p. 205) statement that ‘“when two or more items occupy
the same rank, the normal procedure is to allocate to each of them the average
of the rank values that would have been assigned if no ties occurred”. Thus
segments A, B, ..., E occupy exr aequo the eleventh rank in the hierarchy by
the number of bus runs.

The ranks of both series were compared with each other by means of the
Spearman’s rank correlation coefficient:

n
6 2 (x4; — xTxc)®

Py =1l= ————

L (10)
nin*-1)
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TABLE 5. The hierarchy of substitutive bus line segments according
to the number of bus runs and dispersion index values

Total numbers The hierarchy The hierarchy by

Segments of bus runs in by bus runs  dispersion index
24 hrs values
A 224 11 3
B 224 11 13
C 224 11 14
D 224 11 10
E 224 11 11
F 306 4 8
G 225 8 7
H 246 6 1
1 488 2 2
J 565 1 6
K 196 14 12
L 239 7 4
M 395 3 9
A B, ... M 291* 5* 5*

* per segment.

where x;, x;, are ranks and n is the number of pairs of values considered. The
obtained value of 7, (0.573) was verified on a diagram of significance. values
for the correlation coefficient. It turns out that this value is statistically signi-
ficant somewhat below the 1-per cent level. Thus it is rather unlikely that the
obtained correlation coefficient could be accidental in its value. The value is
therefore assumed to be sufficient.

Graph methods are well suited for the study of the hierarchy of new or
previously existing network segments of substitutive character. It can be
though that if proper ‘“weights” could be attributed to the individual transport
nodes, still better results could be obtained. Attributing such weights, as has
already been mentioned, is no doubt easier in the cases of regional or national
networks than in the case of a single city network.

4.2. THE SPATIAL COMPARISON OF VARIANTS OF ACCESSIBILITY Tl 1

The comparison of accessibilities was preceded by normalizing the relevant
variates according to the formula:

gy = 2 an

where z; is the value of variate j for node i, x; is the averaged value of j, and
s; is the standard deviation of variate j. Normalization of variates permits a
comparison of features which, measured in various units (minutes, metres),
after normalization occur as indenominate numbers. For the normalized ele-
ments absolute differences were computed and subsequently these were group-
ed into classes.

A comparison of the topological and S-I index accessibilities with the tem-
poral and physical accessibilities in terms of space helps to establish the use-
fulness of graph methods, and that of the temporal and physical accessibilities
to disclose similarities and differences in the tramway network of Poznan.
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146 K. POLARCZYK

Statement 1: A unit of a given branch attracts the demand which is not
smaller than its threshold value and not bigger than thrice the threshold value
(twice is not enough to ensure the profitability of two units).

Statement 2: determines the location of the units of a given branch on the
basis of the Assumptions 1 and 2, as well as Statement 1. It follows from
Statement 1 that the number of units within the city is not bigger than P/P,
(aggregate service demand within an urban area to the threshold size of the
unit of j branch) and not smaller than one third of that ratio. If, for example,
the threshold for shoe stores equals 10,000 persons, then for an area of 1 million
people the number of shoe stores should fall within the (34,100) interval. With
the absence of locational constraints each store may be located at the point of
highest accessibility within the market area, i.e. at the local central point of
demand.

Consumers 'convenience
: &7/ Rongeof units
Service bronch interest of the given branch

Fig. 1. The actual range for the establishments of j branch
1 — marginal value; 2 — typical values; 17 1= threshold for j branch establishments; T. = opti-
mum range for j branch establishments

Statement 2: A unit of a given service branch is located at the central point
of demand sufficient to ensure its profitability. The number of the central
points of demand for a service branch is determined indirectly by the threshold
value of its units.

Statement 3 defines the locational linkages between the establishments re-
presenting service branches of similar threshold values. Assumption 4 and
Statement 2 could imply that a separate set of central places could be identified
for each service branch. However, the least effort principle on the part of
customers leads to their joint trips to varied services, and the rational beha-
viour of enterpreneurs also suggests the costs savings via the concentration of
establishments. In addition, it follows from Statement 1 that the number of
possible central places for each service branch falls into a rather broad in-
terval. The result is that units representing varied branches fall within a
certain threshold interval, cluster in service centres, providing that the number
and location of the central places is suited to those branches with the highest
threshold values within the interval. The factors identified are responsible for
the hierarchical arrangement of service branches according to their range
(Fig. 2).

S N
)

Y

o . v %
Pj 1 % 2

Fig. 2. A tendency towards a hierarchical arrangement of individual service branches
according to their range
1 — Threshold value; 2 — Upper part of the population threshold interval for group of service
branches
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DISTRIBUTION OF SERVICE CENTRES 149

Fig. 3. Total accessibility, Poznan 1967 a = 10 minutes;
1 — below 13,500 persons/minute; 2 — 13,500-14,000; 3 — 14,000-14,500; 4 — 14,500-15,000, 5 — 15,000-15,500;
6 — 15,500-16,000; 7 — 16,000-16,500; 8 — above 16,500 persons/minute

To identify central places of the district level the partial accessibility values
for each territorial unit in relation to its nearest units, comprising the total
population of 85,000, were calculated. This figure was established empirically;
it was found that it fits the range of a relatively large number of service
branches. In the case of central places of the community level (an approximate
range — 30,000 inhabitants) the isoline pattern came close to the pattern of
population density as the territiorial units turned out to be too large for the
purpose.

The procedure described is a sequence from a geometric model (more
precisely — from the picture of population distribution and transportation link-
ages) through a mathematical model (the transformation of the two patterns
into the central place of demand pattern) back to a geometric model, i.e., a map
of the spatial distribution of the market accessibility.

A detailed empirical analysis, using the number of service employees as the
basic index, was conducted with respect to the ‘distributory” services (retail
trade, catering trade, finance and insurance) accounting for over 20%o¢ of the
total service sector employment in the city of Poznan. For each of the basic
territorial units the service intensity (the ratio of service employment to the
population totals) was calculated, while the detailed location of 2500 service
establishments served to delimit the service centres.
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Fig. 4. Partial accessibility, Poznan 1967
1 — below 1,000 persons/minute; 2— 1,000-2,500; 3 -— 2,500-4,500; 4 — 4,500-7,000; 5 — 7,000-9,500; 6 —
above 9,500 persons/minute

In addition to the ‘“distributory” services, the centres identified comprise
also the organizational and cultural service institutions, while the services
representing ‘“‘renovation” activities extend partly beyond their outskirts. In-
stitutions of recreation and education show the least tendencies to form distinct
centres and to be spatially associated with other service branches. On the other
hand, over 50%s of polyclinics, hospitals and schools are found within the de-
limited service centres.

Once the hierarchical arrangement of the service centres was revealed, it
was possible to test the main hypothesis, i.e. the interrelations between the
spatial distributions of market accessibility values and the distribution of ser-
vices. Tests were based upon map inspection, graphic methods, as well as re-
gression and correlation analysis. They showed a high degree of correspondence
between the service and the market accessibility patterns. It may be of interest
to list some of the more detailed results:

(1) Service centres of a given level are in nearly all cases located precisely
at the central places of demand of the respective level.

(2) The intensity of the service activity within the individual territorial
units increases with an increase in the market accessibility.

(3) The higher the level of the central places of demand (market accessibil-
ity) the greater the centrality of the service centres.
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Fig. 5. Service centres, Poznan 1967
1 — Low density of service employment, 2 — Medium density of service employment, 3 — High
density of service employment,

I — The Central Service District; II — District Service Centres; III — Service Centres at
transportation nodes; 1V — Community Service Centres
A — Larger, with services of the district range; B — Larger, without services of the district

range; C — Small, with a small number of service branches

(4) The service branches of city range are mainly located in the principal
central place of demand, while the branches of a district range are usually
found in the central places established for individual city districts.

(5) The higher the centrality of the place the more diversified the functions
of the service centre located at that place.

(6) The shape of the large service centres corresponds to the pattern of the
isolines showing the market accessibility values.

(7) The greater the range for a given service branch, the more likely their
units are to be found at the highest accessibility points within the service
centres.

Of course, the interrelations between the service distribution and the market
accessibility patterns are of a stochastic rather than a deterministic character.
However, the actual deviations from the model are clearly explained by non-
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also the market accessibility model which determines the location of the central
places of demand within the socio-economic space and assumes the development
of service centres at those central points.

Both the central place theory and the market accessibility model are de-
ductive in character and based upon the rational service distribution assump-
tions — the minimization of the travel time and the profitability of service
establishments. On the other hand, land values are a consequence of site rents,
which in turn are a product of the real size of consumers flows. The basic
difference between the central place models and the market accessibility model
is the latter’s departure from such unrealistic assumptions as the uniform pop-
ulation distribution.

Table 1 depicts some of the characteristics of the five models, including their
usability in planning. Those elements which are explained by all the models
or by none, as well as those which were not adequately tested in the present

TABLE 1. Selected characteristics of the five models of the spatial structure of services within large
urban areas

Elements subject to Central place theory Market Land

Number explanation, prediction, accessibilit; value
= p‘ Christaller Losch Isard 4
or planning model mode

1 Ordering of centres:

from ideal hierarchical

arrangements to perfect

rank-size patterns — o o + +
2 Centres of higher order

perform also the function

of lower order centres + o o + o
3 The shift towards higher

order centres in relation

to the population centre

of a settlement unit — + + o
4 Geometric pattern of

service centres (differen-

tiated metric distances) — o + +
5 Centres oriented towards

linear concentration of
demand (mainly arterial

street forms) — — = + L
6 The shape of service cen-
tres — — - + +

7 The spatial ordering and
changing service density

within centres — — = + r
8 Planning the -optimum

location of centres — = = + =
9 Planning the optimum

shape of the centre — = = a7 o

Symbols: + applicable
o possibly applicable
— non-applicable
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158 T. LIJEWSKI

TABLE 1. Branch structure of new industrial plants built during the years 1945-1970 (of a fixed
asset value higher than 20 million zloty)

Number Employment Fixed asset value
Industr of milliard

; plants AL % Zloty %

Fuel and power 107 114 10.1 111.0 28.9
within it coal 20 77 6.8 34.0 8.8
electroenergetic 49 22 2.0 56.3 14.7
Metallurgy 46 92 8.2 54.8 14.3
Engineering 348 486 43.2 78.2 20.4
within it machine 127 128 11.3 20.9 5.5
transport® 64 177 15.7 30.5 7.9
Chemical 88 97 8.6 56.2 14.6
Mineral® 177 72 6.4 30.4 7.9
Timber 65 34 3.0 5.6 1.5
Paper 8 11 1.0 7.0 1.8
Textile 56 71 6.4 10.3 2.7
Clothing 27 27 2.4 0.9 0.2
Leather 20 23 2.0 1.9 0.5
Food 283 80 i1 24.6 6.4
Printing 16 10 0.9 2.0 0.5
Others 29 7 0.6 1.3 0.3
Total 1270 1124 100 384.2 100

2 Construction of vehicles and ships
2 Manufacturing of building materials, glass, china and pottery

plant and to its purpose that one of these tendencies prevails in the end. Often
the choice of the location must be a compromise between a number of these
tendencies.

Among the most important location tendencies the following should be
noted:

(1) Referring to the existing network of industry, which is manifested in
the development of existing plants, the reconstruction of destroyed ones, and
the construction of new ones within traditionally industrial areas or centres.

(2) Bringing industry closer to its supply sources in raw materials, interme-
diate products, fuel, energy, and water (material orientation).

(3) Coming nearer to prospective consumers (market orientation).

(4) Utilizing manpower reserves (activization of non-industrialized, econom-
ically stagnant towns and regions).

(5) Looking for possible advantages of joint location in larger centres and
in the urban-industrial agglomerations.

THE EXISTING NETWORK OF INDUSTRY

The existing network of industry is most important for the development of
engineering, chemical and textile industries. It is in these branches that pro-
duction has been traditionally most strongly continued in certain centres or
regions. Thus among 348 new plants representing metal engineering, as many
as 140 of them have not been located otherwise than with the consideration of
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160 T. LIJEWSKI

Such a new plant employs the staff and partially utilizes the machines of the
old one. Often one new plant would here substitute for a number of smaller
ones, hitherto scattered in various parts of the town (this is the scheme, for
instance, of the reconstruction of the textile industry in %6dz). This type of
industrial development is connected with the urbanistic reconstruction of old
towns.

(4) Rebuilding of the plant destroyed in the time of war; in the course of
reconstruction the plant often changed its production range.

(5) Adaptation of a partially destroyed industrial, store, military or other
installation for the purpose of industrial production; in such cases the new
range of production had nothing to do with the previous purposes for which
the plant had been used.

The two last forms of industrial development are specific to post-war Poland
where - a great number of industrial installations had been ruined and devasta-
ted; especially the ones in Warsaw and in the larger towns of western Poland
(Wroclaw, Gdansk, Szczecin, etc.). The lack of building materials and installa-
tions and of skilled labour made it essential then to put into use of all installa-

TABLE 2. Classification of fixed assets invested in industry during the years 1945-1970
according to location factors (in milliard zloty)?2

Material orientation

Pre- Vege- Agglo-
Industry vious Mineral el Other Ma.rket La!)our m'era- Other
branches invest- mater- 2" mater-  Orien- - orien- S factors
b S ials animal jalsand tation tation advan-
mater- power tages
ials:
Fuel and power 16.0 66.3 39 0.3 14.1 10.4
Metallurgy 4.5 19.3 24 0.5 28.1
Engineering 45.4 0.2 5.6 5.6 16.1 5.3
Chemical 30.4 10.6 0.1 7.2 0.5 0.4 4.4 0.8 1.8
Mineral® 4.0 12.8 2.5 10.2 0.3 0.6
Timber and paper 3.8 1.2 53 0.5 0.5 0.8 0.2 0.3
Textile, clothing and
leather 6.9 0.5 0.3 5.2 0.0 0.2
Food 3.1 14.7 0.6 5.9 0.2 0.1
Others 0.2 0.5 24 0.0 0.2 0.0
Total 114.3 109.0 16.5 16.4 7.8 39.1 17.0 45.4 18.7

* In new plants of a fixed asset value higher than 20 million zloty

Manufacturing of building materials, glass, china and pottery

tions which could have been at least partially rebuilt. This was carried out in
the 1940’s and the 1950’s. Today, from the historical perspective it can be said
that this sometimes caused the rather haphazard location of plants, leading to
a certain malfunctioning and outdatedness of some of the rebuilt factories.
More recently no war devastated objects have been reconstructed; sporadic-
ally, however, it happens that a plant representing a branch of industry going
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LOCATION OF INDUSTRIAL PLANTS 163

TABLE 3. Poland’s industrial regions and centres of highest investment

More important new industrial

plants® Total investment Employment
Regions e expenditure on in industry
Ao Employment industry 1961-1970  and crafts in
NumbSy ¥« SSuC s in milliard zloty 1970 in’000
zloty
Upper Silesian 48 25.8 58 78.7 602
Cracow 76 57.7 92 50.1 284
Warsaw 137 30.4 150 38.0 378
Rybnik 11 13.4 32 27.0 115
Lodz 49 9.0 44 25.1 342
Bydgoszcz 42 10.2 39 20.5 148
Konin 17 18.6 17 20.5 27
Old-Polish 44 12.5 57 17.6 171
Opole 31 16.8 25 15.8 101
Tarnobrzeg 26 13.5 20 15.8 55
Legnica-Glogow 6 8.7 11 15.8 34
Gdarnisk 23 7.1 36 13.4 131
Szczecin 18 12.3 29 13.1 73
Sudetes 21 3.2 14 11.5 177
Czestochowa 29 8.6 30 11.4 120
Wroclaw 18 6.0 26 10.7 130
Bielsko-Biala 7 1.8 3 9.8 112
Poznan 35 3.8 22 8.8 127
Rzeszéw 24 6.6 40 7.1 65
Carpathians 19 4.3 22 6.3 50
Centres
Plock 10 11.4 11 14.6 17
Turoszéw 3 9.8 5 13.0 7
Tarnéw 9 5.5 9 11.6 36
Putawy 5 8.1 S 10.6 10
Wtioctawek 7 1.8 3 7.3 20
Regions and centres
totally 715 306.9 800 474.1 3332
Poland 1270 384.2 1124 604.8 4784

2Plants built during the years 1945-1970 of a fixed asset value higher than 20 million zloty

representing the food industry and, to a lesser extent, the timber and textile
(linen) industry.

The average factory of this kind is not, however, large; thus, this location
tendency has only amounted to a c. 4.4%p shere of the total investment expend-
iture.

The most important groups of factories built for vegetable and animal ma-
terials are the following (in milliard zloty).?

fish processing factories and sea fisheries 6.2

dairies 2.2

fruit and vegetable processing factories 1.8

2 Cf. footnote 1.

11*
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GEOGRAPHIA POLONICA 33, 1976

THE DEVELOPMENT OF OPTIMUM TERRITORIAL FORMS
OF INDUSTRIAL CONCENTRATION

ZBIGNIEW ZIOLO

An important question in a planned economy is the formation of optimum
industrial structures in microscale (Probst 1965, 1968). In building optimization
models for such industrial aggregates a major difficulty encountered is related
to the high degree of their openness. In addition, a debatable problem is the
linearity assumption with respect to economic processes (Dziewonski 1967; Do-
manski 1972; Gruchman 1972).*

The aim of the present analysis is to determine the functional structure of
territorial industrial concentrations (such as industrial centres and industrial
districts) and the processes of their transformation. The aim of the model is
the minimization of production costs in territiorial microscale. The underlying
idea is related to one of the contemporary theoretical trends in economic
geography which is to proceed from the investigation of simple interactions to
complex structural wholes, or systems (see Chojnicki 1970, p. 201).

Territorial industrial concentration forms are interpreted as microscale
components of the spatial structure of industry. According to the socio-eco-
nomic space theory (Dziewonski 1961, 1967; Domanski 1965, 1967, 1972) the
spatial structure of industry constitutes one of partial sub-spaces in the overall
socio-economic space (Zioto 1970, 1971).

Basic elements of the spatial structure of industry and of its territorial
concentration forms, are individual establishments. It is the industrial plant
where what may be called passive links (X) are focused which, due to trans-
formations in the production process generate active links (Y).

system sub-system

space overall socio-economic space region

territorial form
sub-space spatial structure of industry of industrial
concentration

1 The importance of this problem has been indicated by Probst (1965a, 1965, 1970);
according to him territorial organization of production under socialist conditions is
determined by given objective laws, constituting a part of the general system of
economic laws of socialism. Gajda (1970) also emphasized the need to develop rese-
arch on the distribution and internal structure of industrial centres and industrial
complexes. The problem is extensively treated in the literature on territorial-produc-
tion complexes (see Bandman 1973).
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The links are to other elements of the spatial structure of industry (x, and
y,), to other sub-spaces of the socio-economic space (x,, ¥,) and to the phys-
ical-geographical situation (x;, y;), which together form the plant’s environment.

The feedback relations represented above result in certain functions the
plant performs in the structure of the system. In the planned economy the
development of the plant is conditioned by socio-economic benefits (k):

Vi

ks , Where i = 1, 2,3
1

X k>

Territorial industrial concentrations are formed by agglomeration processes
(Secomski 1956; Isard 1960; Probst 1965a; Gruchman 1967; Misztal 1970; Pakula
1973). In the growth process these forms are differentiated in terms: (a) pro-
duction potential and capacity, (b) the effects of their production activity
within the socio-economic space (industrial, national supraregional, regional,
supralocal, or local range), (c¢) production links, technical and economic infra-
structure, labour force, and the characteristics of their natural environment
(Chardonnet 1955; Ziolo 1973).2 The functional structure of territiorial concen-
trations is built of individual industrial establishments which via their linkage
systems perform a given role in the structure.

Following the criterion of grouping industrial establishments according to
the importance of production activity within the structure of an industrial
centre and within the socio-economic space (Probst 1965a; Chardonnet 1955;
Kolosovsky 1965) it is possible to distinguish:

(a) Basic establishments (Z,), representing the core of the centre. They are
characterized by large production capacities, and their production activity is
of an international or national range. They may belong to one, or more in-
dustrial branches, and may be organized in the form of integrated works with
vertical or horizontal links dominating (Dziewonski 1949; Stepanov 1955; Se-
comski 1956). These establishments determine to a high degree the specializa-
tion of the centre.

(b) Service establishments (Z,), performing service functions for basic plants,
i.e., repair shops, construction establishments, power plants. These establish-
ments are frequently integrated within large industrial works formed by basic
plants.

(c) Subsidiary establishments (Z,) producing for basic and service establish-
ments, and covering their demands for raw materials, spare parts, equipment,
etc.

(d) Establishments producing for economic sectors other than industry (Z,),
i.e., construction, agriculture of the given region.

(e) Establishments oriented towards the local consumer market (Z)).

The location of basic establishments is determined by ‘“‘primary” factors,
which may be local in character (i.e., the resource basis) or connected with re-
gional growth policies and the demand for given products generated on the

2 In the broad literature devoted to delimitation and analysis of territorial forms
of industrial concentration various criteria of identification and hierarchy are propos-
ed. The concept of the industrial centre is particularly equivocal (Zioto 1971). In the
present paper the notions of the industrial centre and industrial district are used and
differences between their internal complexity underlined.
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national or international markets. Examples are: the location of a sulphur-pro-
cessing plant, of a copper-smelting works, or of a nitrite plant. The remaining
establishments in the industrial centre develop, as a rule, due to “secondary”
factors — as a result of the activity of basic plants and of overall trends towards
the modernization of the industrial structure of the region.?

Each category of the establishments listed perform different functions in
the structure of an industrial centre. The realization of these functions is faci-
litated by the formation of spatial-and-production linkages. They are repre-
sented in a diagram showing the functional pattern of an industrial centre and
serving as a starting point for the model construction (Fig. 1).* On the diagram
both internal and external linkages have been marked. The internal linkages
are those between individual establishments, while the external linkages are
to the environment — of regional and supraregional scale.?
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Fig. 1. A functional model of the industrial centre
1 — production links, 2 — labour force links, 3 — technical and economic infrastructure links,
4 — other links

3 The model of the functional structure of the industrial centre proposed shows
the possibilities of improving the territorial allocation of industrial establishments
and the co-operation between organizational networks (Byrski 1970). In the case of
a newly-developing centre it may point to spheres of activity of individual organiza-
tional units.

4 The interaction between individual establishments as represented in the model
is based on the principle of internal (Fajferek 1966), direct production linkages (Z;,
Z., Zy) and an the principle of indirect linkages in the domain of labour force, and the
technical-economic and social infrastructure. It should be added that a large number
of establishments are characterized by mixed functions.

5 The industrial centre and its immediate environment (region) are mutually clo-
sely tied and form a regional structure (Dobrowolska 1961, 1968, 1970, 1974; Klasik
1974; Probst 1965a; Zhirmuncky 1964).
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A proper functioning of an industrial centre is dependent on the ability on
the part of the functional types of establishments identified, to supply due
quantities of goods. The quantities are determined by the internal demand of
the industrial centre and:the demand from the national economy. The inter-
dependences are represented below:®
(a) matrix of internal flows — A

(b) matrix of flows between functional types of establishments and the re-
gional environment — B

(3

L1 2 L1
B ? : X f=1

(¢) matrix of flows between the types of establishments and the supraregional
environment — C

20y Zfg.-- T

(d) matrix of utilization of local resources — D *

Xy Typ +o+ Xy

Zn1 Ty o> Tak

In a similar way it is possible to build matrices of passive linkages — of re-
gional and supraregional supply systems.

The above patterns of flows between the functional types of establishments
are greatly simplified.” More detailed matrices would show, for example, flows
between individual plants.

As was mentioned earlier, basic functions in the centre’s structure can be
performed by establishments which have no mutual production linkages:

0 0 ...aun

or by integrated works with well-developed internal linkages (Fig. 2):

8 Nemchynov (1963, p. 136) emphasises the importance of resource matrices, since
the specialization and development of a region depend first of all on the supply of,
and the demand for local resources.

7 According to Harvey (1967), because of the intricacy of realworld phenomena it
is seldom proper to attach a high explanatory value to a model. However, if a large
number of elements in the pattern (n) are considered, then it is possible to account
for a multitude of linkages:p =n (n—1).
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The volume of production by the basic establishments is related to external
factors which, in turn, exert an influence on the production of the remaining
establishments. An insufficient production in one plant or a group of plants
brings adverse effects to the total pattern. The optimum is reached when ex-
change matrices are equal to demand matrices: A’, B, C’, and when all the
resources (D') are utilized:

A—-A'
B-B’' =
Cc-C' =

’

op
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This is a state of equilibrium which can be interpreted as an optimum
(Lange 1962; Lerner 1971). It follows from the analysis that an industrial centre
(T,) may be treated as a function of development levels and linkages of its
constituent parts (establishments) — x, and of random variable #

To = f(x1, x2, -.., xn)+5

The interdependences represented demonstrate that the industrial centre
forms a system open to a certain degree (Dziewonski 1967; Domanski 1972). Its
external entry and exit points are mostly connected with basic establishments.
Therefore, the growth of the centre proceeds as an outcome of external impulses
received by these establishments (Moran 1966). A positive impulse may be in
the form of an increased demand (on the national or international markets)
for products of the basic plants. This is a non-equilibrium state of the system:

A—A">0
B—-B >0
CcC-C’'>0

in which the volume of production is less than the demand.

In consequence, adjustment mechanisms are triggered off by the centre
behaving like a self-regulating system. Individual units, or establishments are
being adapted to the increased demand which acted as an external impulse
(Lerner 1971). A new equilibrium state marks a new optimum structure of
the industrial centre.

A transformation of the linkage pattern occurs via growth and develop-
ment processes (Secomski 1970; Szczepanski 1973). Growth is interpreted as
increasing production volume, while in the case of development a qualitative
change in production is involved. Generally, four alternative patterns of
change (a,) are in question:

socio economic factors
Type of change a3 il
stable development
growth ay az
development as ay

When socio-economic factors remain stable and growth occurs, basic com-
ponents of the centre evolve via additions to the production volume (a,). This
type of change is characteristic of short time intervals. Over a longer period
the development of production forces and of the territorial labour division
result in changing socio-economic factors, and the functional structure of the
centre is subject to transformations. The result of change is a modernization or
an alteration of production profiles with a partial or complete exchange of
equipment (a,). It is reflected in changing technical labour outfit, labour effi-
ciency, and, consequently, in a changing relation between production, fixed
assets and employment (Lissowski 1962).

Similar changes affect service establishments (Z,), as well as subsidiary
units (Z,) which are adjusting to the new demands originating from the basic
establishments. New plants, specializing in new production lines, frequently
emerge, while some old ones are eliminated. The expansion of those establish-
ments which sell their products to non-industrial enterprises is related to
modernization processes on the regional scale. The last category of the estab-
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linkages. These are mostly co-operating units, supplying the basic establish-
ments with semi-finished products or assembling parts produced in other
plants.
These interdependences are illustrated by the matrices of flows of goods
between centres
Vu Un Vin
Vn VY= Vin

Vi YUm2 Vnn

The industrial district (system) described constitutes a set of interdependent
centres (patterns) which together form a more complex whole interacting with
its environment (Chojnicki 1973), in other words — operating within the en-
vironment.

a)

Fig. 3. Models of production linkages in the structure of an industrial district
a — vertical production links, b — horizontal links, ¢ — mixed links

Individual centres perform different functions in the system, and, therefore,
their behaviour is not necessarily identical with that of the system. The rules
govering the system’s behaviour do not pertain to individual centres. Industrial
districts, representing systems at a higher organizational level, are able to
develop into new functional wholes (Lange 1962; Chojnicki 1970, 1973) which
tend towards an equilibrium, or an optimal structural and functional compo-
sition.

The equilibrium of the system is dependent on its internal and external link-
ages. It follows from the discussion that the state of an industrial district (simi-
larly to that of an industrial centre) can be regarded as a function of its develo-
pment level, of linkage patterns between its components (individual centres) —
p;, and of a random factor — &.

T = f(ply p2, Sy pn)+§

The growing intensity of external impulses is a precondition for the devel-
opment of the district and the evolution of its internal functional structure.
The developing industrial district (a system), via its external linkages generates
further changes in the structure of its surrounding region.

College of Pedagogy, Cracow
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184 B. KORTUS

(re-conversion of industry), which results in a nearly-total or partial change
of the former branch structure of industry.®

As follows from Table 1, the Upper Silesian Industrial District has exper-
ienced no coal crisis, nor economic crisis; on the other hand, since 1965 employ-
ment in coal mining has been stabilized there, or even declining, which in itself
is a positive phenomenon. However, over the last few years specific structural
problems have emerged which can not be related to the coal crisis but to a gap
between technological change, growing in momentum, and the existing struc-
ture of industry.

TABLE 1. Basic data on the development of the Upper Silesian Industrial District over the
1946-1970 period

; Employment Value of industrial Coal
Year Po;:ulatlon in industry production extraction
(000) (000) (billion zlotys) (million tons)
1946 1482.0 311.4 36.3
1949 1702.8 404.0 : 61.2
1960 2027.8 519.1 82.0 79.7
1965 2160.5 567.0 107.8 88.4
1970 2219.2 601.6 133.9 98.0
Poland = 100 6.8 12.6 12.1 70.0
(1970)

Note: The area of the District is 2721 sq.km.

2. EVALUATION OF THE BRANCH STRUCTURE OF INDUSTRY IN THE UPPER
SILESIAN INDUSTRIAL DISTRICT OVER THE 1946-1970 PERIOD

The changes in the structure of Upper Silesian industry over the 25-year
period complied, generally, with the overall contemporary trends in the branch
structure of industry. They are expressed by a decline in the share of the fuel
industry from 49.7%p in 1946 to 40.6%0 in 1970, and of the iron and steel in-
dustry from 18.7%p to 14%/p respectively. On the other hand, the share of the
engineering industries increased substantially (from 11.4%¢ to 20.8%/¢), and the
percentage of the chemical industry also increased, although much less mar-
kedly (from 3.6%0 to 4.2%0). These positive trends, however, were much slower
than the average shifts for the whole country. According to location quotients
(Table 2) the share of the region under examination in the national totals has
remained nearly constant (increase in @,,. from 0.6 to 0.7 in 1970) in the en-
gineering industries, while in the chemical industry it even decreases (from 0.9
to 0.6, respectively). This implies that Upper Silesian industry has been lagging
behind other regions in the rate of structural transformations. Rodger’s index
of industrial diversification calculated for Upper Silesian industry as compared
to the national totals shows some decrease (from 0.53 to 0.40) over the 25-years
period, i.e., a growing diversification, which, however, remains inadequate
(Table 3). In other words, since World War II the industrial structure of the
Upper Silesian District has been characterized by a relatively high stability,
this fact is illustrated in Fig. 1. This inertia in the industrial structure can be

t W. Dege, Das Ruhrgebiet, Braunschweig 1972; P. Riquet, Conversion industrielle
et reutilisation de l’espace dans la Ruhr, Ann. Geogr., Sept.-Oct. 1972; M. Gresillon,

Nordfrankreich — eine Region im Krisenzustand, Geogr. Ber., 87 (1973), 2.



INDUSTRIAL CONCENTRATION 185

TABLE 2. Evolution of the branch structure of industry in the Upper Silesian District

Change in R X
Thgustries Per cent of total employment i Location quotient*
1946 1956 1970 1946-1970 1946 1970
Power 2.4 1.8 2.2 —0.2 0.9 0.9
Fuels 49.7 48.5 40.6 —9.1 2.6 4.1
Primary iron and steel 18.7 13.7 14.0 —4.7 3.1 33
Primary non-ferrous metals 3.8 4.1 3.5 —-0.3 3.4 2.7
Engineering 11.4 15.8 20.8 +9.4 0.6 0.7
Chemicals 3.6 3.4 4.2 +0.6 0.9 0.6
Building materials 3.0 3.3 3.2 +0.2 0.6 0.6
Glass and pottery 0.8 1.2 1.0 +0.2 0.4 0.5
Lumber and wood 0.8 1.0 0.8 — 0.1 0.2
Paper 0.7 0.5 0.4 —0.3 0.3 0.3
Textile 1.3 1.0 1.2 —-0.1 0.1 0.1
Apparel 0.5 0.9 2.1 +1.6 0.2 0.5
Leather and shoe 0.2 0.4 0.6 +0.4 0.1 0.2
Food 1.9 3.5 44 +2.5 0.2 0.4
Printing 0.9 0.5 0.6 —0.3 0.5 0.5
Other 0.3 0.4 0.5 +0.2 0.3 0.4

* Location quotient calculated according to the formula:

G

—I‘,x’g— , where: Gx/G = the proportion of the x industrial branch in the total industry of the region: Px/P = res-

x

pective index for the country.

Source:Rozmieszczenie przemysiu wg wojewddztw i powiatow w latach 1946 i 1956 (Distribution of industry by voivodships
and poviats, 1946 and 1956), GUS, Warszawa 1960 and materials of the Regional Planning Office, Voivodship
of Katowice (1970).

TABLE 3. Change in industrial diversification, 1946-1970*

Rodger’s crude index of industrial Rodger’s refined index of

Year 2 diversification industrial diversification
Uppel.' Silesian g L Upper Silesian District: Poland
District total
1946 1,334.3 1,149.4 0.53
1956 1,319.7 1,155.9 0.48
1965 1,302.9 1,153.8 0.43
1970 1,297.2 1,160.0 0.40

* See W. Isard, Methods of regional analysis, The M.L.T. Press, 1960, pp. 273-74.

attributed to the high proportion of primary industries, which are traditional
to the region, i.e., coal, and the iron and steel industries. Despite the drop
these industries experienced over the period under investigation, their share
remains very substantial (Table 4). Thus, the coal and coke industry accounted
for over 40%o of the total industrial employment in the Upper Silesian District
in 1970. On the other hand, the proportion of ‘“leading”, modern industries is
still relatively low, and their expansion is somewhat slower than in the country
as a whole (Table 5).
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Since models of optimal industrial structure are not available, it is possible

to base evaluations of the existing structures on inter-regional comparisons.
It may be of interest, therefore, to compare the industrial structure of the

Fig.

Employment a
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Industry branches

1. Industrial diversification patterns for the Upper Silesian Industrial District
and for Poland

Upper Silesian District with that of the Ruhr area (Table 6). Both areas are
heavily specialized, although in the case of the Ruhr the diversification process
is more advanced. Primary industries in that region account for over 45% of
total industrial employment and about 40%6 in value terms, while in the case
of Upper Silesia the respective figures are 58%o and 57%p. The existing structure
of industry in the Upper Silesian Industrial District is an outcome of diversified

TABLE 4. The percentage of fuel and primary metals industries in total industrial employmen

1964 1956 1965 1970
Upper Silesian District 72.2 66.3 60.3 58.1
Poland 26.0 21.4 15.6 15.5

TABLE 5. The percentage of engineering and chemical industries in total industrial employment

1946 1956 1965 1970 1970
1946
Upper Silesian District 154 19.2 23.0 25.1 1.63

Poland 21.9 29.0 35.3 37.9 1.73
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development dynamics in particular industrial branches in the country and in
the region in question, as illustrated by Table 7. It follows from the Table that
in chemical and engineering industries the difference was the biggest (index
values of 0.4 and 0.6, respectively), if we disregard the non-ferrous metals in-
dustry as being primarily mineral deposit — oriented.

TABLE 6. Industrial structure of the Upper Silesian and the Ruhr districts

Per cent of total Per cent of total value
industrial employment of industrial production
Industries Upper Silesian Upper Silesian

Ruhr area District Ruhr area District

as7n) (1970) L) (1970)

Coal mining 22.0 40.62 11.1 26.34
Iron and steel 23.5 17.5% 28.3 30.90

“Traditional” industries to-

tals 45.5 58.1 394 57.2
Engineering industry 32.2 20.8 29.9 20.3
Chemical industry 7.7¢ 4.2 16.2¢ 6.2
Light industry 4.0 3.9 2.5 31
Food industry 4.1 4.4 6.3 5.7
Other branches 6.5 8.6 5.7 7.5
Totals 100.0 100.0 100.0 100.0

@ Fuel industry.

b Including primary non-ferrous metals.

¢ Including oil processing.

Source: Statistische Rundschau fur das Ruhrgebiet 1972 and data obtained from the Regional Planning Office for the
Voivodship of Katowice.

TABLE 7. Trends in individual industral branches: the Upper Silesian District vs. national totals

Growth of employment

(%) 1946:1970 Index of retardation
Industries e I ———— Upper Silesian District:
Upper Silesian Poland’s Poland’s totals
District totals

Power 162.4 261.8 0.6
Fuels 151.5 173.1 0.9
Primary iron and steel 138.0 226.4 0.6
Primary non-ferrous metals 172.1 395.7 04
Engineering 338.9 563.2 0.6
Chemical 220.4 546.2 04
Building materials, glass, pottery 205.4 312.8 0.7
Wood and paper 158.1 236.9 0.7
Textile, apparel 343.6 256.2 1.3
Leather and shoe 567.5 642.3 0.9
Food processing 398.8 308.7 1.3
Other 168.7 313.0 0.5
Totals 185.2 323.9 0.6

Source: Author's calculations using data quoted in Table 2.
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advanced manufacturing stages, are supported; at the same time, the redeve-
lopment of old industries, whose role remains vital in the case of the Upper
Silesia, has been started.

TABLE 8. The percentage of new industrial plants, 1965

Employment Value of production Value of fixed assets
Upper Silesian District 14.6 13.9 12.6
Poland 33.2 35.9 38.3

Source: Industrial Census, Central Statistical Office, Warsaw 1966.

A gradual modernization of the industrial structure of the Upper Silesian
District, quite evident over recent years, has proceeded in two parallel direc-
tions: (a) The number of branches in which the District achieved a degree of
specialization is increasing. In addition to fuel and primary metal industries
(amounting to 72.2%/p of the total industrial employment in 1946 and to 58.1%%
in 1970) they now include the engineering industries (14%/p in 1946 and 20.8%/o
in 1970, respectively), as well as some branches of the chemical and consumer
goods industry. In this way the basis for further industrial growth of the
Upper Silesian District is becoming substantially broader than in the past.
(b) Traditional industries, mainly coal mining and metallurgy are undergoing
a process of modernization which will facilitate their further expansion and
growth of efficiency. Owing to continued modernization of mines the labour
effectiveness in Upper Silesian coal mining increased two-fold over the period
1946-1970. It is anticipated that by 2000 the coal production of the District will
reach over 150 million tons (a 50%0 increase) with only a small percentage of
increase in employment. Also the iron and steel industry is undergoing fun-
damental technical reconstruction, owing mainly to the new ‘“Katowice” steel
plant which will take over the production of crude iron and steel now located
in numerous old mills. The latter will either be gradually liquidated or adapted
to steel processing and the manufacturing of steel products. A similar change
will take place in lead and zinc smelting: a new plant in Miasteczko Slaskie
is taking over the production of old and obnoxious establishments in Katowice
and Swietochlowice. The chemical industry will also move to a more advanced
stage of processing; the still dominating coal-based chemical plants are supple-
mented by petrochemical plants. Finally, the engineering industry’s share is
expanding and is undergoing technical modernization — through the recon-
struction of the existing and the introduction of new establishments, including
factories making electrical mining equipment, and a large automobile plant in
Tychy, making motor vehicles on FIAT license.

The modernization of the industrial structure in the Upper Silesian District
is accompanied by a substantial expansion of its higher education facilities.
Post-war additions include a technological institute, a number of colleges and
the Silesian University, founded in Katowice in 1969. In addition, a large num-
ber of industrial research institutes and laboratories have been established;
now the Upper Silesian District ranks second only after Warsaw as a research
and development centre. These facilities attract, and are attracted by modern
industries.?

3 In fact, the expansion of higher education and research institutes is a trait com-
mon to the evolution of old industrial regions all over Europe, including the north of
England, the Ruhr area, the Donbas region and others.
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SHORTEST DENDRITE 193

step subdendrites
0 D
1 Di1,Ds2
2 D21, D23, D23, D24
k Dy, Dk2, -+, Dit

The total of objects submitted to classification in the process of grouping
does not change (the division is, with respect to the elements involved, disjoint
and exhaustive) but the total of edges is smaller by k and amounts to n—k.

THE ADVANTAGES OF THE METHOD

(1) The variable k (the number of divisions) is kept under stricter control
than in the other techniques.

(2) The number of elements of the smallest group can be determined be-
forehand.

(3) The division is unarbitrary; it is performed by a computer according to
an algorithm.?

(4) We are in a position to wath the formation of regions as the products of
successive phases of subdivision or, conversely, as the procedure of integrating
elements that belong to neighbouring (in the sense of similarity) groups in the
dendrite.

(5) The peripheral elements are certain not to be cut off in the first steps of
the procedure.

The algorithm of division was tested on a dendrite spread over a set 364
territorial units (poviats); these had been selected according to the criteria sug-
gested by S. Golachowski (1969) and characterized in terms of 11 socio-economic
features. Because of its considerable size, the dendrite has not been included in
this paper. The results of the division procedure, which was composed of seven
steps, are given in Table 1.

TABLE 1. Description of the identified groups of homogeneous territorial units

Group Number of units Exhaustion of elements Intra-group similarity
No. in a group of the set in percentages variance
1 15 4 0.0050
11 30 12 0.0128
111 61 29 0.0016
v 29 37 0.0057
A" 35 47 0.8923
VI 89 71 0.0046
VII 53 86 0.0036
VIII 24 92 0.0014
IX 28 100 1.4901

Fotal 364 100

3 Calculations were made on an ODRA-1204 computer in the Institute of Informa-
tics at Wroctaw University.

13 Geographia Polonica II



Fig. 1 a. Group 1V. Fragment of the shortest dendrite contained in the 11-dimensional
space of features
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group Vil

1 b. Group VIII. Fragment of the shortest dendrite contained in the 11-dimensional
space of features

,within groups” variance

0.01

7 iteration

B
0.001F
Fig. 2. Dendrogram of classification of poviats
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The Table discloses the distinctive character of each group of units. By way
of example, Figs. 1 a and 1 b present only two different subdendrites (groups IV
and VII). Group VIII includes major independent poviat towns of similar char-
acteristics. This compact dendrite contains a set of almost equal short edges.
Group IV, instead, exhibits more varied edges of greater lengths.

Length of edge is what is taken as the distinctive feature in the identifica-
tion of groups in the dendrite. This composite feature is not among the collec-
tion of initial features. Groups I, VI, and IV have similar indexes of variance
of edge length. The fact that they form separate groups is due to the circum-
stance that they occupy areas in the multidimensional space of features that
are remote from one another.
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Fig. 3. Spatial pattern of multifeature classification of poviats

The diagram in Fig. 2 drawn on semilogarithmic paper is a modified den-
drogram. It shows the order in which the computer identified the groups and
in which the elements of the input set were exhausted. The sequence of itera-
tion steps is marked on the horizontal axis; the vertical axis, instead, shows the
values of intra-group variance, the opposite of intra-group similarity. The
output dendrite has higher variance (1.573) than any of the identified sub-
dendrites.
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GEOGRAPHIA POLONICA

Vol. 1. 11 papers devoted to the present status of geography in Poland and 3 papers
giving the results of research. List of Polish geographers, geographical institutions
and geographical periodicals, 262 pp., 20 Figures, 1964 (out-of-print)

Vol. 2. 34 papers prepared by Polish geographers for the 20th International
Geographical Congress in London, July 1964, 259 pp., 91 Figures, 1964

Vol. 3. Problems of Applied Geography Il. Proceedings of the Second Anglo-Polish
Seminar at Keele — Great Britain, September 9-20, 1962, Co-edited by the Institute
of British Geographers. 21 papers by British and Polish geographers, 274 pp., 69 Fi-
gures, 1964 ¢

Vol. 4. Methods of Economic Regionalization. Materials of the Second General Meet-
ing of the Commission on Methods of Economic Regionalization, International
Geographical Union, Jablonna — Poland, September 9-14; 1963. Reports, communica-
tions and discussion, 200 pp., 6 Figures, 1964

Vol. 5. Land Utilization in East-Central Europe. 17 case studies on land use in
Bulgaria, Hungary, Poland and Yugoslavia, 498 pp., 104 Figures, 16 colour maps, 1965
Vol. 6. 14 papers prepared by Polish geographers for the Seventh World Conference
of INQUA in U.S.A., September 1965, 150 pp., 86 Figures, 1965

Vol. 7. 10 papers on the geography of Poland, mostly dealing, with the economic-
geographical problems of Poland, 132, pp., 46 Figures, 1965

Vol. 8. Aims of Economic Regionalization. Materials of the Third General Meeting
of the Commission on Methods of Economic Regionalization IGU, London, July 23,
1964, Report and 5 papers, 68 pp., 7 Figures, 1965

Vol. 9. Colloque de Géomorphologie des Carpathes. Materials of the geomorphological
symposium held in Cracow and Bratislava, September 17-26, 1963. Report, 7 papers,
2 summaries, 118 pp., 22 Figures, 1965

Vol. 10. Geomorphological Problems of Carpathians IL. Introduction and 6 papers
by Rumanian, Soviet, Polish, Hungarian and Czech geographers, 172 pp., 68 Figures
1966

Vol 11. 11 papers prepared by Polish geographers dealing with the history of Polish
geography, Polish studies on foreign countries and different economic-geographical
questions concerning Poland, 154 pp., 36 Figures, 1967

Vol. 12. Formation et I'Aménagement du Rescau Urbain. Proceedings of the French-
Polish Seminar in urban geography. Teresin, Poland, September 20-30, 1965. Papers
by French and Polish geographers, discussion, 208 pp., 51 Figures, 1967

Vol. 13. 9 papers embracing different fields of both, physical and economic geography,
all of which have been devoted to methodological problems and research techniques,
130 pp. 4 Figures, 1968

Vol. 14. Special issue for the 21st International Geographical Congress in New Delhi,
1968, 43 papers prepared by Polish geographers: 24 dealing with physical and 19 with
economic and human geography. List of geographical institutions in Poland and
Polish geographers, 406 pp., 80 Figures, 1968

Vol. 15. Economic Regionalization and Numerical Methods. The volume contains the
final report on the activities of the IGU Commission on Methods of Economic
Regionalization, as well as a collection of 8 papers by American, Canadian, Soviet
and Polish authors, 240 pp., 54 Figures, 1968

Vol. 16. 11 papers dealing with research problems and techniques in both economic
and physical geography, 136 pp., 27 Figures, 1969

Vol. 17. Special issue prepared for the 8th Congress of the International Union for
Quaternary Research Paris, 1969, 28 papers by Polish authors, icluding studies in
stratigraphy and neotectonics (6), geomorphology and paleohydrology (10), paleo-
botany (3), sedimentology (5), archeology (4), 428 pp., 122 Figures, 1969

Vol. 18. Studies in Geographical Methods. Proceedings of the 3rd Anglo-Polish Geo-
g:;phlcal Seminar, Baranéw Sandomierski, September 1-10, 1967, 280, pp., 54 Figures,
1970
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'ol. 19. Essays on Agricultural Typology and Land Utilization, 20 papers presented
it the meeting of the Commission on World Agricultural Typology of the IGU, held
8 in New Delhi, 200 pp., 97 Figures, 1970
ol, 20. 9 papers on various aspects of both physical and economic geography,
pacluding urbanization, international trade, changes in rural economy, industrial
velopment, urban physiography and hydrographic mapping, 183 pp., 69 Figures, 1972
lol. 21. 10 papers dealing with selected problems of economic growth, transportation,
pgraphic methods and theory, climatology and geomorphology, 147, pp., 82 Figures,

22, 15 papers repared for the XXIInd International Geographical Congress in
Montreal, August 1972, 205 pp., 43 Figures, 1972
Vol. 23. Present-day Geomorphological Processes. Issue prepared for the 22nd Inter-
pational Geographical Congress by the IGU Commission on Presenet-day Geomor-
phological Processes, 180 pp., 82 Figures, 1872
Vol. 24. Geographical aspects of urban-rural interaction. Proceedings of the 4th
nglo Pollsh”Geoxraphlcal Seminar, Nottingham, September 6-12, 1970, 256 pp.,
gures, 1972
‘ol. 25. Perspectives on spatial analysis. 7 papers presented at the meeting of the
pmmission on Quantitative Methods of the IGU, held 1970 in Poznaf, Poland,
137 pp., 48 Figures, 1973
‘Vol. 26. Scientific results of the Polish geographical expedition to Vatnajokull
(Iceland), 311 pp., 253 Figures, 1973
Vol 27. 20 papers presented by the Soviet and Polish Geographers at the First
-Soviet Geographical Seminar in Warsaw, Szymbark and Cracow, 22nd May
o 1st June, 1971, 189 pp., 25 Figures, 1973
" Vol. 28. ¢ papers in physical and economic geography, 144 f ., 81 Figures, 1974

Vol. 29. Modernisation des campagnes. Actes du IV* Colloque franco-polonais de
itographie, Augustow, Pologne, septembre 1973, 444 pp., 139 Figures, 1974
‘Vol. 30. Proceedings of the Second Polish-GDR Seminar, Szymbark (Poland), April
5 , 151 pp., 21 Figures, 1975
“Vol. 31. 11 papers embracing different fields of geography, 235 pp. 61 Figures, 1975
Vol. 32. 12 papers dealing with physical development of Poland, 143 pp., 22 Figures,

1975. Index to Geographia Polonica, vols 1-32
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