
16.

ON THE CHANGE OF SYSTEMS OF INDEPENDENT VARIABLES.
[Quarterly Journal of Mathematics, I. (1857), pp. 42—56, 126—134.](1) The theorem contained in the subjoined pages having been printed*, with many typographical and other errorsf, in the Proceedings of the Royal 

Society, Vol. VII. No. 8, I think, on account of its importance to the direct march of the differential calculus, of which, as an instrument of expansion, it may be said to complete the processes, that the reissue of it in a more correct form may be acceptable and useful to the readers of this journal.The purpose of the theorem is to effect for any number of variables the same end which has been accomplished by Burmann and others for a single variable; that is to say, ϑ being supposed to be a function of the variables, 
x, y, ... z, each of which is a given function of u, v, ... w, and a, β, ... γ, being any positive integers, the theorem gives the complete development ofϑ in terms of Such,I say, is the primary form of the theorem; but it enables us, as will hereafter be shown in this paper, in fact, and as a consequence, to do much more than this, namely, to solve the question of differential transformation, under its most general aspect. The question so proposed may be stated as follows:Given φ1 = 0, φ2 = 0, ... φn = 0, where each φ is a function of x1,x2,... xn+i, it is required to pass from an expression in which the differentiations have respect to x1,x2, ... xi to an equivalent expression, in each of the terms of which the differentiations have respect to xθ1, xθ2, ... xθi, these last-written quantities being any i arbitrarily chosen terms out of the given set of n +1 variables, x1, x2, ... xn+i. Through the medium of the reversion of series, the solution of this problem for the case contemplated in the theorem about to be enunciated (where x1, x2, ... xi are given explicitly in terms of Want of leisure prevented me then, and still prevents me, from producing the proof of the theorem, or the investigation by which I arrived at it. It must, however, be understood, that the theorem was not obtained tentatively, but that the proof of it is in my possession.[+ p. 50 above.]S. II. 5
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66 On the Change of Systems of [16

u1, u2, ... ui), enables us to write down the solution for the case where these two systems of variables are connected by equations in the more general manner just above supposed. It may then be asked whether it is meant to affirm that Burmann’s law for passing from one independent variable x to another y, of which the first is a known function, conducts immediately to the law for effecting such change, when x and y are connected through the intervention of one equation between x and y, or several equations between 
x, y, and other connecting variables. The answer to this question is in the negative; for even if we take the simpler case where x and y are connected by a single equation, it will be found that to solve the problem for this case in the manner indicated, we shall need to know the solution of the problem, how to pass to two variables, u, v, from two others, x, y, given explicitly as functions of the former two; and so in general it is the fact, that the theorem applicable to the case of implicit connections between any number of variables, is always a corollary to the theorem applicable to the case of explicit connection between a greater number of variables. Thus it comes to pass, that Burmann’s law for one variable explicitly connected with another, does not contain within itself the law for one variable implicitly connected with another; but the general law which I have discovered for a system of any number of variables explicitly connected with another such system, does contain within itself the general law for systems implicitly so connected*.As the theorem is one of considerable complexity, it will be rendered most easily intelligible by taking separately and successively the cases of two and of three variables; the reader will then not experience any difficulty in seeing how it is to be extended to any greater number.

Problem for Two Variables.(2) Let x, y be given functions of u, v, it is required to express in terms of the partial differential coefficients of x, y, ϑ in respect of u and v.

Solution.Form the Jacobian determinant

Any linear function of infinity is still infinity, and all infinity is one, but not so of a finite integer; thus it is that the particular does not carry with it the particular, although the general does the general.
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16] Independent Variables 67which call J; the required expression will be made up of terms, each of which will have for its components; 10, a power of (—); 20, a positive integer numerical multiplier; 30, a negative power of J; 40 and 50 (subject to a subsequent distinction into two sets), factors of the form 
and 60, a factor of the formThe distinction of the factors under the combined headings 4 and 5 into two sets, referring to these headings separately taken, is dependent upon the values of p, q; p', q'. The 4th heading is intended to comprise the factors, for which p = 1 and q = 0 or p = 0, q = 1, and similarly for p' and q', that is, factors for which p + q or p' + q' is unity. The 5th heading comprises those factors in which p + q or p' + q' (as the case may be), exceeds unity. These two sets require to be carefully distinguished and considered apart: those values of p, q; p', q' belonging to the second set will be distinguished by the letters a, b; a', b', so that it is to be understood that a + b > 1, a' + b' > 1.The general term may thus be put under the form

The negative signs are employed with , in the first line of factors, because, as will be seen when we pass to the case of more than two variables, it is the first minors of J which give rise to these factors, and these first minors are respectively
The &c in the second line of factors refers to a, b, l becoming changed into a1, b1, l1; a2, b2, l2 &c.; and indicates that the product is to be taken of all the factors thus formed upon the type of
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68 On the Change of Systems of [16Similarly, the &c. in the third line of factors refers to a', b', l' becoming changed into α1', b1', l1' &c.; and the product taken of all such factors so formed upon the type of
[We may of course, if we please, write the first line under the form 

by making i' = i + β + α'.]In the first place,
In the second place,
In the third place, 

and 
which two systems of equations of course imply the existence of the equation

And finally:

∏n for any value of the integer n indicating the factorial 1.2.3 ...n, and D denoting the determinant hereunder written, namely:
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16] Independent Variables 69which writing la + &c. = ∑la, I'a + &c. = ∑l'a', and substituting for α + α', 
∑la + ∑l'a' + A, and for β + β', ∑lb + ∑l'b' + B, becomes when developed
D being essentially positive, N can only vanish when the following equations (or the analogues to them obtained by the interchange of a, a, A with b, β, B) are fulfilled, namely: or or or or or or (3) By way of illustration, let us suppose f =2, g = 0, so that the expression to be developed is , which is to be expressed in terms of , It will be the simpler mode of proceeding to find this development by actual expansion, and compare the result with that given by the theorem in the text.We shall find without difficulty by the ordinary process
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70 On the Change of Systems of [16(4) In the first term 
and we have, as indicated by the theorem,

N becomes 
it is easily seen that 

so that the value of the fraction above written is in fact
In the second term, 

everything else remains as before, except that the numerical factor is (—)βN, that is, — N, where N = 2.(5) If we take the eighth term (the second one of the fourth line) we have 
and we have
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16] Independent Variables 71

and N becomes
which, since

(6) The above examples, although taken from the simplest terms, are in a certain sense exceptional cases, inasmuch as N for these cases involves one or more fractions of the form 0/0; but this is a mere accident, resulting from the peculiar form of representation which I choose to employ, as being in general the most convenient to operate with.If we take the fifth term (that is, the second term of the second line), this exception does not apply. We have for this term

and we find

(7) In general, to form all the terms in that is, to find allthe systems of indices, we may begin by taking A + B = μ, and giving to μ in succession, every value from 1 to f+g, and calling f+g= n, and writing
we have to combine each solution of the equation A + B = μ with each of the equation L + L'=n-μ, that is, we may assume for A in succession each value from 1 to μ, and for L, from 1 to n-μ.It will be convenient to denote in general an integer which may be anything from 1 to p by [p]. We have then
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72 On the Change of Systems of [16We have then to break up L in every possible way into parts which will give by combining equal parts into groups all the values of I, (α + b — 1). In like manner, the partitionment of L' will give all the values of l', (α' + b' — 1).Any of the values of a + b — 1 and of a' + b' — 1 respectively being called 
c and c,, we have
Hence every system ofand ofsatisfying the equations of condition may be found. To find the corresponding values of α, β; a', β' we must observe that one combination of the equations (1), (2), (3), (4), having been employed to obtain the quantities already found, only three of these equations are independent; we shall accordingly have
and the problem is completely resolved.(8) If now we pass to the case of three variables x, x', x'', given explicitly as functions of u, u' , u", we must take

which, for greater brevity, using u, u', u", to denote may bewritten
The nine first minor determinants may then be expressed under the respective forms
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16] Independent Variables 73

The general term in ϑ will then be

and similarly to the last case 

from which six equations we may deduce
(9) And the six equations first written may be solved in a manner analogous to the four equations in the preceding case.We have finally
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74 On the Change of Systems of [16where D = the determinant following, namely, 

which, employing the equations 

may be expressed under the forms 
where all the coefficients λ, μ, v, are essentially positive functions of α, β, γ, &c., Σlα, Σlb, Σlc, &c.The general form of D is apparent, as is also the reason why there is no term in which one of the indices, A, B, C ... does not appear, namely, that the sum of the lines in the lower half of the square, minus the sum of the lines in its upper half, gives rise to the line of terms following, which may be substituted in place of any one of the existing lines 
so that one of the letters A, B, C ... must appear in every actual term of the development.(10) Let us return for a moment to show what the theorem becomes for the case of a single variable x, from which the transition is to be made to u.For this case and the 1st minor which is a determinant of zero places, as is well known to those conversant with determinants, must be taken + 1. The formula then becomes 
where and
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16] Independent Variables 75

where
Hence agreeing, as it ought, with Burmann’s Law.(11) For particular classes of terms N admits of a reduction to a simpler form.Thus, in the case of three variables, suppose that the matrixassumes the form
by which I mean that
Then by substituting for the 4th, 5th, and 6th lines in D the differences between the 4th and 1st, the 5th aud 2nd, the 6th and 3rd, respectively, 
D assumes the form 

which 

which we may call aβ'y"D'.
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76 On the Change of Systems of [16The entire value of N is consequently

(12) The form of D' is deserving of consideration on its own account.Call
Then

The entire number of terms is 16. In general, for m variables the corresponding number will be (m+l)m-1, as may easily be shown*.
* The number of terms in D', since each of them has positive unity for its numerical coefficient, is evidently the value of a determinant, which, for three variables, is

To find in general the value of such a determinant in its more general form 

which is the discriminant of a (x2+ y2 + z2)-2yz - 2zx - 2xy, we may observe that this latter formula becomes a perfect square, that is, loses two orders when α= -1. Hence (a + l)2 is a factor of the determinant. Again, when a = 2 the sum of all the terms in each column is zero. Hence (a-2) is also contained in it as a factor; the complete value of the determinant is therefore (a-2) (a + l)2, that is, 42, when α = 3 ; and so for a determinant of the with order we obtain {α-(m-l)} (α + l)m-1, which becomes (m + l)m-1 when α=m.The same result may also be obtained directly by the integration of a linear equation of differences of the second order of the form given in the example at the foot of page 14, in Mr Cohen’s paper in this Journal.If we take D, which also, like D', consists exclusively of positive terms, only with unit coefficients, the number of these terms for the case of 1, 2, 3 variables I find to be 1, 12, 432 ; and for the general case of m variables I presume that the law is mm (m + l)m-1.
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16] Independent Variables 77The terms themselves may be found without calculation by means of a simple rule.Suppose that there are four variables, we may then find D' for the case corresponding to the one just treated of for three variables by taking the product of 

and rejecting every term in such product in which any group of the letters forms a cycle.Thus, for example, every term in which Ab × Ba enters must be rejected, because AB, BA is a cycle.So, again, every term in which Ab×Bc×Ca enters must be rejected, because AB, BC, CA forms a cycle.We might take the product of Aa + Ab + Ac + Ad + A, and the quantities similarly formed, and proceed as above; for since AA is a cycle, as is also 
BB, CC, DD, therefore AaBbCcDd will not appear in the final result.Applying the method of rejection, we find without difficulty D', which represents the determinant

The total number of terms being 
as it ought to be.Other cases of simplification will readily suggest themselves; and, of course, when γ = 0, γ' = O, γ" = O, which equations imply also Σlc = O, Σl'c' = 0, Σl''c"=0, and C=0, the value of N will reduce as it ought to the form corresponding to the case of only two variables, and so in general (the value of the coefficient of any term in the development of the transformed
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78 On the Change of Systems of [16value of any differential coefficient of a function of several variables depending only upon such of them as appear in the term itself, and in no way upon the other variables not so appearing).(13) To indicate the method of passing from the theory of transformation of systems explicitly to that of systems of variables implicitly connected, let us suppose φ (x, y) = 0 and that ~ is to be expressed in terms of , φ, ϑ.We may make this transformation depend upon our being able to solve the following question in the reversion of series, namely :Given
to express phσk in terms of ξ, η. The solution of this question, when b = 0, 
a' = 0, has been given by Jacobi, Crelle, t. VI. 1830; and as is obvious and pointed out by Jacobi, the general case, by either of two methods, namely, combination of the equations or linear transformations effected in the variables 
p, σ contained in them, may be made to depend on the particular case for which b = 0, a' = 0; but Jacobi has not followed out the effects of these processes, and apparently was not aware of the results being (as we may now see is the case) capable of an explicit representation, which mode of representation is essential for the purpose we have in view.Let x, y be functions of u,v; and suppose x, y, ϑ to become x + ξ, y + η, ϑ + τ, when u and υ become u + h and v + k respectively; then we shall have

but treating τ as a function of ξ, η, we have also
Hence being expanded by means of our theorem in termsthe coefficient in such expansion of will exhibitthe value of the coefficient of ξf τg in the expansion of interms of ξ and η.
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16] Independent Variables 79(14) As there are no quantitative relations between the coefficients in the equations above written which express ξ and η, we are therefore now able to express the value of hAkB in terms of ξ and η when ξ and η are respectively expressed as rational integral functions of (and vanishing with) 
h and k. Thus, let us write in general 
where p0,0 and q0,0 are each zero, but all the other values of p and q absolutely arbitrary. We have now pr,8, qr,8 respectively replacing 
and consequently the general term in the expansion of hAkB as a function of 
ξ and η will be If,gζfηa, where
where 

and

Hence
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80 On the Change of Systems of [16α, β; α', β'; l, l', &c., being any system of positive integers which are capable of satisfying the equations

Hence the value of hAkB, which = ΣIf,gξf ηg, is completely determined as an explicit function of ξ, η, and the coefficients p, q, of the equations by which 
ξ, η, are given in terms of h and k.(15) So for three variables, supposing 

where mo,o,o, no,o,o and mo,o,o, are each zero, but all other values of m, n, p absolutely arbitrary, making 
and writing in general 

we shall findwhere 

where D is a known determinant of the sixth order expressible in terms of
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16]  Independent Variables 81

, and where

(16) Suppose now that we wish from the equation O = Σpr,ghrks to deduce the value of kβ in terms of h.We may put 
and then apply the formula of reversion for finding kβ in terms of ξ and η; but since ξ = 0, we may reject all the terms out of ΣIf,gξfηg, except those in which f=0; moreover, in adapting the formula applicable to this case, we must put qr,s = 0 for all values of the system r, s, except 1, 0, and for that system q1,0 = 1; we have, therefore, to retain such terms only in I0,g for which a = 0, ∑l'a' = 0, ∑l'b' = 0;
D consequently becomes 

hence 

with the conditions
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82 On the Change of Systems of [16we have, therefore, finally
with the sole condition deduced from the system (ω),

Suppose, now, that φ (x, y) = 0, and that we wish to express (where,for greater simplicity, I consider ϑ a function only of y) in terms of x, y, without solving the equation φ = 0; we know that if we write

then will be the coefficient of hg in the expansion of
&c. in terms of h.Consequently, if we make

where, as before, writing in general ak + bk — 1 = ck,
g being now given, and B variable and subject to assume in succession every value from 1 up to B.(17) By way of verifying the above formula, and as a protection against accidental errors of calculation, suppose φ = — x + ψ (y),so that
the only terms to be retained are those in which no (a) index appears.
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16] Independent Variables 83We have, therefore, for this case Σl (b — 1) = g — B, that is, and 
agreeing, as required, with Burmann’s law.(18) As another example, in illustration of the fact that our general theorem embraces the whole theory of reversion, suppose we have the equation  and that it is required from this equation to deduce lc as a. function of h and k.We may write

We have then and in assigning the value of I0,g,h, we need, moreover, to retain in I0,g,h only those terms in which the a', b', c' and a", b", c" systems of indices are wanting; for
Moreover a, β,γ; a', β', γ'; a", β'', γ"; being the indices respectively of the minor determinants of the matrix 

we may consider α = 0, β = 0, β' = 0, α" = 0, since the minor determinants which have these indices are all zero.Hence, for the actual terms in I0,g,h, becomes
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84 On the Change of Systems of [16which obviously reduces to the form 
also the equations of condition between the indices become 
in addition to the special equations 
Hence , where Ig,h represents

where l1(α1 + b1 + c1— 1)+ ... + le(ae + be + ce — 1) = g + h — C, g and h being assumed of any values respectively, such that their sum is not less than C: the partitionment of g + h — C, gives every possible system 
and to every such system correspond known systems of values of a, b, c; ... ; 
ae,be,ce. We have then γ = Σl, γ' + 7" = Σl(c-l) + C, which latter equation, for each value of c, gives Σl (c — l)+C+l systems of values of γ' and γ". Thus we have the complete solution of the equation Σmr,s,tqrk8lt = 0.In like manner, if we suppose i variables q1, q2, ...qi, and for greater simplicity, in addition to the condition always supposed of the constant term being zero, likewise conceive that the coefficient shall be unity in each linear term of the equation 
we shall find 
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16] Independent Variables 85with the conditions following for finding the(γ) and 1α, 2α ... ia ... 1ae, 2ae... iae systems, namely,Σl(1α + 2α + ... + ia — 1) = f1+f2 + ... +fi-1 — Ai,γ1 = Σl, γ2+γ3+∙∙∙ + γi=  Σli(αi-1) +Ai+1.(19) In like manner we may without difficulty assign the general law for solving with like generality any number of simultaneous equations between any greater number of variables, the functions equivalent to zero being all supposed to be without a constant term, and to be expressed as rational integral functions of the variables; and we can consequently pass from one system of independent variables to any new system in whatever way, whether explicitly or implicitly, through any number of equations and any number of connecting variables, the two systems may be supposed to be related.
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