
The Theory of constructive Types. 
(Principles of Logic and Mathematics). 

Part I. 

General Principles of Logic: Theory of Classes and Relations. 

By 

Leon Chwistek. 

Introduction. 
The purpose of the present paper is to show how we can build 

up a system of Logic and Mathematics, assuming no other primi-
tive ideas and propositions than those of the Logical Calculus. It 
is to be remarked that, for foundation of Mathematics, there is 
hardly any other method to be found. Suppose we assume any sy-
stem of mathematical axioms: we then must prove that this system 
contains no contradiction. To prove-anything, we must have some 
primitive ideas and propositions. These in their turn must contain 
the primitive ideas and propositions of the Logical Calculus. There 
is no means of building up a system of Mathematics, without assu-
ming the primitive ideas and propositions of the Logical Calculus, 
or their equivalents. Therefore any system of Mathematics must 
contain the primitive ideas and propositions of the Logical Calculus. 

We shall see that numbers are classes, and classes are proposi-
tional functions. Therefore, Mathematics is a part of the theory of 
propositional functions. Now, the logical calculus being a part of 
the theory of propositional functions, it seems obvious that we can 
get at least a part of Mathematics without assuming any other pri-
mitive propositions than those which belong to the Logical Calculus. 
This part of Mathematics appears to be the most solidly founded. 
Other parts of Mathematics, — the theories based e. g. on the axiom 
of infinity or 011 Zermelo's axiom — are to be considered as con-
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10 
sequences of these hypotheses. In modern Mathematics two following 
problems seem to be of great importance: 

ll> Can we prove a given proposition without Zermelo's axiom.J ') 
Given a class other than the null-class, can we determine at 

least one of its elements? 
— P r o b l e m 1. can not be fully answerd without a perfect system 

of symbolic Logic and Mathematics, otherwise there always remains 
a suspicion we may have tacitly used the axiom of Zermelo. 

P r o b 1 e-m 2. appears to be very obscure so long as we work 
without Symbolic Logic. Then we have no means to reject the po-
stulate of Kronecker, stating that a number is definite when we can 
calculate it to as many decimal places as we choose. Now this po-
stulate implies a serious limitation of the domain of classic analysis, 
not being itself clear enough 2). 

In the system of Symbolic Logic we have no other objects than 
propositional functions and propositions. \ow, we get propositional 
functions from propositions by a formal processus which does not 
contain any ambiguity. Therefore, to have any object, it is neces-
sary and sufficient to have a proposition from which this object is 
to be obtained by a wholly determined formal processus. 

II we assume existence axioms, we can prove that there are 
objects, which perhaps cannot be determined. In a system based 
exlusively on the primitive propositions of the Logical Calculus, 
there is no meaDs to prove the existence of the elements of a class, 
without having an instance of such elements3). 

A contrary method of working is followed by Prof. Hilbert in 
his interesting paper: Neubegriindung der Mathematik4). Prof. Hil-
bert assumes a system of axioms containing the primitive proposi-
tions of the Logical Calculus together with some purely Mathema-
tical axioms (e. g. Zermelo's axiom j; and he endeavours to prove 

i 

') Cf. the important paper of Prof. Sierpihski: L 'axiome de M. Zermelo et 
son rule dans la Theorie des ensembles et l'analyse, Bulletin de TAcadeinie des 
Sciences, Cracovie 1919. 

3) For this remark I am indebted to Prof. Zaremba. 
') In spite of a remark on p. 136 of Vol. I. of Principia, the system of Whi-

tehead ^nd Russell appears to be able to prove existence axioms without using 
any instanco, as we shall see below. 

4) Abhandlungen aus dem mathematischen Seminar der l lambargischen Uni-
versitat. Hamburg 1920. / 
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11 
with the help of j^netamatheHiatical"' methods that they imply no 
contradiction. Nevertheless Hilbert must either explicitly or impli-
citly use the primitive propositions and ideas of the Logical Calcu-
lus. Suppose he has proved by means of these primitive ideas and 
propositions that a system of propositions (say />, q, r) is compatible 
with them. Then, he has simply proved these propositions. I f he 
has used (explicitly or tacitly) other ideas or ̂ propositions, then he 
has assumed some new hypotheses which appear as more general 
than Zerrnelo's axiom etc. At any rate, the system of primitive 
propositions of Symbolic Logic and its consequences remains as 
basis of any further investigation. Note, that Hilbert does not assume 
the Theory of Types. Nevertheless I can hardly assume that we 
have a „Meta-mathematic" at our disposition, which could be really 
free from problems connected with the Theory of Types 1). To see 
this clearly, note, that such a „Meta-inathematic cannot be essenti-
ally different from the Logical Calculus, this calculus being as 
a matter of fact a simple consequence of the laws of our thinking. 
Now, as we shall see below, we can not employ any self-consistent 
Logical Calculus at all, if we do not asume the Theory of Types. 
Therefore there seems to be no means of avoiding thexsaid theory. 

1. A Critical examination of the theory of Prof. A. N. Whi-
tehead and Hon. IJ, Russell. 

A. Functions. 

The fundamental hypothesis of the Theory of Types of White-
head and Russell, as developed in their classic work: Principia 
Mathematicaa) consists in the statement that the idea of „all objects" 
is meaningless As a matter of fact, there seems to be no means 
of preserving this idea, because it is easy to build up a propositio-
nal function Qx based on this idea, and being a contradictory object. 
Suppose all objects are possible values of a propositional function 
Ox, and suppose we can speak about all properties of x (i. e. all 
propositional functions Ox such that either Ox or [which is 

M As we shall see below, there is a Meta-niatheinatic, dealing only with the 
meaning of symbols, but never with the trath or falsehood of propositions. There-
fore there is no meaus of proving a mathematical or logical proposition with such 
a Metamathematic. 

') Vol. I. Cambridge 1910, 
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12 
not-Ox\). Now let us write ( 3 $ ) instead of „for some <Dxu, 
— instead of „ls identical with" aiul Ox . xpx instead of „<Zb and tpx". 
With the help of these ideas, which seem to be essential to any 
system of symbolic logic, we can build up the proposition: 

which we shall denote by Qa. Now, it is easy to see that Qx is a con-
tradictory object. Ave having propositions Q(Qx) and ~Q(Qxy). To 
avoid such objects, there seems to be no other means than to sup-
pose with Whitehead and Russell, that Qx can be no possible value 
of the argument of Qx, the idea of „all values of t^e argument of 
0xu being not equivalent to the idea of „all objects". Moreover, 
we should assume that the idea of „all objects" is meaningless, we 
having a hierarchy of types of objects. Suppose we can speak about 
„all properties of xu i. e. about „all propositicnal functions @x such, 
that either @x or We shall have to deal 1° with individuals 

i. e. objects being neither propositions nor propositional functions; 2°, 
with propositional functions whose arguments take individuals as pos-
sible values, i. e. propositional functions of the I s t type; 3°, with propo-
sitional functions whose arguments take functions of the 1st type as 
possible values, i. e. propositional functions of the 2d type... and 
so on. Such a simple hierarchy of types would be, as a matter of 
fact, sufficient to build up a self-consistent system of Symbolic Logic. ' 
there being no purely Logical paradoxes based on the idea of „all pro-
perties of xu. Nevertheless, as this last idea does not exclude such 
contradictions, as Richard's paradox, or Kouig's, it seems to be in-
teresting to get a system of Symbolic Logic, free from such con-
tradictions. To avoid these we must agree with Whitehead and 
Russell that the idea of „all properties of xu is meaningless. 

Then we cannot speak about „all functions Ox such, that 
either @x or ~ $xu, we having moreover a hierarchy of functions 
of different types (or, as we call them, functions of different orders) 
having x as a possible value of their argument. 

We see that this seriously complicates the primitive theory 
of types. Now, such symbols as (x) i. e. „for all x\su or (3a*) i. e. 
„for some x'su have meaning only if x denotes individuals. To 

' ) Cf. Uber die Antinomieen tier l'rinzipien der Mathematik, Mathematische 
Zeitschrift 1922 , 
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13 
have such symbols for functions. Whitehead and Russell build up 
the idea of a matrix, i. e. of a function, having no sucl\ constituent 
as (a;) or Such functions are to be denoted by symbols like 
0\x, y). etc. Having these functions, we can use symbols 

( 3 0 ) for them, and build up matrices of the 2d type, whose 
arguments are 01 x, and of which there are no such constituents 
as (ar), (#), ( 30 ) . These matrices are to be denoted with symbols: 

Other functions are to be obtained from matrices, using symbols 
like 

This part of the Whitehead-Russellian Theory of Types, we 
shall call the pure theory of types, or the theory of constructive ty-
pes. This theory with formal modifications is to be developed in 
the present paper. 

The theory of Whitehead and Russell, as assumed in their 
„Principia Mathematical, cannot be treated as a pure theory of types; 
these authors having supplemented this theory with an „existe^ice 
axiom"1) they call t\ie axiom of reducibility, and this axiom being 
neither a purely logical axiom, nor a simple application of the ideas 
of the pure theory of types. This axiom states that: 

i. e. „every function of a variable is equivalent for all values, to 
some predicative function" 2), i. e. to a matrix. 

Now, it is obvious that, given any f function if>x, we have 
sometimes no means of building up a matrix equivalent to this func-
ction. So, if we affirm the existence of such a function, we. must 
suppose that there are matrices which we cannot build up, i. e. ma-
trices which are not constructive. Now, we can prove, by the method 
used by Richard, that, if there are only constructive functions. the 

' ) Of. Trzy odczyty odnosz^ce do poj^cia istnienia, Przegliid filozo-

ficzny 1917 . 
*) Princ'^i J Vol 1 p. 177 . * 
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14 
axiom of reducibility is false l). I f we assume the theory of classes 
and relations developed by Whitehead and Kussell, and the Richard's 
idea of expression, we can build up a contradiction quite analogous 
to Richard's paradox. This theory being based 011 the axiom of 
reducibility, it seems obvious that this axiom implies contradiction2). 
Nevertheless, as we shall see at once the definition of functions of 
classes (or relations) given in the Principia appears to be ambi-
guous. If we deal simply with propositional functions, there seems 
to be no means to get Richard's paradox. 

B. Classes. 

1. The definition of a function of a class, given in Principia 
( *2001) is as follows: 

This definition is completed by the following convention about 
the scope of the symbol 

The scope of the symbol is the smallest proposition en-
closed in dots or brackets in which occurs 3). 

Now. this convention appears to be insufficient to avoid all 

ambiguity. Let us take for the function: and 
put this function into the following proposition (*20 - l) , we 'deduce 
immediately from our definition of a function of a class: 

Then we get: 

Now, apply our convention to this last proposition. We get: 

') Zasada sprzecssnosci w swietle nows/.ych badaA B. liussella, (Akademja 
Umiejetnosci, Krak<5w 1912) . 

2) Uber die Antinoinieen der Prinzipien der Matheinatik 1. c . 
*; Cf. Principia Vol 1. p. 197 and 181. 
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Now let us take for It is easy to prove the proposition: 

whence we get immediately by (1): 

Then, assuming the convention of Whitehead and Russell \Ve 
have proved that all equivalent matrices must be identical; which 
is a paralogism. So we cannot assume Whitehead and Russell's 
convention. As and I see no means of making any other useful 

convention, I have tried to note explicitly the scope of 
i. e I have assumed the following definition: 

\ With such a definition of a function of class we avoid all 
ambiguity, but it soon appears that we get no simplification of 
the calculus of functions. This becomes clear if we remark thai. 

and are two different 
functions. It is to be noted that, it we do not assume that any two 
equivalent matrices must be identical, we have the proposition: 

[z(M>z)\. [z(ipz)]Z(tpz) ={= z{tpz). 

where the symbol =}= 18 given by the definition (13'02) 

The most important consequence of our noting the scope of 
the class-symbols is as follows: 

We can prove: 

but we cannot prove: 

Therefore, given any function of tlie form: 

we cannot take for a any tilass such, that: 
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16 
Of course, in practice this substitution is always possible, as 

we have to use only extensional functions, .but we must prove, for 
any- given instance that our function is extensional. Now, for the use 
of extensional functions the use of the Leibnizian idea of identity 
is, as a matter of fact, superfluous. Hence, our definition of a func-
tion of a class seems to be useless. 

2. I pass to the following difficulty of the Whitehead-Russel-
lian theory of classes, which seems to be more essential. Let us 
prove *20'7 for classes of classes. Thus we must first write *12*1 
in the following manner: 

Le us now write explicitly *2(>7. We have. 

It is obvious that to prove such a proposition, vve should have: 

Now, remark that this proposition has the following meaning: 

Thu* : we see that the axiom of reducibility must be assumed 
for variables of the type: 

Note that the same difficulty subsists, if we note explicitly 
the scope of the class-symbols. If we will not assume the axiom 
of reducibility for such functions as: 
such a primitive proposition being of course sorne-what artificial, 
we should assume this axiom for variable functions of any type. 
Now, in Principia we have no other functions but those of matrices 
or individuals. Therefore a radical modification of the system of Whi-
tehead and Russell seems absolutely necessary, even if we agree 
with the axiom of reducibility. We then meet the following dif-
ficulties: 

A. Suppose we agree with such symbols as: 
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17 
it is easy to see that our notation will imply contradictions. Let 
us take the function of the variable <l)! x, and let us write: 

Now by *9'15, „if fur some a. there is a proposition /a, then there 
is a "function fxu, we have the following function of x: 

On the other hand, given any function the 
expression: 

denotes a proposition. Thus the same expression denotes a function 
of x and does not denote it. 

The same contradiction can be constructed for matrices, if we 
agree that ll '! a, i. e. the function of one variable function < I ) ! x o f 
individuals, is a matrix (Cf. Principia, Vol I. p. 170). Now, we cau 
take for (Cf. Principia Vol. I. p. 155). Therefore 

is a matrix. To avoid this ambiguity Z shall write for 

B. If we have no other variables as matrices, we cannot use 
the axiom of reducibility as a general hypothesis, like Zermelo's 
axiom, because we cannot write with meaning: 

I f we assume functions of any type as variables, then we 
must have means of speaking of „all functions of the same type 
as a given function «l» xu. As a matter of fact, it will be seen below 
that we can construct following expression : 

Here means: „for all functions of the same type as 
Such propositions as those, given above, can be used as hypo-

theses, like Zermelo's axiom, therefore if we assume functions of 
any type as variables, there is no serious reason to have the axiom 
of reducibility among our primitive propositions, even if we are 
willing to pass over all the other objections I have stated above. 

It is to be remarked that there are hardly any propositions 
of mathematics to be found, which require the Axiom of reduci-
Rocznik Polskiego Tow. matematycznego 2 
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bility as hypothesis. We shall have to do with other, less general 
hypotheses i. e. the axiom of finite numbers and the axiom of the 
continuum. We may also note that these hypotheses are of secon-
dary importance. 

Suppose we sacrifice the Whitehead-Russellian theory of clas-
ses to preserve the axiom of reducibility in its primitive form. 
Then we shall have 110 such propositions as and be obli-
ged to use the complicated method of substitution: 

At any rate the following remark seems to be 
conclusive. To have the Theory of Types, we must speak about 
function* of the same type. Now, it is natural to have variables de-
noting functions of the same type. The axiom of reducibility would 
therefore appear to be,a hypothesis, like the axiom of infinity. 

C. Arguments of Whitehead and Russell. General remarks. 

There are in Principia 3 arguments to prove the ueccessity 
- of the axiom of reducibility or some equivalent axiom for a system 

of Logic based on the. Theory of Types. 
The 1st argument says: There is 110 possibility of giving an 

adequate definition of identity without the axiom of reducibility 1). 
The 2'1 argument is based on the opinion that „if we assume 

the existence of classes, the axiom of reducibility can be proved" 2). 
The 3d argument is as follows: 
; , I f Mathematics is to be possible, it is absolutely necessary 

that we should have some method of making statements, which will 
usually be equivalent to what we have in mind when we (inaccu-
rately) speak of "all properties of xu. Hence we must find, if pos-
sible, some method of reducing the order of propositional function 
without affecting the truth or falsehood of its values" s). 

The three arguments quoted above do not appear to be suf-
ficient. 

1° Of course, a general definition of identity is hardly possible 
without the axiom of reducibility, but such a definition is irrelevant 
in practice. In a system of Logic and of Mathematics we have to 
deal as a matter of fact with statements concerning identity either 

') Principia Vol I. p. 60 . 
Ibd. p. 60 . 
Ibd. p. 173. 
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of classes or of. relations, and, as we shall see below there is a defi-
nition of identity to be given, which is quite sufficient for this , 
purpose. 

2° If classes are such objects as satisfy the postulates of Hun-
tington's Theory of classes, then their existence does not imply the 
axiom of reducibility. We shall have to deal with such objects. 

3° It is to be remarked that Mathematics, as developed in 
Principia, being in practice conformable to ordinary Mathematics, 
is as a matter of fact much more general. Now, it is natural to try 
to construct a system of Mathematics, which being more general 
than the system of Principia. would be in practice equivalent to 
ordinary Mathematics. We shall see that there is no serious diffi-
culty in the realisation of this purpose. It is true that we shall havp 
no such a thing as the class of inductive numbers, but we shall 
have nevertheless to deal with no such class as the continuum, 
but we shall nevertheless have to deal with the continuum, concei-
ved as an ambiguous s y m b o l w h i c h will allow us to develop the 
theory of Lebesgues' measure and other chapters of the classic theory 
of functions4). Only there is uo means of constructing the theory 
of transfinite cardinals, without any existence-axiom. With such, we can 
of course pfove all propositions of Principia without any difficulty. 

There being uo serious difficulty in our purpose, it is natural 
to try and to realise it. It is to be remarked, that the system of 
Whitehead and Russell is very useful as base of our researches. 
No primitive propositions are to be adopted, which are not to 
be found in Principia. We have to take directly from Principia all 
that remains true, if the axiom of reducibility is false and if functions 
of a given type are used as variables instead of matrices. The other pro-
positions are of 3 kinds. The 1st class contains propositions which can-
not be proved at all. The 2d class consists of propositions which can be 
proved by some new method, or have at least an equivalent confor 
mable to the general ideas of our system, and which can be proved. 
The 3d class contains propositions which can be proved only for 
some classes or relations, e. g. for one-one relations. 

») Cf. Hermann VVeyl: Uber die neae Grundlagenkrise der Mathematik, 
Mathematische Zeitschrift. 

2) Miara Lebesgue'a. Archiwum Lwowskiego Towarzystwa Naukowego, 
Lw«5w 1922 . 
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\ 

It is easy to see that my system must be much more com-
plicated than that of Whitehead and Russell. It might be thought 
that any further complication must be useless to clear up the ideas 
on which Mathematics is to be based. But it may be erroneous to 
think that clear ideas are never complicated: while, we must agree 
that many simple ideas are, as a matter of fact, very obscure. 

The system of Whitehead and Russell, being the most per-
fect and most ingeniously constructed system of Logic I know, 
I hardly conceive that any other method in working on these matters 
can be used. The knowledge of Principia is therefore quite suffi-
cient to understand what is said in this paper. All the propositions 
used as corollaries being stated, there is as a matter of fact no 
essential difficulty in understanding my proofs without the knowledge 
of Principia. 

To sum up my system is based on a most consistent appli-
cation of the Russellian theory of types. Mathematical ideas are 
developed step by step, with the help of special hypotheses, if ne-
cessary, which affords a base for constructing the hierarchy of dif-
ferent stages of Mathematics. This method seems to prove that there 
is no one unique system, but on the contrary many exclusive sy-
stems of Mathematics. 

The name „constructive types" is based on the theoretical 
possibility of construction of all functions belonging to a given type 
of my system. 

il . Directions concerning the mean inn and the use 
of symbols. 

It is to be remarked that we can hardlu imagine a system 
of symbolic Logic without some directions concerning the meaning 
of symbols. Take e. g. the proposition /{f/j}- We having an ope-
ration consisting in taking q forp in we might think that yq was 
one of the possible values of /{'fp). Now, it is easy to see that 
such au interpretation of our symbols implies a contradiction. Let 
us write: 

(where the Leibnizian idea of identit}7 is assumed). 
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Then, by our hypothesis we must have: 

Hence we get: 
Now, put We get: 

Here the hypothesis being true, we must have 

which is evidently false. 
Now, we must conclude that there is no such logical operation 

f{'\>p) as consists in getting oq out of <pp. To avoid such false 
interpretations of symbols as we have seen above, we need some 
directions for their meaning. 

When we assume the Theory of Types, our contradiction disap-
pears at onQe. This is clear when we note that if /{©/?} is a func-
tion of vp, we can take for (pp any proposition of the same type 
as cpp, e. g. q. Now, f{q) can have no meaning, as there is no 
variable argument in q. Therefore f{yp) cannot be a function of <p/>-

The Theory of Types of Whitehead and Russell contains some 
philosophical theories which seem to be useless. Now, it is impor-
tant to have some directions for working with symbols. Therefore, 
in this part I cannot follow the method of Principia. 

The theory of expressions to be given below is as a matter 
of fact that conforms to the theory of Principia. I assume letters 
denoting individuals, but I do not assume any analysis of the idea 
of an individual, these objects never being used for any actual 
substitution and their only use consisting in their being of the same 
type. An analogous remark may be made about predicative functions '). 

The essential difference of the actual theory from that of Prin-
cipia consists in the assumption of variable functions of assigned 
types. Many directions, which seem to be tacitly assumed in Prin-
cipia are here explicitly given. 

To avoid ambiguity in the notation of the functions, I use 
symbols analogous to those which Whitehead and Russell use for 
classes and relations. 

») For this remark as for many other valuable pieces of advice 1 ain most 

indebted to Prof. Wilkosz. 

http://rcin.org.pl



22 
Following the theory of Prof. Sleszynski and Prof. Wilkosz *). 

I have strictly separated verbal directions from primitive propo-
sitions, and I do not assume any verbal proofs. Moreover I have 
not assumed any verbal primitive ideas. In what follows, such words 
as e. g. expressions, propositions, functions, types etc. have no intrin-
sic meaning, their use being purely practical and defined step by 
step by our directions. Note that our directions are a simple abbre-
viation. that we use instead of a full list of expressions belonging 
to our system. Without such a list, or a machine furnishing as 
many useful expressions as we like, there is no perfect system of 
Logic to be thought of. This part of the system of Logic and Mathe-
matics may be called the real „Metamathematicu. In comparison with 
the theory of Prof. Hilbert2) our idea of „Metamathematicu seems 
to be more precise. It 'is obvious that there can be no such things 
as verbal proofs in a system of Logic and Mathematics. Verbal proofs 
seem to be the common imperfection of Principia3) and of the the-
ory of Hilbert. 

A. Directions concerning the meaning: of symbols. 

0 0 0 L e t t e r s 

0 0 1 Expressions p, q, r, s are e l e m e n t a r y l e t t e r s . 
0011 Elementary letters denote e l e m e n t a r y p r o p o s i t i o n s . 
0 02 Expressions cc, y. z are i n d i v i d u a l l e t t e r s . 
0-021 Individual letters denote i n d i v i d u a l s . 
0 0 3 Expressions 0. <p, <J;, / are p r i m i t i v e l e t t e r s . 
0 04 Expressions J, g, h. j are f u n d a m e n t a l l e t t e r s . 
0'05 II 1 is an elementary, (individual, primitive, or fundamental) 

letter, as the case may be, W is an elementary (or individual, 
or primitive, or fundamental) letter. 

0-051 I f \ is a letter, 1' is an essentially different letter, (like i and i). 
0-06 If X' is an individual (or primitive, or fundamental) letter, X is 

an individual (or primitive, or fundamental) noted var iable . 

') F o r the notice of this theory and for the suggestion of the name „direc-
tion-' I am indebted to Mr. Nikodym. 

2) 1. c. 
3) Note especially the proposition * 1 0 ' 2 2 1 . It is to be remarked that we 

kave no real proof of this proposition in 1'iincipia. Nevertheless, this proposition 
seems to be assumed as equivalent to other propositions asserted in Principia. 
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0-061 I f > is an individual (or primitive, or fundamental) letter, 1 is 
an individual (or primitive, or fundamental) a p p a r e n t va-
r i a b l e . 

0-062 An expression containing only one individual (or primitive, 
or fundamental) letter 1 and no other letters and symbols, 
is an individual (or primitive, or fundamental) real var iab le . 

0-07 Expressions a, 3, y, S are f u n c t i o n a l c l a s s - l e t t e r s . 
0'071 Expressions L, M, N, T are f u n c t i o n a l r e l a t i o n - l e t t e r s . 
0*072 Functional class-letters are f u n c t i o n a l e x p r e s s i o n s with 

I v a r i a b l e . 
0-073 Functional relation-letters are f u n c t i o n a l e x p r e s s i o n s 

w i t h I I v a r i a b l e s . 
0-08 Espressions <7, T, X, W are f u n d a m e n t a l c l a s s - l e t t e r s . 
0 0 8 1 Expressions P, Q, R, 6 are f u n d a m e n t a l r e l a t i o n - l e t t e r s . 
0-082 Expressions u, v, ic, t are d e t e r m i n e d l e t t e r s . 
0-083 Fundamental and functionel class-letters, fundamental relation-

letters and determined letters are f u n d a m e n t a l l e t t e r s . 
0 09 Expressions a, 6, c, d are p s e u d o - l e t t e r s . 
0-091 All pseudo-letters occurring in a given expression stand for 

functional class-letters or relation-letters. 
0-092 I f \ is a fundamental class-(or relation-) letter, (or a functio-

nal class- or relation-letter, or a determined^ or a pseudo-
letter), then V is a fundamental class-(or relation-) letter, 
(or a functional class-or relation-letter, or a determined, or a 
pseudo-letter). 

0 1 0 E x p r e s s i o n s . 

0 1 1 If A', F are expressions denoting logical propositions, then 
. K \ F . denotes logical proposition1). 

Remark: The dots are an essential part of the expression . K \ F . 
Note that there is no need of a further theory of dots. For 
this theory of dots I am indebted to Prof. Lesniewski. The 
idea of p\q was introduced by Mr. Sheffer 2). If we use the 

') Numbers 0 1*11 correspond to * W ' 7 1 of Principia. Logical propositions 
make up the lowest type of propositions. In oar system there are no other pro-
positions. Nevertheless, if I am speaking about logical propositions, 1 am working 
with propositions which are not logical. 

2) Transations of American Mathematical, society 19 lb. 
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definitions given by this author (to be given below) we shall. 
have: 

0 1 1 1 Any expression denoting logical proposition is a p r o p o s i -
t i o n a l e x p r e s s i o n . 

0 1 2 Propositional (or f u n c t i o n a l ) expressions are s i g n i f i c a n t , 
t h e y h a v e a m e a n i n g in i s o l a t i o n . 

0 1 3 I f I is any primitive or fundamental variable or any func-
tional expression and any individual or fundamental 
variables or anv functional exnressions. then the exnressions 

are f u n c t i o n a l pat-
t e r n s w i t h 1, w i t h 11, w i t h 111. or w i t h IV a r g u -
m e n t s . Here / is a f u n c t i o n a l s ign , are a r g u -
m e n t s b e l o n g i n g to 

0*131 In functional patterns or 
the 

arguments where are c o r r e s -
p o n d i n g a r g u m e n t s . 

0*1311 Any functional pattern, whose functional sign is a primitive 
or fundamental real variable and whose arguments are indi-
vidual real variables, is a p r o p o s i t i o n a l e x p r e s s i o n 

0'132 I f in a significant expression E, the fundamental variable £ 
and a functional expression M having no letters in common 
with £ are corresponding arguments belonging to the same 
functional sign: then £ is a d e t e r m i n e d v a r i a b l e , or a 
v a r i a b l e d e t e r m i n e d bv M. 

are any 
propositional expressions containing the individual, primitive, 
or determined real veriables: 
thent hee xpressions: 

are functional expressions with I, or 
with II, or with III , or with IV variables. Here we have tur-
ned r e a l v a r i a b l e s i n t o n o t e d v a r i a b l e s . 

are any expressions 
containing the noted variables 

are functional expressions, then the expres-
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sions: are propositional 
expressions'). 

0 1 5 I f fi/(X) is any propositional expression containing the indi-
vidual (or primitive, or determined) real variable X, then 
(X)E(1) is a propositional expression. Here we have t u rn e d 
a r e a l v a r i a b l e i n t o an a p p a r e n t v a r i a b l e . 

0151 I f the expressions: 

are propositional expressions, they denote the same logical 
propositions, i. e they have the same meaning'). 

0-152 Any functional expression containing no fundamental letters 
and no apparent variables is a p r i m i t i v e f u n c t i o n a l 
e x p r e s s i o n . 

0 1 6 Suppose that X. a, v, p are any individual, (or primitive, or 
determined real variables) and F(X). or (r(X. a), or H(~k. u.. v) 
or i"(X, a, v. p) are any propositional expressions containing 
the variables /., or X. tA, or X, a, v. or X. a. v, p. Suppose 
that X, X', or u. a', or v, v', or p. p ' are at the same time 
two different individual (or primitive, or fundamental) real 
variables, or that X, (p., V, or p) is a determined real variable 
and X' ((/.', v', or p') is any functional expression having 
no letters in common with X. (a. v. or pV Then, if F iV) . 

denotes a lo-
gical proposition. or 

denotes the same logical proposition 3). Here X. X' and a, a', 
and v, v' and p, p' are c o n n e x e d one with another. 
Note that here the alphabetical order and the order of varia-
bles in expressions 
irrelevant. 

0161 If X is a determined variable, and if \ is an argument conne-
xed with X, then ; is a determined variable. 

' ) Directions 0 ' 1 S 1 3 1 correspond to X 9 ' 1 5 of Principia. 
') This direction correspond to * 11 '07 of Principia. 
' ) Without a direction of this kind we could not write e. g. 

v.zx\q>{x}\ = cp{a}. 
4f 

The need of a particular direction concerning this matter was tirst pointed out to 
me by Prof. Lesniewski. 
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0 1 7 Fundamental class-letters are undetermined functional signs 

of functional patterns with I argument. 
0 1 7 1 Functional class-letters are undetermined functional signs of 

functional patterns with I argument being an individual va-
riable. 

0 1 7 2 Fundamental relation-letters are undetermined functional signs 
of functional patterns with II arguments. 

0-173 Functional relation-letters are undetermined functional signs 
of functional patterns with I I arguments being individual 
variables. 

0'18 The functional class-letter X stands for where ; is 
any individual letter. 

0-181 The functional relation-letter X stands for where 
are individual letters. 

0*19 Determined letters are fundamental letters determined by a 
functional class-letter or a functional relation-letter. 

0-20 T y p e s . 

0-2 All primitive functional expressions with I (or II, or III , or IV) 
individual variables denote p r e d i c a t i v e f u n c t i o n s o f 
t h e s a m e t y p e . 

0 23 I f in a given functional expression we change the order of 
noted variables preceding th angular brackets, we get a func-
tional expression denoting a f u n c t i o n o f t h e s a m e t y p e . 
E. g. expressions: denote functions of 
the same type. 

0*24 If A', G are any expressions such that .E\G. contains the 
noted variable X and if X[. E\ G.] is a functional expression, 
then X[. G\E.) denotes a f u n c t i o n o f t h e s a m e t y p e . 

0-241 I f G are any expressions such that .L\G. contains the 
noted variable X, and if a[.E\G.] is a functional expression, 
then \[..E\G.\G,], denotes a f u n c t i o n o f t h e s a m e 
t y p e . 

0.2411 I f E, G are any expressions such that de-
note functions of the same type, the expressions 
denote functions of the same type. 

0 2 5 2 I f A', G are any expressions arid X any real variable, then 
denote functions of the same type, and if 
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is a functional expression, it denotes a f u n c t i o n o f t h e 
s a m e t y p e . v 

denote functions of the s&me t y p e , then if 
are functional expressions, they denote 

functions of the same type. 
are expressions containing noted variables 

is a propositional expres-
sion. the expressions: denoting f u n c-
t i o n s of the same type, then the expressions: 

denote f u n c t i o n s o f t h e s a m e t y p e . 
are expressions denoting f u n c t i o n s o f t h e 

s a m e t y p e , and containing the real variables a or u., the 
expression where v is a primitive or funda-
mental letter absent in h{\>) and 6(a) , being a propositional 
expression, the expressions: denote f u n c t i o n s 
o f t h e s a m e t y p e . 

0*261 Given the individual, or fundamental letter, or the functional 
expression F and the expressions containing the 
noted variable X then if denote f u n c t i o n s o f 
t h e s a m e t y p e , and if E(F), 6R(F) aCre functional expres-
sions, these expressions denote f u n c t i o n s o f t h e s a m e 
t y p e . 

0 2 7 If is any expression containing the variables a and X 
and H is any propositional expression, then if 

are functional expressions, they denote fu n c-l I M / — 'i 1 / i 
t i o n s o f t h e s a m e t y p e 1 ) . 

0271 I f E(\) is any expression containing the fundamental real 
variable 1. then the expressions res-
pectively denote functions of the 
same type, if thev are functional expressions. 

0 28 I f E, /\ 6r are any expressions such that the expres-
sion : . E\. F\G.. contains the noted variable A. and if the 
expressions : are functional 
expressions, they denote functions of the same type. 

Remark : Statements 0 2—0 28 concern the idea of „being of the 
same type". In Principia, we have a definition of this idea 
(* 9131) . Nevertheless, it is 1° a verbal definition, 2° it seems 

') This direction corresponds to the definitions * 9 03*04 of Principia. 

http://rcin.org.pl



28 
to imply vicious circle, because to define the idea of being 
of the same type, we must use the very same idea. Now, 
verbal directions are essentially different from the proper 
propositions of the system. Therefore, there is no adventage 
in putting them in the form of a definition. 

0*29 I f (here is a significant expression, which contains functional 
expressions F, G as corresponding arguments of the same 
functional sign, then E, F denote f u n c t i o n s o f t h e 
s a m e t y p e 1). 

0-30 D e f i n i t i o n s 

0 3 Given any expression E, we can use instead of E any other 
expression 12. if it has 1° no meaning in isolation, 2° if it 
contains no significant letters or expressions unless real appa-
rent or noted variables, elementary letters or funtional expres-
sions present in E. 3° if it has no such components X, Y 
that Q is X Y and X or Y is a functional (or propositional) 
expression, E being a functional (or propositional) expression. 
Then we write: 

This expression is a d e f i n i t i o n . Here E is the d e f i n i n g 
e x p r e s s i o n , 12 the d e f i n e d s y m b o l . 

0*31 In a defined symbol 12 we can turn real variables into noted 
or apparent variables and we can take a functional expression 
for a determined real variable, but no other m o d i f i c a t i o n s 
o f the d e f i n e d symbols can be allowed.2) 

0 3 2 I f 12 = E and F(E) is a propositional (or functional) expres-
df 

sion. then F(il) has the same meaning as F(Ej. 
0-321 If 12 = F. and if F(E'), F(il) are propositional expressions, 

dt 
E' having the same meaning as E, the expressions F(E'). 
F(L1) have the same meaning. 

*) This direction corresponds partly to * 9 1 4 of Principia 
*) Without such a direction we could never be sure to avoid ambiguities 

as noted in Chap. I. 3) cf. 1. c. 
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0-40 S u b s t i t u t i o n . 

0*4 In any significant expression E take for any individual (pri-
mitive or fundamental) letter used as an appareut (or noted) 
variable, any other individual (primitive or fundamental) letter 
absent in E. We get au expression E' having the same mea-
ning as E. 

0 41 In anv propositional (or functional) expression E. take for 
any functional expression (1). or any individual (2), (or pri-
mitive (3), or u n d e t e r m i n e d fundamental (4)) real variable, 
in some of its occurrences, any fundamental letter absent 
from E, w h i c h a p p e a r s a f t e r t h e s u b s t i t u t i o n to 
b e a d e t e r m i n e d v a r i a b l e (1), or any individual (2), 
(or primitive (3), or fundamental (4)) real variable, being 
absent from E. We get a propositional (or functional) expres-
sion A'. 

* Compatible expressions. 

0 4 2 I f two significant expressions are present in a given signi-
ficant expression, they are c o m p a t i b l e e x p r e s s i o n s . 

04201 Anv significant expressions are c o m p a t i b l e in r e s p e c t 
o f a c o m m o n e l e m e n t a r y l e t t e r . 

0421 Two significmt expressions are c o m p a t i b l e in r e s p e c t 
o f a c o m m o n i n d i v i d u a l l e t t e r , if this letter is in both 
expressions used as a real, (respectively noted, or appareut) 
variable. 

0 4 2 2 Two significant expressions are c o m p a t i b l e in r e s p e c t 
o f a c o m m o n p r i m i t i v e or f u n d a m e n t a l l e t t e r , if 
this letter is in both expressions used as real, (respectively 
noted, or apparent) variable, and if it occurs in both expres-
sions as a part of a common functional expression. *). 

0 4 2 3 Two significant expressions are c o m p a t i b l e in r e s p e c t 
o f a c o m m o n f u n d a m e n t a l l e t t e r , if it occurs in both 
expressions as a real, (noted, or apparent) variable, or if 
it is determined in both expressions by the same expression. 

0'424 Two significant expressions are c o m p a t i b l e , if they are 
c t f m p a t i b l e in r e s p e c t o f a l l c o m m o n l e t t e r s . 

' ) Directions 0 4 2 — 0 4 2 2 are conform to the practice of Principia. 

http://rcin.org.pl



30 
Application to the construction of significant expressions. 

0 43 I f 7), C, $ are any compatible functional expressions or indi-
vidual letters, and X is any primitive, or fundamental letter 
absent from then: and 
are propositional expressions. 
E. g. the following expressions are propositional expressions, 

Subordinate expressions. 
0 44 In any expression E. take for any elementary letters, any 

propositional expressions compatible one with another and 
with E. We get a subordinate expression E' 

E. g. the following expressions are propositional expressions: 

0'441 Given any propositional (or functional) expression E contai-
ning an individual (or primitive) real variable or a fun-
damental real variable tj, determined by a functional expres-
sion H, take for I any individual (or primitive) letter absent 
in E. or used in E as a real variable, and for yj, any funda-
mental real variable absent in E, or determined by //, or any 
functional expression compatible with E and denoting a func-
tion of the same type as the function denoted by H, We get 
a subordinate propositional (or functional) expression £", 
compatible with E. ') 

then E' can be: 

Derived expressions. 
0 45 In any propositional expression A, take for some elementary 

letters any propositional expressions compatible one with 
another and with E. We get a derived expression E'. 

») This direction corresponds to * 9 6 1 6 2 6 3 * 1 0 1 8 of Principia. 

*) Directions 0 2 9 3 4 1 correspond to * 9 1 4 of Principia. 
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0451 In any propositional expression K, containing no implicit in-

dividual letters, i. e. no symbol 12 defined by an expression 
F containing individual letters absent in 12, take for a l l in-
dividual letters any functional expressions denoting functions 
of the same type and compatible one with another and with E. 
Then we get an expression A". If F' is a propositioual 
expression, it is a derived expression in respect of F. 

0 4 5 2 Given any propositional expression A', containing fundamental 
real variables,, w h i c h n e v e r o c c u r as a r g u m e n t s o f a 
f u n c t i o n a l s i g n (undetermined variables), take for these 
letters anv functional expressions, compatible one with another 
and with A, whose variables appear after the substitution 
to be determined by functional expressions denoting functions 
of the same type as those denoted by the counexed arguments, 
or to be individual, or primitive variables at the same time 
as the connexed arguments, then we get a derived proposi-
tional expression A" 1). 

/ 

T h e Logical Calculus. 
B. Directions concerning the use of symbols. 

Any Logical Calculus must follow fundamental directions of 
the use of symbols, i. e. the M o d u s P o n e n s . the L a w 
o f G e n e r a l i s a t i o n and the L a w o f S u b s t i t u t i o n . 
As an abbreviation, useful for avoiding the repetition of pri-
mitive propositions and proofs for functions of the same type 
as a given function, 1 also assume the L a w o f t h e A u t o -
m a t i c a l c o n s t r u c t i o n o f A s s e r t i o n s . To understand 
the use of these directions the following remarks seem to 
be necessary. Directions concerning the meaning of symbols 
enable us to have as many significant expressions as we choose. 
Suppose we have a list of expressions denoting l o g i c a l 
p r o p o s i t i o n s . It is interesting to have a method of discer-
ning the expressions denoting true l o g i c a l p r o p o s i t i o n s 
from other expressions present in our list. Now, we assume 
some p r i m i t i v e p r o p o s i t i o n s , which are common rules 
of the Logical Calculus. The expressions denoting these pro-
positions are expressions denoting t r u e p r o p o s i t i o n s . Other 

I — 
*) The use of the derived expressions is conform to the practice of Principia. 
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expressions denoting t r u e p r o p o s i t i o n s are to be got bv 
the following directions. 

0 5 Any expression asserted in the system will be preceded by 
the sign f - . 

M o d u s P o n e n s . 

0 5 1 I f we have the assertions: E and |— . E^) F., where E. F 
are any propositional expressions, we can assume the asser-
tion f - F. 

Remark: Note that in Principia, some difficulties arise by the 
use of the Modus Ponens. E. g. we can get the following 
assertions: 

Now, by the Modus Ponens we should have: 

Here gj is undetermined as to type; therefore we can take 
tor (o e. g. ir x and we get the doubtful assertion: 
In our system there is no means of proving that 
is a propositional expression [0'41"43], as we have no other 
undetermined variables as functional signs of certain functio-
nal patterns. 

T h e L a w o f G e n e r a l i s a t i o n . 

0*52 If an expression E, containing an individual, primitive, or 
determined real variable, is asserted, then the expression E' 
we get from E by turning this variable into au apparent va-
riable can be asserted •). 

T h e L a w o f S u b s t i t u t i o n . 

0*53 If an expression E is asserted, then its subordinate expressions 
can be asserted. 

») Cf. Principia Vol II p. 3 5 . . 
») Cf. Principia Vol II . p. 3 5 . 
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T h e L a w o f A u t o m a t i c a l C o n s t r u c t i o n o f a s s e r t i o n s . 

0 5 4 I f an expression E is asserted, then its derived expression E' 
can be asserted. 
Remarks: 1. Note that this direction is constantly used 
by Whitehead and Russell. Using it, we tacitly assume that 
the given proposition is got from primitive propositions con-
cerning functions of the same type as those occurring in our 
proposition, by the directions 0*51"52*53. 
2. These directions seem to be quite sufficient to get all true 
propositions denoted by expressions present in our list. Now 
we may hope to have complete demonstrations of our propo-
sitions 1j. It is obvious that we have no need of a definition 
of demonstration. I think such a definition cannot be useful 
in any science. At anv rate I cannot agree with a theory of 
demonstration based on the idea of finite numbers. 

C. Primitive Propositions. 

[The following primitive propositions are taken from Principia 
with their numbers and names]. • 
T h e P r i n c i p l e o f T a u t o l o g y ITaut.l 

T h e P r i n c i p l e o f A d d i t i o n [Add.] 

T h e P r i n c i p l e o f P e r m u t a t i o n |Perm.] 

T h e P r i n c i p l e o f A s s o c i a t i o n [Assoc.| 

T h e P r i n c i p l e o f S u m m a t i o n [Sum.] 

The following primitive propositions are to be assumed in 
Principia, if we choose the „alternative method". 2) 

») On this subject cf. the important paper of Prof. Zaremba: Essai sur la 
theorie de la demonstration dans les scicnces mathematiques. L'enseignement 
mathem, Nr. 1 1916. 

l ) Cf. Principia, Vol I. p. 144. 

Kocznik PolskieKo Tow. matematycznego - ® 
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T h e P r i n c i p l e o f D e d u c t i o n IDed.l 

T h e P r i n c i p l e o f D i s j u n c t i o n [Disi.l 

III. Logical Calculus. Functions of the same Type. 

A. Logical Calculus. 

With our directions and primitive propositions we get the 
Logical Calculus of elementary propositions by applying the 
method of Principia (numbers * 1 — * 5). There is no reason 
to repeat this here. I shall simply quote the definitions and 
propositions to be used below as lemmas.. 

4) This proposition seems to be absent in Principia. 
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Analogous remarks as those given above apply to the theory 
of apparent variables (numbers * 10 and * 11 of Principia). 
Nevertheless this theory cannot be taken textually from Prin-
cipia, the following modifications being necessary: 
1° We omit all verbal propositions, using our directions ex-
clusively. 
2° We use the expressions given above instead of those of 
Principia. 
3" We use other definitions. 

4° Numbers * 9 and * 12 of Principia are to be omitted. 

Definitions. 

The Whitehead-Russellian definition: 
is useless, because e. g. the expression } has no 
meaning at all. We could as a matter of tact use the expres-
sion: but here would not be 
treated as a functional pattern, no other operations than sim-
ple substitution being allowed in defined symbols For the same 
reason we cannot use the abbreviations * 1002 -03 of Principia. 

Analogous abbreviations are to be assumed for fundamental 
letters. The following propositions are to be used below: 
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B. Functions of the same type. 

For expressions containing determined variables, let us use 
following definitions. 

Note that here any other operations than simple substi-
tutions are impossible. Take e. g. in 12-02 the expression 

We get the expression: 
which is no functional pattern, the letter x being present. 
Therefore for the further use of our symbol we must use the 
definition 1202. 
I pass now to the proof of the proposition: This 
proposition enable us to construct a formal method to get as 
many expressions as we choose denoting functions of the 
same type. Some applications of this method are given below 1). 

') The method of writing the demonstrations is textually taken from Principia. 
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The following propositions are immediate consequences of 121 . 

The following propositions appear to be true, if significant, 
by 12-1 and 2-02. 

In an analogous manner we get: 

') Here r t 'onstr . " is an abbreviation of ,. Construction". I use this symbol 
instead of „Dem" (demonstration) in proofs concerning the meaning and not the 
truth of propositions. 
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I pass to the following applications of propositions: 
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This proposition is used in 120-152 (Part II) and in other 

propositions. 
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IV. Classes. Relations. Identity. Descriptions. 

A. Classes. Relations. 

There is no difference at all between a function with I va-
riable and a c l a s s , or between a function with II variables 
and a r e l a t i o n 1 ) . The theory of classes and relations is 
based on the following: definitions. 

The idea of a class (of a relation) can be defined as follows: 

1) Cf. Zasady Czystej Teorji Typ<5w, PrzegJ^d filozoficzny 1922 
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The calculus of classes and relations is based on the follo-
wing definitions: 
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Remark that Whitehead and Russell use tor relations instead 
of C ' P l - U ; — the symbols: (• . —; nevertheless, as these 
symbols have no meaning in isolation, we having only such 
expressions as a 8, or M N. etc. the use of different sym-
bols in both cases is, as a matter of fact, superfluous. — 

B. Identity. 

The definition of the identity of two classes (relations) is as 
follows: 

We see that identity of classes (and of relations) is essentially 
different from the Leibnizian identity used by Whitehead and 
Russell. With our definitions we have 110 such proposition as 
: 7. = $ . -./{a} — f but, as a matter of fact, this pro-
position is completely useless, as we need only another and 
less general proposition, to be given below. I begin with the 
following abbreviation: 

etc. 
Now, I pass to the definition of an e x t e 11 s i 011 a 1 f u n c t i o n : 
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Now we can prove the following proposition : 

I add the following important propositions: 

As we shall have to do only with extensional functions, the 
following definitions are very important: 

Note that with our definition of B(a>h)xio conventions based 
011 the alphabetical order of letters, or on the order of letters 
occurring in a given expression are needed. *) 
The definition 20-02 (21-02) enable us to prove the following 
propositions by a simple substitution in 13-12 of the symbol 

«) Cf. Principia I. p. 2 1 1 . 
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With these propositions we can establish the whole theory 
of identity and the Calculus of Classes and Relations as con-
tained in numbers * 13, * 22, * 23 of Principia. Numbers 
* 20 and * 21 of Principia are to be omitted. 

C. Huntington's Postulates. 

Now, let us assume the following definitions: 

With these definitions we can construct a complete proof of. 
Huntington's postulates by simple application of our definitions 
and of the Logical Calculus. 
We have: 

http://rcin.org.pl



Analogous propositions are to be asserted tor n m , x w ; an 
analogous set of propositions is to be stated for relations: 

D. Descriptions. 

I cannot agree with the theory of descriptions of Principia 
this theory being based on modifications of defined symbols, 
which are not simple substitutions. Now, a general theory 
of descriptions seems to be superfluous, as we need only the 
following abbreviations: 

With these definitions we can prove the following propositions: 

http://rcin.org.pl



Our metliod of dealing with descriptions implies the following 
modification of definitions of the theory of relations. Take e. g. the 
definition of the Converses of relations. In Principia we have first 
the definition: Df.. and by this defini-
tion, the converse P is Cnvr P. — Nevertheless it is to be remar-
bed that the relation Cnv is never used unless in Cnvr P. There-
fore it seems better to have no such relation as Cnv, but simply 
the relation Cnv' P. — This method will be applied to all analo-
gous problems. Then we have: 
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This method enable us to get the Logic of Relations without 
any difficulty. — 

Errata. 

p. 18. 1. 15., read „ necessity" instead of „neccessity". 
p. 20. 1. 27., read „hardlyu instead of „hardlu". 
p. 22. 1. 26.. read „Ifu instead of „I1". 
p. 23. 1. li>.. read ..functional" instead of „functionel". 
p. 23. footnote 1. 5 read ^Transactions of the American Mathema-

tical Society, 1913., instead of „Trausactions of American 
Mathematical, society 1913". 

p. 24. 1. 29. read „then the expressions" instead of thent hee 
expressions". 
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48 
p. 26. 1. 22., read „theu instead of „thu. 
p. 28. 1. 4., read ^advantage" instead of „adventageu. 
p. 29. 1. 9., read „or primitive (3)) real variable, or any fundamen-

tal real variable, w h i c h n e v e r o c c u r s as a r g u m e n t 
o r c o n s t i t u e n t o f an a r g u m e n t o f a f u n c t i o n a l 
s ig n", instead^of „, or primitive (3), or u n d e t e r m i n e d fun-
damental (4)) real variable". 
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