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. ROLE OF INFORMATION STRUCTURES IN RISK-SENSITIVE DISCRETE-TIME 

NONCOOPERATIVE PROBLEMS 

Wiesław Krajewski 
Systems Research Institute, Polish Academy of Sciences 

ul. Newelska 6, 01-447 Warsaw, 
Poland 

Abstract: In the paper the linear, exponential-quadratic, 
Gaussian noncooperative problems are considered. The standard LQG 
assumptions of linear state constraints and Gaussian noises are 
preserved. The objective functionals in the form of expectation 
of the exponential of quadratic function with an added scalar 
allow to reflect decision makers' sensitivity to risk. For 
discrete-time problem Nash equilibrium solutions under different 
information structures are given. The impact on the presented 
solutions, of considered information structures is enlightened. 
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1.Introduction 

Decision making processes under uncertainty possess several 

features that are not present in the case of the non-stochastic 

approach. One of the most important such characteristic that 

should be taken into account in mathematical formulation of 

decision problems is risk attitude of decision makers. It is 

obvious that decision makers when faced with different degrees of 

uncertainty will choose different strategies according to theirs 

risk attitudes. 

Consider the linear, stochastic, discrete-time system 

(1) 

for k = 0,1, ... ,N-l. Vectors x, u 1 , u 2 denote state of the system 

and actions of decision makers and they take values in Euclidean 

spaces of fixed dimensions. Matrices A; B1 , B2 are real and 

constant with appropriate dimensions. x(o) - x0 , (x0 = E {x(O)}), 

and w(k) for all k. are zero-mean independent Gaussian random 

vectors with. known covariances Pand s. 

Among a variety of approaches, those when decision makers 

minimize expectations of quadratic functionals 
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N-1( T T ) T ~- = ~ X (k)Q.x(k) + u.(k)u.(k) + X (N)Q.Nx(N) 
i k=O i i i i 

(2) 

are the most commonly considered and applied. Theirs main 

advantages are relative simplicity and ease of computation of the 

corresponding optimal decision rules. However, such objective 

functionals are risk neutral and may be considered inappropriate 

to modeling decision processes. 

To take into consideration the decision makers' attitudes to 

risk a fairly fruitful way is to define objective functionals in 

the fol-owing, exponential-quadratic form 
!e.~. 

Ji = E { ~i(e 2 1 1 -1)}, i= 1, 2. (3) 

If -I/ii is interpreted as a welfare then -Ji can be considered as a 

decision maker utility function which is to be maximized. ei e R 

may be interpreted as a measure of decision maker sensitivity to 

risk. It is positive for risk averse and negative for risk 

preferring decision maker. When ei tends to zero then Ji goes to. 

1/J i and this corresponds to the case of risk neutral decision 

maker. 

The exponential-quadratic cost functions have already been 

applied in optimal control problems, see for example Jacobson 

(1977), Whittle (1981), and in team problems, Krainak et al. 

(1982a, 1982b, 1982c). - But the notions of risk and risk 

sensitivity seem to be 

decision problems are 

Papavassilopoulos (1987), 

very important 

considered, 

and Krajewski 

when non-cooperative 

see Caravani and 

(1991a). This paper 

presents further aspects of risk sensitive ąecision . processes. 

Control actions u 1 (kl , u 2 (k) , for k = O, 1, ... , N-1 depend on 

available to decision makers information r 1 (k), r 2 (k) and are to 

be chosen to satisfy the Nash equilibrium conditions. Moreover, we 

assume that strategies of decision makers are affine functions of 

respective observations. 

In the next section solutions of the posed Nash games are · 

discussed under different information structures reflecting 

different degrees of decision makers' ·knowledge of the system 

state and their willingness to exchange observations made. 

All results are presented without proofs. 
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Z.The Main Results 

Open-loop pattern. 

This is the simplest information structure we assume. The only 

observations are made over the initial state 

i=l,2 , (4) 

where v 1 ,v2 are representing measurement noises, zero-mean, 

independent of x(O), w(k), k=O, ••• ,N-1, Gaussian random vectors 

with covariances R1 ,R2 • Additionally we assume that in (2) Q1 = Q2 
O. Then at any stage k 

and from Krajewski (1991) we obtain for i,j 

-B. (A )N-k-lQ . L. 
1 1 1 

1,2, j ,,,_ i 

(r-eiFiQi+ł(BjBI)Qi)µi+ł(BiBi)Qjµj=(AN-ł(BiBi)QjLjcj)Mioxo 
N-1 

ł(X) = \ AN-k-1 X(AT)N-k-1 
k~O 

Fi [AN-ł(BiBi)QjLjcj)ri(AN-~(BiBi)QjLjcj)T + 

T - ~T T 
+ ł(BiBi)LjRjLjł(BiBi) + ł(S), 

M. = PCT( CPCT + R )-l, M I M C 
1 io , - i i' 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

Thus existence of a Nash affine solution depends on attitudes 

of decision makers, on the number of stages N and on stability 

properties of the system (1). In the case of unstable systems such 
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solution exists only if decision makers are not too risK aversive 

that is when they are fairly daring . 

Feedback perfect state pattern. 

Now, assume that at every stage k = O, 1, .. • , N both decision 

makers know the state vector x(k), i.e. yi(k) = x(k). Then, tor i 

1,2; k 0,1, ••• ,N-l, see Krajewski (1990) 

ul..(k) = -B~Il.(k+l (1-e.Sil.(k+l)J-l A(k+l)Ax(k), l. l. l. l. 

A(k+l} = (r+i B-B~Il.(k+l) (1-e.Sil.(k+1)J-1]-l, 
j=l J J J l. l. 

Ili(k) = Qi(k)+((1-eiSili(k+l)J-1A(k+l)A)T[rri(k+l) + 

+ Il.(k+l) (a.B~-e.s2 )rr.(k+l)] (1-e.Sil.(k+l)J-1A (k +l)A, l. l. l. l. l. l. l. 

s-1-e.Il.(k+l) > O , if el.. > O · 
l l 

(14) 

(15) 

{16) 

(17) 

(18) 

The structure of the above solution is the same as in the 

standard LQG problem. Note that this case admits the affine Nash 

s olution for more cautious _decision makers then the previous one. 

Feedback imperfect state pattern. 

At any moment k = O, 1, ... , N both decision makers observe the 

state vector through linear channels 

i= 1,2. (19) 

v 1 (k) , v 2 (k) are for any k = o, 1, •.. , N zero-mean independent of 

x(O), w(k) Gaussian random vectors with covariances R1 , R2 • 

Moreover, we assume that decision makers exchange observations 

with no delay, i.e. their actions at any stage k are , based oń the 

same information 

Following Whittle (1981) we obtain risk sensitive versions of 
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Kalman filter, Krajewski (1991b), for i,j 1,2 , j * i 

(21) 

(22) 

vi1 (k)~(k) = (s-1-s-1A(vi1 (k-1)-eiQi+ATS-1A)-lATs-1) (~<k-1) + 

+ B1u1(k-1)+B2u2(k-1))+s-1A(vi1 (k-l)-eiQi+ATS-1AJ-1eiQi;(k-l) + 

T -1 T -1 + C1R1 y 1 (k) + C2R2 y 2 (k). (24) 

Then combining the above recursive equations with (14), •.. ,(18) we 

obtain for k = o, ..• ,N-1, ·i = 1,2 

(25) . 

The structure of the above solution is the same as in the 

standard LQG problem. It can exists for less cautious players. 

One-step delayed observation sharing pattern. 

At any moment decision makers observe state vector as in (19) 

and available to them information consists of two parts 

(26) 

Risk sensitive versions of Kalman filter is, Krajewski (1991b), 

for i,j 1,2 , j * i 

(27) 

(28) 
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Next, with obtained state estimates and covariance matrices we 

may show as in Krajewski (1991a) that in the considered case the 

multistage problem is decomposable inte a series of single-stage 

problems and for i =1,2, k = 0,1, .•. ,N-l 

(31) 

For any k matrices L1 (k), L2 (k) satisfy matrix polynomial 

equations of order 3 and u 1 (k) , u 2 (k) satisfy set of linear 

equations. Form of these equations is exactly as in Krajewski 

(1991a). Their solutions depend on decision· makers' risk 

attitudes. Generally, they can exist for less cautious players 

too. 
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