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PROBLEMS OF POLIOPTIMIZATION WlTH SEPARATION OF 
DIFFERENT PERFORMANCE CRITERIA 

J. INTRODUCTION 

Among practical problems of optima! control of technological and econo­
mical systcms there arc many in which formulation of a single performance 
criterion is not possiblc. There may be varioeus critcria characterizing varioeus 
aspects of systems behaviour that are not comparable between one another. 
In such cases dctermination of optima! control is conceptually difficult since 
the control that is optima] with respect to one performance criterion is usually 
not optima] with respect to all the others. In other words, while in classical 
optima! control problems (single objective) a performance criterion intro­
duces complete ordering into the set of controls, there is no such an ordering 
in case of uncomparable performance criteria, i.e. it is not implied in the forma] 
statement of a problem. Only partia! ordering may be introduced into the 
set of controls and that was done in XIX-th century by V. PARETO [5] for 
polioptimal (multiobjective) economical problems. 

This ordering consists in separation from the set of addmissible controls 
of a subset containing controls having the property that each control being 
an element of the subset is not worse than all the other admissible controls 
with respect to all the performance criteria simultaneously. This subset is 
called a PARETO set of optima] control. 

Separation of the Pareto set does not however solve the problem if the set 
contains more than one element as we stili face the problem of selccting one 
particular control from the Pareto set. 

There may be many ways of introducing "deus ex machina" either partia! 
or complete ordering into the Pareto set [6, 7, 8]. Each of them requires de­
fining more or less explicitly on the set of performance criteria some norm 
ordering the Pareto set. By finding an extremum of this criterion a particular 
control from the Pareto set, which is regarded the best, is detcrmined. 

In the present paper some new type of dynamie polioptimization problems 
is presented, which to my knowledge, has not been considered by specialists 
beforc. 1t should be emphasised that the purposc of this paper is merely to 
dra w attention to some new problems in the area of polioptimization. 
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In the polioptimization problems considered in the literature we have a ma­
thematical model of the controlled plant, a set of addmissible controls and 
a set of performance criteria containing more than one subset J 1 • The elcments 
of the subsets are values of performance criteria cach of which is determined 
by a control u(.) and an initial event (t0 , x0 ) E {TxX}, where T is a set of 
time instants and X is a set of states. 

For the problems considered on this paper it is assumed that the control 
process is composed of n(n > I) stages and that its performance on each stage 
is given by means of individual performance criterion J;(i = I, 2, ... , n) whose 
values are determined by the initial event (ti-J, x; _ 1) for stage i and a control 
transforming this initial event into an element of the target set of stage i. 

We can generalize the problem assuming that on each stage we are given 
an separate mathematical model of the plant and a separate set of addimssible 
controls. 

The polioptimization problem is nontrivial, i.c., it can not be reduced te n 
independent problems of scalar optimization if the initial event on stages 
i= 2, 3, ... , n are not uniquely determined by the statement of the problem 
but follows from its solution. 

The examples given below should clarify the type of problems I havc in 
mind. 

ln proccss of heating in heating furnace or in certain chemical reactors 
two stages can be clearly distinguished. On the first stage a predetermined 
temperature zone should be reached in minimum time while on the second 
stage its should be maintaincd within some time interval at minimum energy 
cost. The prcsent practice of determinig optima! control for such type of 
processes is based on construction of mixed performance criterion to be 
minimized, that involves iime and energy costs [2]. It is hcwever difficult 
to set in a rational manncr an appropriate value of the cocfficient involvcd 
in the summation of the two criteria. The approach that leads to minimization 
of time on the first stage and minimization of the energy cost on the second 
seams to be more reasonable. It should be noted that the two stages can not be 
treated independently. Bccause of the plants dynamics, the time instant se­
parating the first from the second stage must depend on controls implernented 
on both stages. 

Second example concerns a problem of investment expenditure control in 
case of constructing an industrial plant or a road junction which may gra­
dually come into use before construction process is complcted. On the first 
stage the state that allows for exploitation of the plant is to be achieved in 
minimum time, while on the second stage losses due to a deviation between 
full and current efficiency are to be minimized. 

Both examples represent problems in which different performance criteria 
arc used in a given time sequence. One can also think about a different case. 
It deals with controller synthesis in a system which is required to be Jocally 
optima! for small deviations from the steady state and at the same time the 
stability domain around the steady state is required to be as large as possible 
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to lower the danger of large disturbances and possible break-down [4]. Thus 
we have two different performance criteria which in this case are valid in di­
fferent areas of the state space. 

2. MATHEMATICAL MODEL OF THE PROCESS 
AND THE DEFINITION OF POLIOPTIMAL CONTROL 

Assume that the control process is carried on in n(n > 1) stages and that 
each stage i(i = 1, 2, ... , n) is described by the following dynamie system 

where 

Ti - set of time instants 
Ui - set of current values of control variables 
Q; = { W; : Ti --> U;} - set of addmissible controls 
X; - set of current values of states 
Y; - set of current values of outputs 
I'; = {Y; : T; -> Y;} - set of addmissible outputs 

(1) 

(f); : T; X Ti X Xi X Qi -> X; - state transition function whose values are 
expressed as 

x;(-r;) = (f);[ r;, t;_ 1, X;_ 1, u;( ·)] (2) 

17; : T1 X X; -> Y; - output function whose values are 

(3) 

Let us have n target sets S;, i = 1, 2, .. . , n which for all dynamie system s L; 
are subsets of {T; X X; X Y;} 

(4) 

Control u;(.) transforms initial event (t;_ 1 , x,_ 1) of stage i into S; if the 
following set 

{ { r; , (fJ ;[ r; , t i - 1 , x; - 1 , u;(- ) ] , I'/;( r; , (fJ;)} : ( t i - 1 < r; ?:: t;)} (5) 

has a nonempty intersection with S; . 
The initial event of stage i+ l, i= l , 2, ... , 11-l, is assumed to be an element 

of the following set 

P;={T/ xXi}C{T;xX;} (6) 

and it is assumed that P; has a nonempty intersection with {Tt X xn 
P;U {T;•xxf} = 0 (7) 

The above condition means that there exists a pair in the set P; of initial 
conditions of stage i+ l that is an element of {T;s X xn -- a set containing 
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pairs being parts of tripples from the target set S; of the proceeding stage ' i 
(fig. 1). 

The problem of polioptimization considered in this paper is nontrivial if 
for some i the target set S; consists of more elements than one. 

For each stage i(i = 1, 2, ... , n) and for each control u;(.) transforming 
the event (t;_ 1 , xi_ 1 ) into S, the criterion function is formulated in the form 

l;[t;_ 1 , x,_ 1 , t;, X;, u;(·)]= 

t; 

=K;(t;,x;)+ J L;{'P;[r;,t;_ 1 ,x;_ 1 ,u;(-)],u;(,;),,;}dr; (8) 
li- t 

Our task consists in determining the polioptimal control for a given (t0 , x0 ). 

Y. 
l 

s. 
l 

Fig. 1. Graphic representation of the target set S1 = { rs x XS ·.-: YS} of the i-th stage and the initial conditions set 
Pi = (TP x XP} of the i+ I st age 

Definition of polioptimal control (a proposal). Control u will 
polioptimal control if it satisfies the following conditions: 

(t') , ( A { Q Q UQ} U ·)EU= U1XU2X ... X 11 

be called the 

(9) 

where U;° is a set of optima! controls on stage i, i.e. a set whose elements 
u~(.) E Qi transform events (ti-i, X;_ 1) EP; into S; C S; and minimize the 
value of l; along the trajectory 'Pi, (i= 1, 2, ... , n). 

(ii) Subset S; C S;(i = 1, 2, ... , n) select from the sets S; such targets 
(t;, X;, j'i;), for which the corresponding control u(.) is an element of the Pareto 
set of optimal controls. Forma) definition of the sets Si may be the following: 
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S={[t;, x;, y;): J, [?;_ 1, xi-1' 1;, x;, u?(·)] ;:,, 

l;[t;- 1 , X;- i, I;, X; , u?(·)], V (t;, X;, Y;) E S)S;, V i} (10) 

(iii) Free coordinates of the points (i;, x;, y1), i.e. points at whicb the opti­
ma! control is switched from u? to u?+ 1 , are determincd from the condition 
of minimization of a chosen norm of vector Liu which consists of n- 1 vcctors 
Liu; 

Llfi 1 =ii;[(t;,X;,Y;)EŚ;]-u1+ 1W1 ,x;)EP;]; i=l, ... ,11-l (11) 

The vectors fik(k = i, i+ l; i= I, 2, ... , n - 1) are constructed in the follow­
ing way. 

First, vector U,, is constructed of coordinatcs that are various fisical and 
materia! factors belonging to sets of controls D; and Q 1+ 1 , e.g. streams of 
energy, finances and materials, labour force etc. 

Then vector ul.) is created from clements of ·eh in such a way that the 
elements of fik(.) are equal to uk(.) if the corresponding elements of Vk are 
in Qk and zeros otherwise. 

Summarizing, polioptimal control is eornposed of segments of controls 
that are optima! with respect to performance criteria characterizing subsequent 
stages of the system and that satisfy two conditions: firstly the poi i optima! 
control rnust be an element of the Pareto set and secondly it must switch from 
one segment to anothcr in such a way that a certain global measure of discon­
tinuity of the control is minimized. 

The second requirement represents the arbitrary norm introducing on 
ordering to the Pareto set. 

It should be noticed that in our case the norm is defined on the set of controls 
rather than on the set of performance criteria used in forrnulation of poliopti­
mal control problems. 

The choice of the norm may be justified by the following reasoning. lf the 
formulation of a problem does not involvc any premises on which ordering 
of the Pareto set could be based (when it does then the problem is no longer 
actually polioptimal) then either any control from the Pareto set may be picked 
up by chance or such an ordering rnay be based on more generał indications 
following from rnore generał characteristics than those involved in the problem 
statement. Such a generał indication, following from systcms point of view, 
may be the fact that significant rapid changes in control streams, although 
indifferent from the point of view of the particular problem, may be damaging 
for the environment. For example rapid changes in energy flows are distur­
bances affecting all receivers of the network; jumps in materials flows require 
buffer stores, rapid changes in dcmand for labour rnay result in perturbations 
on the labour market which are dangerous for the society. 

Remarks on dctermining of optimal control. The way of obtaning the poliopti­
mal control follows from its definition. First, stage optima] controls must 
be determined in a parametric form for all stages. Free coordinates of target 
points from sets S 1 (i= I , 2, ... , n-1) are the parameters in the stagc optima! 
contro Is. 
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Then the free coordinates (parameters) of the switching points are deter­
mined from the condition expressing the fact that the global control is an 
element of the Pareto set and from the condition of minimization of a chosen 
measure of vector Lli:i (.). 

This procedure is tipical for obtaining solutions of optimization problems 
in two-level systems [J] (Fig. 2). 

m i n 
,-\ 

(ti, xi' Yil E si 

'1 i 

" ,-\ 

ti-1' xi-1; 
,-\ /\ 

ti, Xi 

/\. /\ /\ A 

/\ /'-

ti, xi; 
/'- /\ 

ti+1' xi+1 

/\/\/\ I\ 

rn i n Ji(ti-1' xi-1; ti' xi; ui) mi n Ji+1(ti, xi; ti+1' xi+1; ui+1) 

ui E .Qi ui+1 E 2 i+1 

Fig. 2. Determination of polioptimal control jn two-level system 

On the )ower level loca! optimization is carried on with respect to criterion 
functions l; which yields u?(.) E Q; for target points (t;, X;, y;) ES;, i = 1, 2, ... , 
n-1 specified by the apper level (the target point of the last stage is assumed 
to be given univocally). 

On the apper level minimization of the chosen norm of the vector Lłu is 
carried on yielding the free coordinates of the target points under the condition 
(t;, X,, y;) ES;. 

3. EXAMPLE 

Consider an example illustrating the above discussion. 
Let us assume that the temperature control in a heating furnace is imple­

mented in two stages. On the first stage the furnace is to be heated in the shor­
test possible time. The second stage has a goal of maintaining prespecified 
temperature with the minimum heating cost. Maximum addmissible over­
shoot is prespecified to avoid damaging the brick setting. 

Let us assume for simplicity, that in the interesting range of temperatures 
the furnace may be regarded as an integrating element. All quantities express 
transient states and are related to some quantities characterizing the steady 
state. 
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b f dt 

Fig. J. Błock diagram of the heating store at the first stage of heatjng 

At the first stage the model and the performance criterion are the follow­
ing (Fig. 3) 

dx 1 
-= bu1 , 
dt 

(12) 

lu i/ :( L (13) 
li 

11(11)= J dt (14) 
o 

where x 1 (t) denotes temperature deviation from the desired 
The optima! control in this case has the form (Fig. 4a). 

value Xdcs· 

u?= L 

and the optima! trajectory (Fig. 4b) is given by the equation 

x~(t) = -bLt+Xaes; O:( I< !1 

Assume that the target set for the first stage has the following form 

S,={(11 ,x,): -e:;?!:x 1(11) <y} 

where i;;:, O - addmissible overshoot 

(15) 

(16) 

(17) 

y > O -- addmissible deviation of the temperature below the desired 
valuc at time 11 of switching from the first to the second stage. 

" u I 

Lt------

li 

A 

t ·---·-·-+ ·"- . 
I "'- s1 I 

I 

a i .l. '- ,, 
I "-.. · I 

-[. ·-·---i-· - ·-·- .-J._. 

Fig. 4. Time profiles of u,(I) and x;(I) 
lt - lower limit of 11 

11 · - upper limit of t1 

.B 
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On the second stage temperature control system with a (proportional + 
+ integral action) PI controller is switched on (Fig. 5). 

Systems equati?ns on this stage are the following 

dx 1 - = -a1 x 2 -bu2 
dt 

b /dt 

)( 2 

/dt 

Fig. 5. Błock diagram of the control syssstem at the second stage o f heating 

The performance criterion is assumed to be of the form 

The set of initial conditions is given by the equation 

where a 1 , a 2 - given pararneters 

(18) 

(19) 

(20) 

(21) 

Let the choice of the optimal control consists in selection of the optimum 
va!ue of pararneter f 
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After appropriate calculations we get the following result [3) 

a/
2
a1 +1 2 i 1 (aJ

2
a1 +1 bf) 1 Jz(t 1) = . x1(td-- X1(t1)xi(t1)+- . +- X2Ct1) 

2bja 1 a 1 2 bj a 1 

The performance criterion J 2 (t1 ) assumes its minimum value 

for f = r 

The condition expressing the overshoot limit has the form (Fig. 6) 

xi(T)=-e 

dx 11 n - = O for t1 ~ T < -+ t1 
dt t = T O) 

X 1 

F ig. 6. E xample of x 1 (t) profile illustrating equations (27) 

(23) 

(24) 

(25) 

(26) 

(27) 
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More computations have been dane on a computer for concrete values 
of all parameters involved in the equations: 

- for given range of values of x 20 , values of / 0 and x 10 satisfying equations 
(24) and (27) have been computed. The results make possible choice of t 1 

and x 10 minimizing the control jump at time t 1 from uf =L to u~=J0 x 10 . 

- for values x 10 and x 20 satisfying equations (24) and (27) J 2 have been 
calculated. On the basis of these results if can be found out whether the range 
of x 10( -e :( x 10 < y) results in polioptimal controls, i.e. controls being ele­
ments of the Pareto set. As 

(28) 

J 2 ho, x20, u~) 

.. i--,,41----+ X10: (x10 t1) ES1 
--,,-------ł----

1

--------+-------__,-.::----► X10 
-[. o r 
Fig. 7. Example of possible plots of Ji(x 10 , ui) and J 2 (x1o. Xzo , u2) versus x 1o , illustrating the separation 

of region § 

the Pareto set contains only those controls that switch from u1 
values of x 10 satisfying the inequality (Fig. 7) 

8121 - - >0 
OX10 u1 = u~ 

to u~ at the 

(29) 

Note that in the problem of choice x 10 and x 20 there is only one excess va­
riable, as we ha ve three eq uations given by (24) and (27) that are to be sati­
sfied and four variables involved: / 0

, T x 10 , x 20 • 
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SUMMARY 

In the paper a new kind of polioptimization problem is presented. lt concerns 
the situations in which the control process consists of a number of stages and 
the particular stages have different performance criteria. 

The problems of this appear during design and realization of new projects 
and in some discontinuous technological processes. 

The polioptimization problem was formulated and as its solution control 
satsfying the following conditions is presented: 

- it consists of pieces of locally optima! controls on consecutive stages, 
-- it belongs to the Pareto set, 
- it minimizes a global measure of discontinuity in passing from one locally 

optima! control to the next one. The polioptimal control can be formulated 
in two-level optirnization system. 
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