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Abstract 

The present paper is devoted to a topic from the newly developed didactic 

aspect of the modelling of parallel and concurrent processes by 

generalized nets. Our aim is to explore how the graphic structures, which 

serve to visualize the generalized net models, can be effectively utilized to 

enhance the process of teaching / learning of generalized nets. The paper 

presents two kinds of didactic tasks that have been implemented in 

already designed training tests, and it analyzes the students’ performance 

and feedback. Three other ideas for test problems are suggested, which 

place the generalized net model graphic structure in the center of the 

didactic task. Having in mind that generalized nets is a concept embracing 

the concepts of Petri nets and all of their own modifications, the ideas 

presented in this work can be adapted to the didactic needs of other 

training courses on Petri nets, etc. 

Keywords: Bloom’s taxonomy, didactics, generalized nets, Petri nets, 

visualization. 

1 Introduction 

The present paper is devoted to a topic from the newly developed didactic 

aspect of the modelling with generalized nets (GNs); it aims to explore how the 

graphic structures of the GN models can be effectively utilized to enhance the 

process of teaching GNs [1, 2]. We have already observed in [3] that the theory 

of GNs is rich in definitions and theorems, providing numerous ways to assess 

the students’ cognitive levels of knowledge and comprehension and predispose 

to reaching the higher cognitive levels of application, analysis, synthesis and 

evaluation that are needed for practicing of effective mathematical modelling. 
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An entertaining and challenging, yet poorly explored way to do so is to utilize 

the graphic structures of GNs and place them in the center of some of the 

didactic tasks.  

Based on our survey of the literature on GNs, we can claim that the graphic 

structures of the GN models do not play the central role in the process of 

modelling by GNs. The graphic structures play only an auxiliary role of 

illustrating the model, as they do not contain (and present) all of the 

indispensable information about its functioning, which is provided by other 

accompanying means: textual descriptions of tokens’ characteristics, formulas, 

functions, index matrices. Moreover, none of the information about the graphic 

structure, which has been coded in the model’s XML schema, will later be used 

when running a simulation of the model. This information is only needed when 

the user interacts with the GN simulator, using its graphical interface to easily 

design and edit the model.  

However, the graphic structure of the GN model is its most immediate, 

user- and learner-friendly representation, since it offers a first-glance 

understanding of the model’s consecution and its relative complexity, expressed 

in the numbers of transitions, numbers of places (some of which being inputs 

and outputs), number of arcs (some of them looping back), possible bottlenecks 

(i.e. threats of clogging), as well as possible repetitive patterns (i.e. 

opportunities of simplification and optimization). So, the graphic structure may 

not be the “brain”, but it is the “heart” of the GN model. Let us discuss on the 

ways which it can be exploited for the sake of more effective training of GNs 

and assessing the students’ level of comprehension. 

2 GN problems related to graphic structures. Analysis 

of the didactic goals and errors 

In general, there are two kinds of didactic tasks related to the graphic schemes 

of the GN models: 
 

 case-based didactic tasks, i.e. ones, which are accompanied by a case study 

with information about a particular modelled process and a problem; and 

 independent ones, i.e. didactic tasks assessing the students’ general know-

ledge of GNs by means of their graphic structures. 

 

 As we can easily conclude, the independent didactic tasks are much easier 

than the case-based ones, because they are oriented to the lower cognitive levels 

of Knowledge and Comprehension, while the case studies presume these levels 

being covered and test the higher cognitive levels of Application, Analysis, 
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Synthesis and Evaluation, as stipulated by Bloom’s taxonomy [4]. In addition, 

as we will see, the didactic tasks related to GN graphic structures can also train 

and test the students’ watchfulness and wits in a way that other GN training and 

testing formats are unable to offer. 

So far, two kind of problems on GNs have been formulated, aimed at testing 

students’ levels of knowledge and comprehension of the GN graphic structures 

and the graph operators, applicable over them. These have been approbated in 

real-life examinations and here the results will be reported for the first time. In 

the present article we will also offer several other kinds of problems for exercise 

and testing of GNs. 

2.1 Multiple choice  

The first sort of problems was inspired by the so-called multiple choice tests. It 

is of the independent kind, since the graphic structures are not accompanied by 

case studies of particular modeled processes. The students were offered four 

relatively simple GN model graphic structures, among which either exactly one 

is mistaken, or exactly one is correct.  
 

Point out the correct GN model graphic structure and explain your answer: 

 

A) B)  

  
 

C) D) 

  

Figure 1: A sample multiple choice test item with one correct answer and three distractors 
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The students were asked to discern the mistaken (correct) GN model and 

back up their choice with an explanation where the mistake(s) is (are). Correct 

answers without provided explanation were not taken into consideration. An 

example of this kind of questions is given on Fig. 1. 

The students are expected to be able to point out the correct GN model 

among the three mistaken ones and back up their answer by explaining the 

mistakes. The correct answer is B) despite of the intersecting arcs connecting 

places L4 and L5 with transition Z2. There are two errors in A): first, the arc 

directly connecting transitions Z1 and Z2 without passing via a place in between 

and second, there are two places labeled L4. The mistake in C) is the lack of 

input place for transition Z1, and thus for the model in general, while the 

mistake in D) is the double arc branching out of place L4.  

The following table presents the distribution of the students from the three 

trained groups into three groups, with respect to their answers. It is noteworthy, 

that the numeration of the groups follows the chronological order in which these 

groups of students were trained and examined, so the feedback was taken into 

consideration. 
 

 Correct answer 
Partial answer 

or with mistakes 
No answer Total 

Group 1 3 27,27% 1 9,09% 7 63,64% 11 

Group 2 9 56,25% 5 31,25% 2 12,50% 16 

Group 3 11 100% 0 0% 0 0% 11 

Total 23 60,53% 6 15,79% 9  23,68% 38 

 

The following classes of common mistakes were registered. 

 

 Mislabeling of the places and transitions. Some students do not consider the 

labels on the places and transitions as unique object identifiers. For instance, 

they may not pay attention to the fact that two different places in the net are 

labeled in the same way. Others may get mislead by the fact that there are 

omissions in the serial numbers of the identifiers, for instance, L1, L2, L4, L5 

with L3 being omitted has been pointed out as a mistake, which of course it is 

not. These mistakes indicate that the students are not fully aware how to 

interpret the GNs in other, better known terms of programming. 

 

 Missing net components or extra net components. Some students forget that 

the basic definition of the GNs states that two transitions in the net may only 

be connected via a place, and two places may only be connected via a 

transition. Others fail to recognize when there are two or more arcs 

branching out of a place or do not figure out which is the “legal” way of 

drawing a feedback (loop) arc, connecting it with the right side of the 
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transition, which denotes the outputs rather than with the left side, denoting 

the input of the transition. Some students do not interpret well the GN 

definition which states that each transition must have at least one input and 

at least one output place and would not see any problem with transition Z1 on 

C). This class of mistakes can be easily overcome by clarifying the definition 

of the GNs and the rules for arranging the net components. 

 

 Inflexible understanding of the model design. Some students exhibit 

surprising inflexibility related to the design of the GN model’s graphic 

structure, and prove unable to think about it “out of the box”. They tend to 

attach undue importance to the actual location of the transitions, places and 

arcs, rather than focus on the relations between them which are graphically 

expressed. Some of them reason that if an input arc and an output arc are 

placed on the same level along the transition’s length (see the arcs from/to 

places L1 and L4 in example B) above), then the tokens coming from this 

input arc are obliged to continue their movement along the above mentioned 

output arc of the transition. This line of reasoning is of course wrong, but it 

is indicative as it shows the missing relation between the GN model’s 

graphical structure and the index matrices of predicates for each model’s 

transition which dictate the actual possible routes of token transfer within the 

net, depending on the logic of the modeled process. 

 

 Wrongful implications of model’s dynamics, temporal and memory 

components. As we stated above, the currently discussed sort of GN 

problems is independent of any case studies of modeled processes, i.e. 

students are not provided with any further information about the model 

samples (process logics, tokens characteristics, timings,  etc.), except their 

graphical structures. Hence, it is surprising when some students claimed that 

the alleged mistakes in the samples were related to presence or absence of 

tokens within the places, or certain non-true values of the predicates. There 

were a few students who even speculated about certain transitions and places 

in the graphic structure, which according to them have been surplus and 

needed to be removed from the model. This class of mistakes is indicative of 

the misunderstanding of the difference between the logic of a processed 

model and its graphic visualization, between the static and the dynamic 

nature of the GN models, as well as misunderstanding of which information 

in what form is stored and how can be derived or concluded. 

2.2 Application of the graph operators over a GN model structure 

The second kind of problems, included in the GN tests designed so far, is also 

independent on case studies, but in contrast with the selective multiple choice 
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Graph operator 1: 

 

 
Graph operator 2: 

   

 
 

Graph operator 3: 
 

 

Figure 2.2: Answers to the constructive test question on Fig 2.1 

 

Again, the table below presents the distribution of the students from the 

three trained groups into three groups, as follows.  
 

 Correct answer 
Partial answer 

or with mistakes 
No answer Total 

Group 1 1  9,09% 2 18,18% 8 72,73% 11 

Group 2 5 31,25% 8 50,00% 3 18,75% 16 

Group 3 5 31,25% 4 36,36% 2 18,18% 11 

Total 11 28,95% 14 36,84% 13 34,21% 38 
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As we can see, the success levels on this problem were lower than the 

success levels on the multiple choice test items. This was an expected effect, 

and that is why the problems of the second kind scored 3 points in the final 

results, compared to 1 point for a correct and well substantiated answer to the 

question of the first kind. 

The following classes of common mistakes were registered. 

 

 Mistakes related to graphs. Some of the currently tested students in GNs 

have studied neither graphs, nor finite automata, which naturally resulted in 

certain typical mistakes in comprehending this task and solving it. It was a 

general error when applying the first graph operator not to discern between 

the places and the transitions in the GN and represent them as (visually) 

different sets of vertices in the bipartite graph, or mix the specificities of the 

first and the second operator. An even more common mistake was the lack 

of the edges’ orientation, despite they seemingly knew that all the three 

resulting graphs were directed ones. 

 

 Mistakes in building the link between GNs and graphs. Some students 

showed less ability in relating the concepts of GNs and graphs when 

representing one and the same abstract model in the terms of these two 

different areas. For instance, many students missed drawing the backward 

(looping) arcs in all three graph, especially the second one (this was the most 

common mistake). Others simply ignored parts of the model, which they 

found repetitive, or, vice versa, added some extra vertices and edges to the 

graphs, which were not present in the original GN model.  

2.3 Redrawing a model 

A simple constructive exercise is related to redrawing a sample GN model in a 

way that a predefined condition is accomplished. 

For instance, let us consider the initial GN model (a) on Fig. 3. The students 

are required to redraw it in a way that transition Z4 is located in the leftmost part 

of the new graphic structure (where it is most natural to be seen, having L6 as 

the only input place for the net, see Fig. 3 (b)). The same exercise is required for 

all of the rest transitions in the net, respectively shown on Fig. 3 (c) and (d). 

This exercise, as easy as it may seem, is helpful in provoking students to search 

for the semantics behind the model, to discover the functional relations between 

its components, to flexibly rearrange the model’s graphic structure in 

semantically synonymous ways, and not obey unnecessary design 

conventionalities. As we can easily check, by redrawing the model with any 

other transition to the left, we do not intervene in the logic or consequence of 
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the modelled process, in the index matrices of predicates or capacities, in the 

priorities, timings, characteristics, etc components of the model. 

2.4 Transforming Petri nets and their modifications 

into generalized nets 

A new class of interesting problems in the training of GNs and GN modelling is 

related to revealing the links between GNs and the Petri nets. This is especially 

useful when training students who have background knowledge of Petri nets, as 

well as when presenting the GN theory in front of established experts in Petri 

net modelling. However, these problems are inapplicable in cases when the 

trainees have no preliminary knowledge of Petri nets, which is often the case 

when they are specialists in some side field of practical GN application, for 

instance medicine, chemistry, administration, and many others, [5]. A particular 

example will be discussed in the following section. 

  

  
(a) (b) 

  
(c) (d) 

Figure 3: A sample constructive test item for redrawing a GN model 
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2.5 Case studies 

Studying cases and solving certain simple problems has not yet been 

implemented in the training courses on GNs, but it is undoubtedly a very 

challenging and practice oriented task. Given the verbal description of a case, 

the students can be asked to draw the graphic of the corresponding GN model, 

write down the index matrices that correspond to each of the transitions in the 

model, explain the initial tokens characteristics and the functions that assign 

new characteristics in the course of the model functioning, and express any 

consideration they may have about the temporal conditions for activation of the 

transitions, or priorities of the transitions, places and tokens, or capacities of the 

arcs and places, etc. In case that the students have preliminary knowledge of 

Petri nets or some of their modifications, they may even be hinted with the 

graphic of the respective modeled problem, as drawn in these terms. 

Different solutions may be expected here, yet with equivalent modelling 

abilities, and the difference may be not merely on design level, as discussed in 

the previous section, but it may be on a higher level, expressed in different sets 

of transitions and places, different index matrices of predicates, different sets of 

tokens’ characteristics and functions. In fact, the question of “models 

synonymy”, as discussed in the context of generalized nets, is a challenge that 

has not been explored as of today. It will be interesting to compare the resulting 

GN models and make certain assumptions and/or conclusions about how do 

structural differences affect the model performance, if the logic of the modelled 

process remains intact. For instance, such effects can be sought in directions 

like memory and resource allocation, time for calculation, etc. A more detailed 

survey on this case-based didactic approach with the respective results from 

training and examination, as well as discussions on the newly raised questions, 

will be the subject of a future author’s research. 

3   Conclusions 

The present paper is devoted to one of the aspects of training generalized nets, 

namely employing the visual information from the GN models’ graphical 

structures and linking it to the other sources of information in the model (index 

matrices, token characteristics, functions and others). This visual approach with 

its opportunity for immediate representation and comprehension of the GN 

theory is especially helpful in trainees on beginner level or ones who have no 

preliminary background in artificial intelligence, mathematical modelling or 

programming but need this apparatus to solve practical problems from the their 

field of competence. 
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The first two of the presented classes of problems were recently developed 

and have been already approbated with 38 students from three Bulgarian 

universities. The problems were part of a newly designed approach to formative 

and summative testing which will be further elaborated from now on, targeting 

various groups of learners with their different educational and practical needs. It 

has been considered very important to analyze the didactic goals meant with 

each of these classes of problems, as well as the cognitive levels reached, per 

Bloom’s taxonomy. For the first two kinds of problems this analysis and 

justification is done only now, after they have been approbated in real-life 

situations, but for the rest three ideas presented this analysis is herewith done in 

advance, as required by the traditional design methodologies for standardized 

tests. However, an interesting point of this communication shall be considered 

the presented error analysis which offers a useful feedback that shall be taken 

into consideration for the future lecture courses on generalized nets. 

The third newly presented idea for training the students in generalized nets 

by case studies opens a brand new direction of research within the 

methodological aspect of the theory of generalized nets. Thus, practical 

evidence is given that the newly proposed didactic aspect of the theory 

outreaches the classrooms, adding value to the theoretical research in the field 

of the generalized nets.  

Acknowledgments 

This work is partially supported by the National Science Fund of the Ministry of 

Education, Youth and Science of Bulgaria under Grant DID-02-29 and by the 

Ministry of Science and Higher Education of Poland, Grant Nr N N519 384936. 

References 

[1] Atanassov, K., Generalized Nets. World Scientific, Singapore, 1991. 

[2] Atanassov, K., On the Theory of Generalized Nets. “Prof. M. Drinov” 

Acad. Publ. House, Sofia, 2007. 

[3] Atanassova, V., Design of Training Tests on Generalized Nets, Proc. of 

5
th
 International IEEE Symposium ‘Intelligent Systems’, 7–9 July 2010, 

London, UK, 327–330, 2010. 

[4] Bloom, B. S., Taxonomy of Educational Objectives. Allyn and Bacon, 

Boston, MA, 1984. 

[5] Alexieva, J., Choy, E., Koycheva, E., Chapter 8 Review and bibliography 

of generalized nets theory and applications in A Survey of Generalized 

Nets. Choy, E., Krawczak, M., Shannon, A., Szmidt, E. (eds.) Raffles 

KvB Monograph, No. 10, Sydney, 2007. 



R
e

c
e

n
t A

d
v

a
n

c
e

s
 in

 F
u

zzy
 S

e
ts

, In
tu

itio
n

is
tic

 F
u

zzy
 S

e
ts

, G
e
n

e
ra

lize
d

 N
e
ts

 a
n

d
 R

e
la

te
d

 T
o

p
ic

s
. V

o
lu

m
e
 II: A

p
p

lic
a
tio

n
s

Developments in Fuzzy Sets,
Intuitionistic Fuzzy Sets,

Generalized Nets and Related Topics. 
Volume I: Foundations

Editors

Krassimir T. Atanassov
Michaù Baczyñski
Józef Drewniak

Janusz Kacprzyk
Maciej Krawczak

Eulalia Szmidt
Maciej Wygralak 

Sùawomir Zadroýny

Recent Advances in Fuzzy Sets,
Intuitionistic Fuzzy Sets,

Generalized Nets and Related Topics
Volume II: Applications

Editors

Krassimir T. Atanassov
W³adys³aw Homenda
Olgierd Hryniewicz
Janusz Kacprzyk
Maciej Krawczak

Zbigniew Nahorski
Eulalia Szmidt

S³awomir Zadro¿ny

SRI PAS IBS PAN

The papers presented in this Volume 2 constitute a collection of contributions, 
both of a foundational and applied type, by both well-known experts and young 
researchers in various fields of broadly perceived intelligent systems. 
It may be viewed as a result of fruitful discussions held during the Ninth 
International Workshop on Intuitionistic Fuzzy Sets and Generalized Nets  
(IWIFSGN-2010) organized in Warsaw on October 8, 2010 by the Systems 
Research Institute, Polish Academy of Sciences, in Warsaw, Poland, Institute 
of Biophysics and Biomedical  Engineering, Bulgarian Academy of Sciences in 
Sofia, Bulgaria, and WIT - Warsaw School of Information Technology in 
Warsaw, Poland, and co-organized by: the Matej Bel University, Banska 
Bystrica, Slovakia, Universidad Publica de Navarra, Pamplona, Spain, 
Universidade de Tras-Os-Montes e Alto Douro, Vila Real, Portugal, and the 
University of Westminster, Harrow, UK:
 
Http://www.ibspan.waw.pl/ifs2010 

The consecutive International Workshops on Intuitionistic Fuzzy Sets and 
Generalized Nets (IWIFSGNs) have been meant to provide a forum for the 
presentation of new results and for scientific discussion  on new 
developments in foundations and applications of intuitionistic fuzzy sets and 
generalized nets pioneered by Professor Krassimir T. Atanassov. Other topics 
related to broadly perceived representation and processing of uncertain and 
imprecise information and intelligent systems have also been included.  The 
Ninth International Workshop on Intuitionistic Fuzzy Sets and Generalized 
Nets (IWIFSGN-2010) is a continuation of this undertaking, and provides many 
new ideas and results in the areas concerned.

We hope that a collection of main contributions presented at the Workshop, 
completed with many papers by leading experts who have not been able to 
participate, will provide a source of much needed information on recent trends 
in the topics considered.
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