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ABSTRACT 
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UNCERTAINTY IN THE ANALYTIC HIERARCHY PROCESS 

Leszek KLUKOWSKI and Dariusz WAGNER 

Systems Research Institute, Polish Academy of Sciences , 
Newelska 6, 01-447 Warszawa,· Poland 

The paper is concerned with the so-called analytic hierarchy 

process proposed by Th. L. Saaty. This approach is based on the 

pairwise comparisort of alternatives, made by experts. Results of 

sucha comparison are used to determine the relative importance of 

alternatives under examination. Numerous papers have been p..iblished 

presenting modifications of Saaty's method, mostly concerned with 

different ways of dealing with uncertainty in experts' opinions. 

In papers making use of statistical analysis for solving this pro

blem the assumptions that are introduced are, in generał, very 

strong, e.g . the independence of comparisons, known distributions 

of comparison errors. In the paper an attempt is made at solving 

the problem considered urider weaker assumptions. A proposed method 

is based on analogy between decisions resulting from statistical 

tests and comparisons made by experts. It is an extension of the 

method, worked out by L. Klukowski, of clustering parameters of a 

piecewise linear trend. 

Keywords: pairwise comparison,alternatives ordering, comparison 

random errors. 

1 • INTRODUCTION 

The approach called analytic hierarchy process was proposed by 

Th. L. Saaty (1980) as a method of ranking alternatives. This 

method relies on pairwise comparisons and using it there is no need 
.. 
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· of applying the notion of utility function. The method consists 

in deterrnining the principal right eigenvector of the comparison 

matrix. Many papers have been published presenting modifications 

of the Saaty method,mostly concerned with different ways of dęa

ling with uncertainty in experts' opinions. Recently, Saaty and 

Vargas (1987) applied the concept of interval judgement to analy

tic hierarchy process. Krovak (1987) used varióus versions of the 

least squares method for ranking alternatives and compared results 

with those obtained when using Saaty's eigenvector method. some 

elements of statistical analysis were used in both papers. However, 

assumptions adopted for the purpose of this analysis as well as in 

other papers concerning_ the considered problem, seem to be to6 

strong, e.g. the independence of comparisons, known ·distributions 

of experts' errors. Moreover, there are some difficulties in deter

mining properties. of resu.l ts 'obtained by the se methods. 
' ' 

It should be mentioned that adetailed statisticalanalysis of 

pairwise comparison procedu'res is given in the book by .David (1963). 

This. paper presents an attempt at solving the problem of ranking 

alternatives in the case of uncertainty j,n experts' opinions, but 

under weaker assumptions. ;The' basis of a proposed method .can be 

stated as follows: .a family of random var-iables corresponding to 

the set of feasible orderings of alternatives is defined, i.e. every 

variable is a function of comparisons made and corresponds to an 

ordering considered. It ·is proved under weak assumptions related 

to the probabilities of comparison errors that the random variable 

defined, corresponding to the J?,roper ordering of alternatives, 

assumes the minimal expected value ·on this family and the probabi

lity of the event that the va1ue of this random variable is less 

than that of any other variable of this farnily is greater than some 

desired threshold. 
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The theorem proved makes it possible to suggest that the pro

blem under consideration can be reduced to the search for an order

ing . of _the set of alternatives corresponding to the random varia

ble assuming the minimal value for given comparisons. 

It should be mentioned that the presented method, • being an 

extention of one worked out by Klukowski •(1986) for, clustering 

parameters of a piecewise linear trend, is based on analógy.bebieen 

decisions resulting from statistical tests and comparisons · made. by 

experts. 

2. FORMULATION OF THE PROBLEM 

Given a finite set of elements 7= {x1 , ••• ,xm} ·. It is assumed · 

that there exists, but ·is not known apriori, the preference rela

tion defined on this set. This relation makes it possible to par

tition the set l: into ordered, non-overlapping, non-empty subsets 

* * l:1 , •• • , '.l:n, n~. To each of the subsets belong equivalent elements 

only (if they exist). 

The preference relation can be characterized by the function T 

defined as follows 

~x.)E-+-_ D, D = {0,±1, ••• ,±(n-:-1)} ( 1 ) 

(2) 

( 3) 

The preference re~ation we are looking for (or in other words 

a partition of the set JEJ, is to be determined on the basis of 

pairwise comparisons made by an expert (or experts). It is assumed 

that the following conditions hold: 

A1. Comparisons are to be made for ęvery pair of elements . x1 ,xjE:f. 
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A2. The results of comparison c a n be a s follows : ( i ) e l ements 

xi, xj E X are equivalent; in other words the expert's opinion 

is that T(xi,xj) =0; (ii) the element xi is .. preferred ·to xj; 

in other words t he expert's opinion is that T(x1 ,x . )<0; 
. J . 

(iii) the element x. is preferred to xi; in other words the J . 

expert's opinion is that . T(xi,xj)>0. 

·.A3 • . E·rrors, random in nature, can occur _in comparisons made by 

expert (sL For every pair of elements, the probability that · · 

the comparison made by each of the experts is correct is great-
1 

er than 2 . 

The result of comparison made by the k-~h expert . (k=1, ••• ,N) 

is described by the function g(k): XxX+ {-i ,0,1 }. If the ecpert's 

(k) 
opinion is such that xi is preferred to xj' than g (xi,xj)=-1. 

(k) In the opposi~e case , g (x1 ,xj)=1 . If these two elements are 

considered to be equivalent, then g(k) (xi,xj)=0. 

Hence it follows that comparison~ are to be made only for pairs 

x i ,xj E.X, j>i, i=1, .• • , m-1. The total number of nec.essary compari-

sons is equal to m 
2 (m-1). 

Under the above assumptions it can be said that a given compa
lJ 

rison is correct if one of the following conditions is satisfied: 

(k) 
g (Xi ,xj) -1 and T(xi,xj)<0 

(k) o and T(x1 ,xj) =0 ( 4) ..• - • g . (xi,xj) 

(k) 1 and T(x i ,xj)>0 g (xi ,x j ) · . 

For the sake o f notati on s iinp licit y 'the probabiliti es of compa

r i son errors are denote d as fel l ows :. 
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(kJ . 
P[g (x1 ,xj) = -1/T(xi'xj) = O] = ( 1) 

0 ijk 

(kl P[g · (x1 ,xj) 1/T(x1 ,xj) · = O] = (2) 
a~jk . 

P{g(k) (x: ,x.) O/T(x1,xj} :, -:-Tl 
, ( 1 ) 

i ( 5) · = 13 . 'k . l. ·) l. J. 

(k) P[g (x1 ,xj) = 1/T(x1 ,xj) :. -u (2) 
f3ijk 

O/ ( ) -" ·· 11· (1.) , T xi,xj . "" .. = _Yijk 

. (k) (2) 
P[g {xl.. ,xJ.) = -1/T(x.,x.).: 1] = y .. k 

l. J . , l./J 

It fellows from the assumption A3 that the foll~wing inequalities 

hold 

( 1 ) (2) 1 
0 ijk nijk + 0 ijk < 2 

13 ijk 
8 ( 1) f3 (2) 1 
. ijk + ijk < 2 ( 6) 

y<1l (2) < 1 
yijk = ijk + yijk 2 

To simplify the consideration it is assumed that N=1. The case 

when comparisons are made by a group of experts, i.e. N> 1, can 

be considered almost in the same way. 

3. DEFINITIONS AND NOTIONS 

For a given partition x;, ... , Xr of the set .X, being a fea- · 

sible ool.uUcn to the formulated problem, the following notation is 

introduced: 

L(X) - the set of all the pairs of indices <i,j> satisfying the 

• candi tions 

1 :. i,j :. m; j > i ( 7) . 

(m - the number of elements of the set~)~ · 
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I( '.l'1 , ••• , :rr) - the subset of L(312) such that 

I(~,,.••, '.xr) = {<i,j> : Xi,XjE: X,g! :,q:, r } (8) 

J ( X1 , • •• , :a.r) - the sub set of L ( X f · such that 

Jl~, ••. ,~ )={<i,j>:x.E:~ ,x.t~ ;1.::.k<Orl;·k:=1 f •• .- ,r} ( 9) 
-i r i 7c J 7. . 

K( '.11 , ••• , ~r) - the subset of L(X) such that 

K(l1 , ••• ~ )={<i,j>:x,<-~ ,x.e:l1 :t-k>O;l,k=1, ••• ,r} (10) r i-ie J . . 

It fol.lows from the definitions given above that 

( 11) 

It should be emphasized that the sets I,J,K result from a given 

partition; the set L depends upon the number of elements of the 

set 3E only. 

The following random variables (w1 , w2 , w3 ) are defined: 

where 

V ij <X1 , ••• ,)Zr) = Jo . l1 

where 

zij a,, ... ,'.{r) , {: 

if g(x1 ,xj) = -1 for <i,j>E: J(I1 , ••• ,Xr) 

ifg(x1 ,xj) .: O for<i,j>E:JCI,,···•~.) 

if, g(x1 ,xj) 1 for <1,j> E: K (~1 , • • • ,'.(r) 

if g(x1 ,xj) :i, O for <1,j> E: K (X1 , ••• ,xr ) 

( 12) 

( 1 3) 

( 14) 

( 1 5) 

(16) 

( 17) 
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3 
i: 

i=1 

-

( 18) 

Let us denote by .l:1 , ••. ,l:-r any feas,ible solution to the pro-

* * , 
blem, different frornl: 1 , ••• '~n· To simplify the notation , the 

* * * * * * fo ll )Wing syrnbols are used I = I c.:I1 , •.• ,l;n) , . • •, Uij=ui2 et1, • • • ;l'n), • • •, 

* * * ~ ~ ~ N 

W= 11 (.{1 , ••. ~) , I=I(l1 , •• • ,Xr), .•. ,Uij =_UijQ1, • •• ,~), •.• ,W=WCl1 , •• ~,Yr). 

* F'or the defined variables w and w the following theorern cah be 

stated: 

Theorem : If the rnaxirnal values of the probabil'ities (6); Le. 

* * * ' llijrnax' <i,j>e:I, Sijrnax' <i,j>e:J, yijrnax' <i,j>e:K, are such 

that the following inequalities hold, 

( 1 9) 

then 

* E(W - W) < O ( 2 O) 

and-

* P(W < W) > 1 - 2o • (21) 

Proof of inequality (20). 

It fellows from relations (12), (13), (14), (15), (17) and (18) 

* that W · can be written in the form: 

* * * * * * * * w = i: u .. + i: vij + i: zij = l: uij + i: uij + l: V .. + l: V .. + 
* l.J· 

* * * ~ * * ~ l.J * ~ l.J 
I J K I" I I - I JnJ J-J 

* * l: z . . + i: z .. (22) 
* ~ l.J * ~ l.J 

KI\ K K - K 
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It is evident that the variable W can be written in the same 

forn: . 

Hence 

* - * * * w - w=;_ u1j +; v1j +; _ zij -_r * uij - r * vij - r * zij (23) 
I -I J -J K -K I-I J -J K-K 

It can be :.,.shown that · 

* I - I 
* - * * - * · [I f\ (J-J ) ]u[I" (K-K ) ] 

* J - J 
* - * * - * [J I'\ (I-I ) ]u [J" (K-K ) ] 

* K - K * - * * - * [Kl\ (I-I )]u[K/\(J-J )]. 

(24a) 

(24b) 

(24c) 

Moreover, it can be easily proved that sets, which are the inter

section of subsets constituting the right-hand side of equalities 

(24) are empty, e.g. 

' * - * * - * [In (J-J ) ]/'\ [i A (K-K ) l=U'l} (25) 

* * * The subsets I-I , J-J and K-K can be written in the. same form. 

Fig.1 gives the evidence that all the relations mentioned hold. 

J K , . I .. 

Fig. 1. 

I 

* * * I J K 

J K --.--.----1 
* * * * * * I J K I J J< 

Using relations (24) and ·(25) it is possible to show that 

* -w-w=r 
* - * I" (J-J ) 

* + E (v. . - zi. J. l + r 
* - * J.J * - * 

J f\ (K-K ) Kf\ (I-I ) 

* · * (ui. J. - zi. J. > + r . (V . . - u . . > * - * l.J l.J . 
Jl\ (I-I ) . 

* * (Z1.J. - U1.J.) + E (Z •. - V .. ) 
* - * l.J l.J 

K f\ (J-J ) 

(26) 
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To simplify expression (26), the following notation is introduced 

and 
* * s1 = I /\ (J-J ) * . * I I\ (K-K ) 

* * * . * s5 = Kl\ (I-I) s6 = K /\ (J-J ) • 

Hence this expression. can be written as follows 

* w - w = 
6 
I: 

1=1 

,(27) 

(28) 

( 29) 

To determine the distributions of the random variables involved 
(ll . . one has to notice that Q .. (1=1, ••• ,6) can assume only the values 
1J 

{-1,0,+13. Moreover, it fol'lows from relations (13), (15), (17) and 

(29) that 

P(Qg! = -1) = P[(U~j 0)1\ (Vij = 1)] = P{[g(x1 ,xj)=O/ <i,j>E-'S1]1\ 

. 1 
/'\{g(x: ,x .J.:0/<i,j>E~,}} = P[g(xi,x.)=0/<i,j>E s1] = - a1J.> -2 l. J ,,., -J- .., 

Analogously, it is possible to show that 

P[Q!~l= O] 
l.J 

P[Q!~l= 1] 
l.J 

(2) 
aij 

(30) 

(31) 

( 32) 
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Taking into account relations (6) and (19), we have 

It can be proved in the same manner that each of the variables 

( l) Qij (1=1, ••• ,6) assumes the value - 1 with the probability greater-

1 _than 2 • Therefore we have 

E[og> J < o 1=1, ••• ,6; <i,j>e: s1 (34) 

- - * ..,Jr Partitions ~ 1 , ••• ,:Er are different from ,~ 1 , ••• ,~n, hence at 

least one of sets s1,( l= 1 , ••• , 6) is not empty. The expected value 

operator is additive, therefore 

* E(W - W) = 

Proof of inequality (21). 

6 
E 

1=1 
E[Q!~)] < O • 

J.J 
(35) 

Making use of the variabies (27), (28), inequality (21) can be 

written in the form 

6 
p [ i: 

1=1 

( 1) 
E Qij < O] > .1 - , 2o _- . 
Sł 

/; 
Introducing the new variables 

. Q ~ ! 1) 
J.J 

+ 1 

and taking into account that 

P[ 
6 
i: 

1=1 

6 
1 - P[ L 

1=1 

inequality (36) can be written as follows 

Qi~} ,: o] 
J.J 

(36) 

( 37} 

(38) 
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6 
card ( V s 1) 

1=1 

(39) 

'(40) 

Each of the variables o1Jl'l ( 1=1, ••• ·,6) assumes non-negative 

values only, i.e. 0,1,2; hence making use of the Tchebysheff 

inequality we have 

6 
P [ 1: 

1=1 

We have that 

(41) 

Making use of inequality (19) and applying the same reasoning 

as used to derive rela tions (31) and (32), one obtains 

P[Q'. !ll = 1] + P[Q~ !ll = 2 ] < ó,•1=1, ••• ,6 • 
l.J l.J 

The ref o re 

P(Q'.!ll= 1] + 2P(Ql.'.J!ll= 2] < 2ó;l=1, ••• ,6 
,l.J 

Substituting inequality (43) into relation (42) we have 

The aver<1;ge value 

6 
E( 1: 1: 

1=1 sł 

E [Q '. i IJ.) ] < 215 ; 1=1 , ••• ,6 
l.J 

operator is additive ; hence 

Q '. ! 1) 1 
6 

E(Q'. !Il l i: 1: < 2vó 
l.J 1=1 Sł 

l.J 

(43) 

(44) 

(45) 

(46) 
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Taking into account inequality (41) one can show that 

6 
P[ I: 

1=1 
E Q'. !l).: v] < 26 
S iJ • 

1 

It follows from definitions (37) and (40) that 

6 
P[ I: I: Q'.!l) ~ \l] 

1=1 S iJ 
1 

6 
P[ I: I: o!~) ~ O] 

. 1=1 S iJ 
1 

Combining relations (38) and (48) with inequality (47) one 

obtains 

6 
p [ I: 

1=1 

5. PROPOSED ALGORITHM 

* P(W < W) > 1 - 26 

(47) 

(48) 

(49) 

The theorem proved makes it possible to suggest that a solution 

to the stated problem, i.e. determining a reasonable estimate of 

the partition of the set 3( correspo~ding to the preference rela

tion, can be found by solving the following optimization problem 

min w( a: 1 , ••• , ~) 

// 

X1 I ••• I xr E G ( :E ) 
( 5 f)) 

where w (!t1 , ... :r.r) is the value of the random variable VC~, ... ,~) 

determined for given results of comparisons and G(X) is the set 

of all feasible partitions of the se~ X. 

It is evident that a solution to this problem may not be 

unique. 

Therefore the following algorithm for solving the problem under 

discussion can be proposed: 
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Step 1. ·one has to determine g(xi ,xj); xi ,xjE.'.{ , in such a way 

that the assumptions (6) are satisfied. 

Step 2. Given results of comparisons g(xi,x.); xi,x.E:l, one 
. J J 

Ą • A . 

has tq determiJ:!e a . partition X 1 , ••• , ::I n such_ tha t the l 

\'I·, t value ·of random variable W corresponding to this partition 

is minimal. 

Step 3. If the ·result of Step -2 is not unique, one '· has -to int:ro

.du:=e another objective function ·, e·.g. minimiz-ation ·of the 

number of subsets n. 

Using the Tchebysheff inequality one can construct ·a test to 

verify the correctness of an obtained solution. 

The problem o_f determining a partition -:i1 , ••• :,in can be formu

lated in the form of 0-1 mathematical programming _problem 

(51) 

where 

( 1 ) l: if g (x1 ,xj) =-1 
h (Xi ,xj) 

otherwise 
(52) 

h (2) . r if g(x1 ,xj)=1 

{xi,xj) 
otherwise 

If a solution to the problem (51) - (52) results in a pa..t'.±.:iJLion 

i 1 , •• • ,ift, which is the same as :r;, ... ,~ than 

n n . 
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However, it should be ernphasized that this equality .can also hold 

in the case when these partitions are not the same (due to random 

errors of comparisons). 

6. : CONCLUDING REMARKS 

It is_ possible to show that the theorem proved and algoritluri 

.proposed can also be applied in the case when · the definitions of 

the random variables v1.J. and .z . . are generalized, · e.g. 
l.J . ' 

t 
if g(x1 ,xj) =-1 fąr <i,j>e:1.J(X1 , ••• ,'.l'r) 

V ij (~ , • :~. ,:fr)= 1 if g(x1 ,xj) o for <i,j>e: •J~1 •··· ,Xr> 

. . 2 if ~(xi'xj) = for.· <i' j >e:•/~1 '• • • '~r) 

(53) 

•1j r.r, •.... ~,,t if g(xi,xj) for <i;j>e: K(X1 , ••• ,':! ) . r 

if g(x1 ,xj) o for <i, j>e:K('.{1 , ••• ,~) 

if g(xi,xj) =-1 for <i, j>e: K(:l1,. •. ,'l:r) 

(54) 

. However, in t:.hi,s case the corresponding rnathematical program

.ming problem cannot be written in the form given above .• 
! ) . . 

It should be emphasized that the same reasoning· can be used in 

the case of N experts. If this is the case one has to define the 

variable W in the form 

N 3 (k) 
E E W i a 1 , ••• ,'.Ir) 

k=1 . i=1 
(55) 

It seems possible to obtain analogous results for the case when 

cornparisons g_(xi,xj); . Xi'. xje:Xassume the same values as the 

function T. 
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