

















i

function wusually requires a large amount of data and
nificant computational ef fort. Therefore, keeping
linearity of U in mind, we shall restrict ourselwves to

et of linear approximations of U only.

Suppose that k pairs of alternatives were compared by
DM:

bi is preferred to a, f ai.bieQ , =L, ..,k
s set of data may be considered as a set w of k
tors in the criteria space F , pointing from a less

ferred alternative to a more preferred bi
W= w. : w=la ,b.] , ab.eQ , i=t,...,k >
2 U 171 [ A
us also consider the set V of normalized vectors weW :

V = ¢ v, : v.=w,Mw. ll , w.eW >
L [ i i

Each of the vectors v, represents a direction of the
iit,y function UCf> improvement in the space of criteria.
ce, the cone C spanned by vectors veV is the cone of WX f>

rovement

=« Za.u. : a.eR, , v.eVeQ , i=1,...,k >
M Tt 1 + T

cone C* is the corresponding polar cone
C’=(yo_=.}': YU, vieV. i=f,...,kR >

h C an.d C* cones can be expressed by their génerators.
. set of cone generators is the mini-mal‘ subset of vectors
onging to that cone that, st:ill span the cone. The cone C
c® generators will be denoted by cec® ana.co*eCo’,

pectively.

€ =< Za.tcc: . aeR, , c,®
c*= ¢ Zﬁicf'. peR, . T
Let us return to the pairwise cc sons. Since we
11 consider the lineér approxi i >f the utility
ctior the sake of present: >n simplicity ‘let us
ume J is linear. 1If e DM has decided that

ernat =Q is. preferred to alternative aeQ , then
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convex hull spanned by the set V of vectors v as

2 = MNECHCV>

4. SOME DETAILS.

In this chapter we shall discuss the basic cases that
can occur for different séts of pairwise comparisons oi .

alternatives supplied by the DM. Let ¥ be a halfspace of F.

Case A. C = H , izl = 0 - full information case.

As it has already been mentioned, in this case the linear
approximation of the DM's utility funct,i.on is defined by the
vector u normal to the‘halfspace spanned by C. The DM’s
most preferred solution may be found by the optimization of

the linear func_tion b..sed on u.

Case B. C > H , lzl=0 - inconsistent information case.

Since the DM's utility function is assumed to be
quasiconvex, the set V of pairwise comparisons supplied by
the DM is inconsistent. Conflicting elements should be
selected from the set V and presented to the DM. They are
those elements which span a convex hull containing zero and
hence cause lzli=0. Their ‘'selection is automatic during
calculation of 2z . This case may ‘also appear when in the
process of alternatives evaluation the DM actually uses at

least one more criterion besides the specified m .

Case C. AcCcH, izI>0 , - usual case - discriminative

type of information supplied.

This is the  basic case. After the sequence of
optimizations of linear functions based on vectors co*. a
subset of nondominated elements of set Q will be obtained.
This subset, spanned by the set of the utility function -

linear approximations optimizers, contains the DM’s most

preferred alternative . A candidate for the DM’s most
pref ution will also be found by the linear function
base .or 2z optimization over the set Q. Notice that

if t * of supplied pairwise comparisons is to small






Several aspects of. the presented approach are still not
quite clear at the moment. In general, most of them concerns
the selection of some additional techniques that should be
combined together with the presented one to form an
operational decision support system._ An interesting question
is, for example, how to ‘select a small sample of those
alternatives whose evaluation. byb the DM may result in
significant improvement of the DM’s preferences

appr oximation.
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