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b
fer)dng) denotes the Lebesgue-Stilt jes integral on Ca,bl

a

P{-> denctes the probability of an event {(->

For the random variable X, ECXD denotes its expected value

and VarcXD its variance

We will say that the sequence of random variables X“
converges in probability to X [Loeve (1877)]1 Cwe will write

x“L. X) if for every &0

1imPCIX. - X 2 &> =0
n=XD0 n

For two sequences of random variables Xh.Y“ we write

[ X »
X ~Y if —_ st
n La] Y

2. RELAXATIONS AND ESTIMATIONS

lLlet us consider the following relaxation of (1.1)

(O34 xisl. i=1,...sn

Introducing
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n
function of it is equal to z’ = Zpi'x;
’ iz

¢ < .
Obviously z = zon(nJ. Let:

1 if s > dC
y = * v i=t,...,n
v [¢] otherwise .
and
n
S =_z LAAR A
1=
Because s;, < sj . J=1,...,n , for arbitrary A 2 O and
X=CX, ..,x“lxi=0 or 1, i=1,...,n> we have from (2.1
z ~r =z' <z Cnd £z CA) + A'Cd (2 -5 CADD - ca.an
n » n orr n n 2] .

3. THRESHOLD ALGORITHM

¥hen practically large NP-hard problems are considered
they are usually solved using approximate algorithms.

Let us consider arbitrary approximate algorithm A
solving instance p of the given problem P where:
n -~ size of the instance p ., zACn) - value of the
approximate solution produced by A , ZO”Cn) value of the
optimal solution of p, .Pn set of all instances of the
problem P of the size n.

From the point of view of asymptotical acéuracy,
approxXimate algorithms could be classified as follows :
15 Algoerithm A is asymptotically optimal for problem # if

for every € > O there exist n, 2 1 such that

z nd
QPT

- < >
'—z_:rn's 1 € ¢ for every nzn, and pePﬁ

a> A has ¢ ( ¢ 2 0 > asymptotical relative error if for
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called average chse (i.e. with probability approaching 1 as
n tends to infinity), the threshold algorithm is
asymptotically optimal for a rather wide class of random SID
prob.lems.

To perform probabilistic analysis of the problem and of .
the Algérit.hm. one needs a probabilistic model of the .
problem. To define the class of prob;bilistic SJD problenms
we will assume that P, Ct.,‘) » i=1,...,n , are
realizations of identically distributed random variables
¢i.d.r.v.> P (TDO. This leads to the fact at all
previcusly introduced quantities (but n, A, d(nd,...,d (mD
su as p.‘CD.LiCD.yicu. i=1,...,n, zonc‘_n), sicx). zhcu.
r“CD. z n,,are also realizations of corresponding

THR
random variables PC(X, TAO, YO, i=t1,...,n, Z (O,
i + i ort

s.‘cu. ZhCD, Rn(k). Zm(n.D.

Let H(x (G(x)) be the cumulative stribution function
Cc.d.T.) of i.d.r.v. P,‘ CTt). i=1,...,n.

Moreover it is assumed that P,‘. 'l.‘i , i=1,...,n, are
mutually independent and i.d.r.wv. concentrated on the

interval <C0,11 C C0,1]1 m.i.i.d.r.v. ).

Theorem [Szkatuia C1G88)1

If for every n 2 1 and .d‘Cn).....d“(n). Pi. T.‘. i=t,...,n,
are €0,1] m.i.1.d.r.v. and there exist 3, A, v, 0 < < &
Ah>0.05vn$n.suchthat: :

Cid ’ i
n

Ciid lim T
' n=i0 n n
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Asumption (i) holds if

dcm < :-:‘;S "r.] + acnd ¢8.1>
n & A
where E E'r_t] = L. aCnd = oCnd.
M=t .

Let d;(‘n)' =dCnd - KX vhere b(n) = o(d Cndd.
Ir dh(n) is such that there exdst d"‘CnD < zk-n for
every n 21 then (5.1) hold.

kn is oosen as follows :

A = arg( E(ﬂnk)) = d;Cn) b cs. 2>

n

Such a choice of 7\" fulfils Cid

1> Ir o < d"_‘(r‘ < then

'°|_"
J

n

r = /JET0

n n

EZCcAd = YEndcnd = Yindcon
n n a8 n  J n
But the case:

2
dCm = o[ln (n)]
n n

assumptions (iid and <Ciid' hold.

o) Ir fon < demd < Lin then
S n 2
. 3-d°Cr
A = 2 - b
n 2 n
. . drcn
ECZCAD = Zon + -—‘d'cm-[i .. ] e~
n n [} 2 n .
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