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Jan W. Owsiński and Rainer Bruggemann, Editors 

Discriminating Fuzzy Preference Relations 
Based on Heuristic Possibilistic Clustering 

Dmitri A. Viattchenin 
United Institute oflnformatics Problems of the NAS of Belarus 
6 Surganov St. , 220012 Minsk, Belarus (viattchenin@mail.ru) 

The paper deals in a preliminary way with the problem of the selection of 
a unique fuzzy preference relation from the set of fuzzy preference relations. 
A direct algorithm of possibilistic clustering is the basis of the method of 
fuzzy preference relation discriminating. A method of decision-making based 
on a fuzzy preference relation is described and basie concepts of the heuristic 
method of possibilistic clustering are considered. An illustrative example is 
given and some preliminary conclusions are made, 

Keywords: fuzzy preference relation, altemative, fuzzy tolerance, clustering, 
allotment 

1. Introduction 

The first subsection of this introduction provides some preliminary remarks. 
A method of decision-making with a fuzzy preference relation is presented in the 
second subsection. 

1.1. Fuzzy orderings and group decision theory 

Fuzzy orderings were introduced by Zadeh ( 1971 ). Fuzzy orderings have been 
applied effectively in information processing, decision-making and control. 
In generał, a fuzzy ordering is a transitive or negatively transitive fuzzy binary 
relation. Fuzzy preference relations can be considered as a case of fuzzy orderings. 
The fact was demonstrated by Ovchinnikov ( 1991 ). 

A fuzzy subset of most appropriate alternatives corresponds to a fuzzy 
preference relation and a problem of choosing of a unique altemative is investigated 
by different researchers. However, a set of fuzzy preference relations can be 
obtained from severa! decision makers. A fuzzy subset of most appropriate 
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altematives corresponds to each fuzzy preference relation in this case and a unique 
altemative must be selected from the set of fuzzy subsets. So, a unique fuzzy 
preference relation must be obtained and the construction of appropriate decision 
is a fundamental problem in group decision theory. 

A few approaches can be used for the purpose. In the first place, the construction 
of an appropriate consensus measure is very useful approach, as considered by 
Fedrizzi et al. (1999). A similar approach was developed by Kuzmin (1982). On the 
other hand, a unique fuzzy preference relation can be selected from a set of fuzzy 
preference relations which were proposed by members of a team. The problem was 
outlined by Nojiri (1979). 

The main goal of the present paper is to consider the method of choosing 
a subset of most appropriate weak fuzzy preference relations from the set of all 
weak fuzzy preference relations. A direct algorithm of possibilistic clustering 
constitutes the basis of the method. For this purpose, a short consideration of 
a method of the construction of a set of non-dominated altematives based on a 
fuzzy preference relation is presented and basie concepts of a heuristic method of 
possibilistic clustering are considered. A method of data preprocessing is described 
and a generał plan of the procedure of determining a unique weak fuzzy preference 
relation is proposed. An illustrative example is presented and results obtained from 
the proposed method are compared with the results obtained from the Orlovsky's 
method of decision-making. Some conclusions are formulated. 

1.2. Fuzzy preference relations and non-dominated altematives 

An effective method of decision-making based on a fuzzy preference relation 
was proposed by Orlovsky (1978). A unique altemative can be selected from the set 
of altematives using this method. Moreover, the method is used in the proposed 
approach. That is why the method must be outlined in the first place. 

Let X= {xi, .. . ,xn} be a finite set of altematives and R: X x X • [0,1] some 

binary fuzzy relation on X with µR(x;,x1), Vx;,x1 EX being its membership 

function. The weak fuzzy preference relation is the fuzzy binary relation which 
possesses the reflexivity property 

(1) 

Let us consider the strong fuzzy preference relation concept. The strong fuzzy 
preference relation is used for the construction of a fuzzy set of non-dominated 
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altematives. The strong fuzzy preference relation P, which corresponds to the 
weak fuzzy preference relation R , is the binary fuzzy relation on X with the 
membership function µp(X;,x1), Vx;,x1 EX defined as 

The fuzzy set R of non-dominated altematives is defined as follows: 

µ -i/x;) = 1- sup µp(x1,x;), Vx; EX. 
x_;eX 

(2) 

(3) 

So, altematives X ; E X with maxima! values of the membership function 

ma~ µ R (x;) are most appropriate alternatives. 
X;Es\ 

2. Outline of the approach 

The basie concepts of the heuristic method of possibilistic clustering, based on 
the allotment concept are considered first. The problem of data preprocessing is 
then considered in the second subsection. The problem of selection of the unique 
fuzzy preference relation is discussed in the third subsection. 

2.1. Basic ideas of the clustering method 

An outline for a new heuristic method of fuzzy clustering was presented by 
Viattchenin (2004), where concepts of fuzzy a-cluster and allotment among fuzzy 
a -clusters were introduced and a basie version of direct fuzzy clustering algorithm 
was described. The basie version of the algorithm is called D-AFC(c)-algorithm and 
this algorithm requires that the number c of fuzzy a -clusters be fixed. The 
allotment of elements of the set of classified objects among fuzzy clusters can be 
considered as a special case of possibilistic partition. That is why the D-AFC(c)
algorithm can be considered as a direct algorithm of possibilistic clustering. The 
fact was demonstrated by Viattchenin (2007). 

Let us remind the basie concepts of the fuzzy clustering method based on the 
concept of allotment among fuzzy clusters, which was proposed by Viattchenin 
(2004 ). The notion of fuzzy tolerance constituted the basis for the concept of fuzzy 
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a -cluster. That is why definition of fuzzy tolerance must be considered in the first 
place. 

Let X= {xp···,xn} be the initial set of elements and T: X x X • [0,1] same 

binary fuzzy relation on X= {x1 , .•• , xn} with µr (x; ,x J) E [0,1], 'v'x; ,x i EX being 

its membership function. 

Definition 2.1. Fuzzy tolerance is the fuzzy binary intransitive relation which 
possesses the symmetricity property 

(4) 

and the rejlexivity property (]). 

The notions of powerful fuzzy tolerance, feeble fuzzy tolerance and strict feeble 
fuzzy tolerance were considered by Viattchenin (2004 ), as well. In this context the 
classical fuzzy tolerance in the sense of Definition 2.1 was called usual fuzzy 
tolerance and this kind of fuzzy tolerance was denoted by T2 • 

The kind of the fuzzy tolerance imposed determines the nature of the revealed 
structure of data. So, the notions of powerful fuzzy tolerance, feeble fuzzy tolerance 
and strict feeble fuzzy tolerance must be considered, as well. 

Definition 2.2. The feeble fuzzy tolerance is the fuzzy binary intransitive relation 
which possesses the symmetricity property (4) and the fee ble rejlexivity property 

(5) 

This kind of fuzzy tolerance is denoted by I; . 

Definition 2.3. The strict feeble fuzzy tolerance is the feeble fuzzy tolerance with 
strict inequality in (5): 

(6) 

This kind of fuzzy tolerance is denoted by T0 • 

Definition 2.4. The powerful fuzzy tolerance is the fuzzy binary intransitive 
relation which possesses the symmetricity property (4) and the powe,ful rejlexivity 
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pro perty. The powerful rejlexivity property is defined as the condition of reflexivity 
(}) together with the condition 

(7) 

This kind of fuzzy tolerance is denoted by T3 • 

Notable that fuzzy tolerances I; and T0 are subnormal binary fuzzy relations if 

the condition 

(8) 

is met. However, the essence of the method here considered does not depend on the 
kind of fuzzy tolerance. That is why the method herein is described for any fuzzy 
tolerance T . 

Let us consider the generał definition of fuzzy cluster, the concept of the fuzzy 
cluster's typical point and the concept of the fuzzy allotment of objects. The number 
c of fuzzy clusters can be equal to the number of objects, n. This is taken into 
account in further considerations. 

Let X= {x1 , ••• , x,,} be the initial set of objects. Let T be a fuzzy tolerance on 

X and a be a -level value of T, a E (0,1]. Colurnns or lines of the fuzzy 

tolerance matrix are fuzzy sets {A 1
, ••• ,A"}. Let {A 1

, ••. ,A"} be fuzzy sets on X, 

which are generated by some fuzzy tolerance T. 

Definition 2.5. The a-leve/fuzzyset A{al ={(x;,µA'(x;))lµA'(x;)~a} isfuzzy 

a-cluster. So, A{a) ~ A1 ,a E (0,1],A' E {A 1 
, ... ,A"} and h; is the membership 

degree of the element X; EX for same fuzzy cluster A{a) ,a E (0,1],/ E {l, ... ,n}. 

Value of a is the tolerance threshold of fuzzy clusters elements. 

The membership degree of the element X; EX for some fuzzy cluster 

A{aP a E (0,1], IE {l, ... ,n} can be defined as a 
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X; EA~ 

otherwise 
(9) 

where an a-level A~ ={x; EXlµA 1(x;)~a} ofa fuzzy set A 1 is the support of 

the fuzzy cluster A{al. So, the a -level A~ of a fuzzy set A1 is a crisp set and 

condition A~ = Supp(A(al) is met for each fuzzy cluster A{al. 

Membership degree can be interpreted as a degree of typicality of an element 
with respect to a fuzzy cluster. The value of a membership function of each element 
of the fuzzy cluster in the sense of Definition 2.5 is the degree of similarity of the 
object to some typical object of fuzzy cluster. 

In other words, if columns or lines of a fuzzy tolerance T matrix are fuzzy sets 

{A1 
, ... ,An} on X then fuzzy clusters {Aia1, ... ,A/~1} are fuzzy subsets offuzzy sets 

{A 1 
, ... ,A"} for some value a, a E (0,1]. The value zero for a fuzzy set membership 

function means that an element does not belong to a fuzzy set. That is why values of 
tolerance threshold a are considered in the interval (0,1]. 

Definition 2.6. If T is a fuzzy tolerance on X, where X is the set of elements, 

and { Aiai , ... , A(al} is the family of fuzzy clusters for same a E (0,1], then the point 

,; EA~ ,for which 

,; = argmaxµ/i, Vx; EA~ (1 O) 
X; 

is called typical point of the fuzzy cluster A{a\' a E (0,1], l E {1, ... , n}. 

Obviously, a typical point of a fuzzy cluster does not depend on the value of 
tolerance threshold. Moreover, a fuzzy cluster can have several typical points. That 
is why symbol e is the index of the typical point. 

Definition 2.7. Let R; (X)= {Afa) I I= 1,c, 2 :-:::: c :-S: n, a E (0,1]} be a family of 

fuzzy clusters for same value of tolerance threshold a, a E (0,1], which are 
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generated by same fuzzy tolerance T on the initial set of elements X= {x1 , ... ,xn}. 

1f condition 

C 

'f.,µ 1i > O, Vxi EX 
l=I 

(11) 

is met for all fuzzy clusters A{ai, l = I, c, c ś n, then the family is the allotment of 

elements of the set X= {xi,···,xn} among fuzzy clusters {A{a) 11 = 1,c, 2 ś c ś n} 

jor same value of the tolerance threshold a, a E (0,1]. 

It should be noted that several allotments R; (X) can exist for same tolerance 

threshold a, a E (0,1]. That is why symbol z is the index of an allotment. 

The condition (11) requires that every object X;, i= I, ... ,n, be assigned to at 

least one fuzzy cluster A{a>, l = 1, ... , c, c ś n with the membership degree higher 

than zero. The condition 2 ś c ś n requires that the number of fuzzy clusters 

in R; ( X) be at least two. Otherwise, the unique fuzzy cluster will contain all 

objects, possibly with different positive membership degrees. 

The concept of allotment is the central point of the method. But the next concept 
introduced should be paid attention to, as well. 

Definition 2.8. Allotment R; (X)= {Aial Il= 1,n, a E (0,1]} of the set of objects 

among n fuzzy clusters for same tolerance threshold a, a E (0,1] is the initial 

allotment of the set X= {xi,···,xn}. 

In other words, if initial data are represented by a matrix of same fuzzy T , then 

lines or colurnns of the matrix are fuzzy sets A1 ~X, I= I, n and level fuzzy sets 

A{a)• l = 1,n, a E (0,1] are fuzzy clusters. These fuzzy clusters constitute an initial 

allotment for same tolerance threshold and they can be considered as clustering 
components. 

Thus, the problem of fuzzy cluster analysis can be defined in generał as the 

problem of discovering the unique allotment R* (X), resulting from the 

classification process, which corresponds to either most natura! allocation of objects 
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among fuzzy clusters or to the researcher's opinion about classification. In the first 
case, the number of fuzzy clusters c is not fixed. In the second case, the 
researcher's opinion determines the kind of the allotment sought and the number of 
fuzzy clusters c can be fixed. 

If some allotment R;(X)={A{al 11=1,c,c:s;n,aE(0,1]} corresponds to the 

formulation of a concrete problem, then this allotment is an adequate allotment. In 
particular, if conditions 

C 

LJA~ =X, (12) 
!=I 

and 

card(A~ n A;')= O, VA(al, At'~), I* m, a E (0,1] (13) 

fi 11 h fu l ' - f 11 are met or a t e zzy c usters A(a)' I= l,c o some a otment 

R; (X)= {A{al Il= l,c, c :s; n, a E (0,1]}, then the allotrnent is the allotment among 

fully separate fuzzy clusters. 

Fuzzy clusters in the sense of Definition 2.5 can have a non-empty intersection, 
as shown in Viattchenin (2007). If the intersection area of any pair of different 
fuzzy cluster is an empty set, then the condition ( 13) is met and fuzzy clusters are 
called fully separate fuzzy clusters. Otherwise, fuzzy clusters are called particularly 
separate fuzzy clusters and w= {O, ... ,n} is the maximum number of elements in 

the intersection area of different fuzzy clusters. Obviously, for w= O fuzzy clusters 
are fully separate fuzzy clusters. The conditions (12) and (13) can be generalized 
for a case of particularly separate fuzzy clusters. Conditions 

C 

"f,card(A~) <'.' card(X), V A(al ER; (X), a E (0,1], card(R; (X))= c, (14) 
l=I 

and 

card(A~ n A;') :s; w, V A(a), At'~l, l * m, a E (0,1], (15) 
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are generalizations of conditions (12) and (13). Obviously, if w=0 in conditions 
(14) and (15), then conditions (12) and (13) are met. 

The adequate allotment R; (X) for same value of tolerance threshold 

a, a E (0,1] is a family of fuzzy clusters which are elements of the initial allotment 

Rf (X) for the value of a, and the family of fuzzy clusters should satisfy the 

conditions (14) and (15). Hence, construction of adequate allotments 

R; (X)= {A{a) 11 = l,c, c :S: n} for every a constitutes a trivial problem of 

combinatorics. 

Several adequate allotments can exist. Thus, the problem consists m the 

selection of the unique adequate allotment R* (X) from the set B of adequate 

allotments, B = {R.'.' (X)}, which is the class of possible solutions of the concrete 

classification problem and B = {R; (X)} depends on the parameters of the 

classification problem. The selection of the unique adequate allotment R* ( X) from 

the set B = {R.'.'(X)} of adequate allotments must be made on the basis of 

evaluation of allotments. The criterion 

C 1 n/ 

F;(R;(X),a) = L-Lµ1; -a•c, (16) 
l=l n, i=l 

where c 1s the number of fuzzy clusters in the allotment R; (X) and 

n1 = card(A~ ), A{a) ER; (X) is the number of elements in the support of the fuzzy 

cluster A{al, can be used for evaluation of allotments. The criterion 

C 11/ 

F2 (R; (X),a) = LL(µ1; -a), (17) 
l=l i=l 

can also be used for evaluation of allotments. Bath criteria were considered by 
Viattchenin (2007). 
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The maxima of criteria (10) or (11) correspond to the best allotments of objects 
among c fuzzy clusters. So, the classification problem can be characterized 

formally as deterrnination of a solution R* (X) satisfying 

R*(X)=arg max F(R~(X),a), 
R';(X)EB -

( 18) 

where B = {R~ (X)} 1s the set of adequate allotments corresponding to the 

formulation of a concrete classification problem and criteria (16) and (17) are 

denoted by F(R~ (X),a). 

The condition (18) must be met for the some unique allotment R; (X) E B(c). 

Otherwise, the number c of fuzzy clusters in the allotment sought R* (X) 

is suboptimal. Identification of c , the number of fuzzy clusters, can be considered 
as the aim of classification. The clustering procedure is considered, for instance, by 
Viattchenin (2007). 

2.2. A technique of data preprocessing 

Let X={x1, ••• ,xn} beafinitesetofaltemativesand {R1
, ••• ,Rg} afinitesetof 

weak fuzzy preference relations on X . After application of distance 

(19) 

to the set {R 1 
, ••• ,Rg} of weak fuzzy preference relations a matrix of pair-wise 

dissimilarity coefficients Dgxg =[d(R\Rf)], k,f=l, ... ,g is obtained. The 

distance (19) was proposed by Kuzmin (1982). The matrix Dgxg = [d(Rk ,R1 )] can 

be normalized as follows: 

d k f 

(Rk ,Rf)= (R ,R ) . ' 
µ 1 

· maxd(Rk ,R1 ) 
k.f 

(20) 
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for all k,f = 1, . . . ,g. Actually, the matrix of normalized pair-wise dissimilarity 

coefficients 1=[µ1 (R \ Rf)], k,f=l, ... ,g is the matrix offuzzy intolerance 

relation on the set of weak fuzzy preference relations {R 1 
, •• • ,Rg}. A matrix of 

fuzzy tolerance T = [µr(Rk ,Rf)], k,f = l, .. . , g is obtained after application of the 

complement operation 

( k f ) k f µr R ,R =l-µ1 (R ,R ),Vk,f=l, ... ,g, (21) 

to the matrix of fuzzy intolerance I= [µ 1 (R \ Rf )]. The D-AFC(c)-algorithm can 

be applied directly to the matrix of fuzzy tolerance T = [µr(Rk ,Rf )] . 

2.3. A methodology of choosing a unique fuzzy preference relation 

The D-AFC(c)-algorithm can be applied to salve the problem of selection of 
appropriate weak fuzzy preference relation. The basie idea of the approach is that 
weak fuzzy preference relations can be classified and a typical point of each fuzzy 
cluster can be considered as an element of a subset of appropriate weak fuzzy 
preference relations. So, a methodology of solving the problem of selection of most 
appropriate alternative can be described as follows: 

1. The matrix of fuzzy tolerance correlation must be constructed for weak 
fuzzy preference relations; 

2. The D-AFC(c)-algorithm can be applied directly to the matrix of the fuzzy 
tolerance relation for a given number c of classes; 

3. Typical points of fuzzy clusters of the received allotment R• ( X) can be 

selected as elements of a subset of appropriate weak fuzzy preference 
relations; 

4. Elements of the subset of appropriate weak fuzzy preference relations must 
be ordered on the basis of the evaluation and appropriate weak fuzzy 
preference relation must be selected. 

3. An illustrative example 

We provide, first, the description of the data set. The results of processing of 
these data by the D-AFC(c)-algorithm are presented in the second subsection and 
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the results are compared with the results obtained from application of the 
Orlovsky's method to weak fuzzy preference relations. 

3.1. The data 

Let X = {x1, x2 , x 3 , x4 } be the finite set of alternatives under consideration. Let 

{R
1 
,R

2 
,R

3 ,R 4 
,R

5 ,R 6
} be a set of weak fuzzy preference relations on X. The set 

of relations is presented below. 

Rl X1 X2 X3 X4 R2 X1 X2 X3 X4 

X1 1.0 0.2 0.3 0.1 X1 1.0 0.3 0.4 0.2 

X2 0.5 1.0 0.2 0.6 X2 0.6 1.0 0.3 0.7 

X3 0.1 0.6 1.0 0.3 X3 0.2 0.7 1.0 0.4 

X4 0.6 0.1 0.5 1.0 X4 0.7 0.2 0.6 1.0 

R3 X1 X2 X3 X4 R4 X1 X2 X3 X4 

X1 1.0 0.3 0.4 0.2 X1 1.0 0.4 0.1 0.3 

X2 0.5 1.0 0.3 0.7 X2 0.2 1.0 0.4 0.4 

X3 0.1 0.6 1.0 0.4 X3 0.3 0.4 1.0 0.5 

X4 0.6 0.1 0.5 1.0 X4 0.4 0.3 0.3 1.0 

Rs X1 X2 X3 X4 R6 X1 X2 X3 X4 

X1 1.0 0.5 0.2 0.4 X1 1.0 0.4 0.1 0.3 

x, 0.1 1.0 0.5 0.5 X2 0.3 1.0 0.4 0.4 

X3 0.2 0.3 1.0 0.6 X3 0.4 0.5 1.0 0.5 

X4 0.3 0.2 0.2 1.0 X4 0.5 0.4 0.4 1.0 

So, six weak fuzzy preference relations form the set of objects for classification. 
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3.2. The results of classification 

The matrix of the fuzzy tolerance relation was constructed for six weak fuzzy 
preference relations. By executing the D-AFC( c )-algorithm for two classes, we 
obtain the following: the first class is formed by 3 elements, and the second class 
is composed of 3 elements too. Membership functions of two classes are presented 
in Fig. 1. 

µlf 
---~--~--~--~----------, 

I I I I , I 

I I I I I I 

1.0 - -- ----- -6- --- . ·--- -;--------· -[- ... ----·• ·--------:· ·-·. -----[----· --· -
ł I I I I I 
I l I I I 

I I I I ' 
I I I I ' 
I I I I I 

' ' ' ' ' ' ' ' ' ' 0.9 - - - - - -- - - ~ - - -- - - - - - -:- - -- - - - - - -~ - - - - - - - - - ~ - - - - - - - - - -:- - - - - - -- - -~ - - - - - - - - -
I I t I I I 
I I I I I I 

I I I I I 

I I I I I 
I I I I I 

I I I I 
I I 1 l 

0.8 --- ----- -~- ---- -- --t- -- --- --~--- ---- --~- --- ---- -t---------------- --
' I I I I I 
I I I I I I 
I I I I I I 
I I I I I I 
I t I I I I 

I I I I I I 
t I I I I I 

0.7 - - - - - - - - - ~ - -- - - - - - --:- - - - - - - - - - ~- - - - - -- - - ~ - - -- - -- - - -:- - - - - -- - - - ~ - -- - - - - - -
1 I I I I I 

I ł I I I t 
I I I I I I 
I I t I t I 
I I I I I I 
I I I I I I 

' . ' ' ' ' I I I I I I 

• .6 --- - --- --~---- ---- -~--- --- ---~ - --- -----~- ---- -- --iii•--------r- ------ --
. ' ' 
' ' ' ' ' ' ' ' ' . ' ' ; ; ; ; ; ; o. 5 .._ __ ......_ __ ... 2 __ __._3 __ __,_4 __ __,_5 __ __,_6 __ __.1 

Figure 1. Membership functions of two classes of the allotment 

Membership values of the first class are represented in Fig. 1 by o, membership 
values of the second class are represented in Fig. 1 by •. 

The value of the membership function of the fuzzy cluster which corresponds to 
the first class is maximal for the first object and is equal one. So, the first object 
is the typical point of the fuzzy cluster which corresponds to the first class. The 
membership value of the fourth object is equal one for the fuzzy cluster which 
corresponds to the second class. Thus, the fourth object is the typical point of the 

fuzzy cluster which corresponds to the second class. That is why the set {R1 ,R4
} 

is the subset of most appropriate weak fuzzy preference relations. Obviously, the 
analysis of the set of weak fuzzy preference relations is a simple problem. 
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A modified linear index of fuzziness can be used for the evaluation of the results 
of classification. A linear index of fuzziness was defined by Kaufmann (1975) and 
the index can be modified for binary fuzzy relations as follows 

(22) 

where n= card(X) is the number of alternatives and the crisp binary relation B. 
nearest to the fuzzy preference relation R The membership function µ!i (x;,x1) of 

the crisp relation B. can be defined as 

(28) 

A unique fuzzy preference relation R can be selected if the condition 

min [(R 1 ), f = 1,2, ... , is met, where fuzzy preference relations Rf are typical 
f . 

points of fuzzy clusters obtained from the D-AFC(c)-algorithm. For example, 

[(R 1
) = 0.425 and [(R 4

) = 0.500. So, the fuzzy preference relation R1 can be 

selected as a most appropriate weak fuzzy preference relation from the set 

{R 1 ,R 2 ,R 3 ,R4, R 5 ,R 6
} of weak fuzzy preference relations on X. A fuzzy set R. 1 

of non-dominated alternatives can be constructed as follows: 

(29) 

So, the altemative x 3 can be selected as a most appropriate altemative from the 

set X={x1,x2 ,x3 ,x4 } and the membership degree µii1(x3 )=0.8 is a grade of the 

acceptance of the altemative x 3 . 

However, the method must be compared with another effective method. Let us 
consider the results obtained from the Orlovsky's method. The method was applied 

for each weak fuzzy preference relation from the set { R 1, R 2 , R 3 , R 4 , R5
, R 6 } . 

So, six strong fuzzy preference relations p f, f = 1, ... ,6, and six fuzzy sets of 
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non-dominated altematives Rf, f = I, ... ,6, were constructed. Fuzzy sets of 

on-dominated altematives Rf, f = I, ... ,6 are presented in Table 1. 

The result shows that the fuzzy set of non-dominated altematives R 6 is the most 
appropriate fuzzy set in terms of essential positions. Then, obviously, altemative x3 

can be selected as the most appropriate altemative for fuzzy sets of non-dominated 

altematives R 1 
, R 2 

, R 4 
, and R 6 

• The altemative x1 can be selected as the most 

appropriate altemative for the fuzzy set of non-dominated altematives R. 5
• 

Altematives x 2 and x3 can be selected as two most appropriate altematives for the 

fuzzy set of non-dominated altematives R 3 
• 

Table 1. Fuzzy sets of non-dominated altematives 

Altematives Fuzzv sets of non-dominated altematives 

R.1 
~1 
R- R3 R4 Rs R6 

X1 0.5 0.5 0.6 0.8 1.0 0.7 

X2 0.6 0.6 0.7 0.8 0.6 0.9 

X3 0.8 0.8 0.7 1.0 0.8 1.0 

X4 0.5 0.5 0.4 0.8 0.6 0.9 

Let us consider values of the modified linear index of fuzziness (22) for all weak 
fuzzy preference relations. These values are presented in Table 2. 

Table 2. Values of the [(Rf) for weak fuzzy preference relations 

Fuzzy relations R1 R2 R3 R4 Rs R6 

Values of the [(Rf) 0.4250 0.4625 0.4875 0.5000 0.4750 0.5750 

So, the condition min[(Rf), f = 1, ... ,6 is met for the relation R1 and the result 
l 

corresponds to the result of the evaluation of weak fuzzy preference relations, 
which are typical points of fuzzy clusters. Moreover, the modified linear index of 
fuzziness (22) is seems to be appropriate index for the evaluation of the result of the 
classification. 
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4. Finał remarks 

4.1. Discussion 

Dmitri A. VIATTCHENIN 

An appropriate weak fuzzy preference relation was selected on the basis of 
possibilistic clustering of weak fuzzy preference relations and a unique altemative 
was selected from the corresponding fuzzy set of non-dominated altematives. The 
results were verified. The results obtained with the use of the Orlovsky's method 
show that the proposed method seems to be correct. 

A linear index of fuzziness was modified for purposes of evaluation of the 
results of classification. Obviously, same other index can be proposed for this 
purpose. lt should be noted that the values of the modified linear index of fuzziness 
(22) do not correspond to the results, which are presented in Table 1. For example, 

the fuzzy set i? is equal to the fuzzy set R. 2
, while [(R 1

) < [(R 2
). So, equal fuzzy 

sets of non-dominated altematives can be obtained from different weak fuzzy 
preference relations. Moreover, the classification results do not depend on values of 

the modified linear index of fuzziness (22). For example, the fuzzy relation R 4 is 
the typical point of the second class and membership function values are ordered as 
follows µ 24 > µ 26 > µ 25 for elements of the second fuzzy cluster. However, values 

of the index (22) are ordered as follows [(R 5
) < [(R 4

) < [(R 6
) for fuzzy relations 

which are elements of corresponding class. These facts must be explained in further 
investigations. 

In generał, the proposed method of classification of weak fuzzy preference 
relations seems to be satisfactory for selecting a subset of weak fuzzy preference 
relations for the detailed analysis. 

4.2. Conclusions 

In conclusion it should be said that the concept of fuzzy cluster and allotment 
have an epistemological motivation. That is why the results of application of the 
heuristic possibilistic clustering method based on the allotment concept can be very 
well interpreted. Moreover, the possibilistic clustering method based on the 
allotment concept depends on the set of adequate allotments only. That is why the 
clustering results are stable. The results of application of the proposed algorithms to 
the experimental data set show that the algorithm is a precise and effective 
numerical procedure for solving the classification problem in group decision 
process. 
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