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Abstract 

The article presents the structure of model checker for verification of ob-

ject-oriented programs and an algorithm to implement the model checker. 

The algorithm of model checker, as well as its input components (func-

tion, which is subject to verification and its specification) are defined by 

means of generalized nets. To simplify the description the algorithm of 

the model checker is presented in the case when the object-oriented pro-

gram consists of one class and a main function that uses the class. 

Keywords: object-oriented programming (OOP), verification of object-

oriented programs, generalized net (GN). 

1 Introduction 

Subject of consideration in this paper is an implementation of an approach for 

verification of object-oriented programs. Verification is on specification, defin-

ing all the possible correct links between the member functions of the class. The 

approach integrates the concept of design by contract with approaches to verifi-

cation of a type proof of theorems, and consistency checking. In it the GNs are 

used as a means of setting of the specification on which verifies the functions of 

object-oriented programs. By means of GNs are presented also the functions, 

subject to verification, and the algorithm, which implemented the check for 

consistency. 

The choice of GNs as a tool for modeling was made for the following rea-

sons: 

 GNs are convenient to define the specifications on which the verification is 

done. The reason is that the specifications we use in the verification ap-
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proach are network structures, which set all possible states in which an ob-

ject of the class may fall, and all sequence of the correct calls to member 

functions of the class. The places of the GN present states and transitions – 

possible to run in a given state member functions of the class. 

 With the already existing methodology for building GN [1, 2] and with the 

help of the patterns for representing operators of the OOP language, a GN 

can be build which corresponds to the function of the given object-oriented 

program. 

 GNs are convenient means for modeling of the process of defining classes 

[3]. 

 GNs give means to model parallel processes. This property allows effective 

execution of GNs in parallel. 

 There exists a programming environment GN Lite, with which are executed 

GNs, which model real-world processes.   

2 Structure of the model checker  

In [4], an approach for building correct object-oriented programs, realized in 

C++ programming language, is described. The essence of the approach consists 

of separating the verification of the class from the verification of the function 

that applies this class. The verification of the class is performed according to the 

methodology described by Meyer in [5] and [6], constructing the verifying 

statements by applying the Floyd-Hoare style logic [7]. The proofs of the veri-

fying statements are executed by manually applying the technique of the trans-

formation predicates [8] or by applying some of the systems for automatic proof 

of theorems HOL, Coq and others. For the verification of the function which 

uses the class the following actions are performed: 

 A generalized net model of the class is built which defines the connections 

between the methods in the class in the form of correct sequences of re-

quirements. We will call this net model a formal net project of the class. 

This model defines the specification by which the verification of the func-

tion of the object-oriented program is performed. 

 The function of the object-oriented program, which will be verified accord-

ing to the previously described specification, is represented via a general-

ized net. 

 GNs of the function and the specifications defined from the class are exe-

cuted in parallel in order to determine if the model of the function corre-

sponds to (complies with) the given specification. 



 

311 

Figure 1 shows the structure of the model checker for object-oriented pro-

grams based of generalized nets.  

 

 
 

Figure 1: Structure of the Model Checker 

 

The component Function gives the function the object-oriented program, 

which is to be verified. The Preprocessor extracts the generalized net that corre-

sponds to the function, which will be verified. The model checking engine 

(Model Checker) takes the generalized net, acquired as a result of the work of 

the preprocessor and the formal net project of the class, and determines whether 

the function satisfies the formal specification (i.e. if the two nets are consistent). 

In the case of a negative result of the check, the model checker reports the rea-

son for the error and shows the place where it has occurred. The creation of the 

formal net project of the class requires an in-depth knowledge about the class, 

about the possible connections between its member functions as well as 

knowledge about the techniques of generalized nets construction. It is realized 

by the programmer of the class. The algorithm by which the model checker 

works is described in the following section of the paper. 

3 Algorithm for checking of consistency 

We will describe the algorithm in the case when the object-oriented program 

consists of a class C and a function M that uses it. We will begin with the case 

when the function that uses the class defines and uses only one object of C. 

3.1 Variant 1 

Let GNC be the formal net project of the class C, and GNM – the generalized net 

model of the function M. Because we have defined only one object in M, each 

of the nets GNM and GNC will have just one token, which will correspond to the 

object. The net GNM may contain more tokens, but since they are not connected 

Preprocessor 

Function 

 
Model Checker 

GN model 

of a class 

(specification) 

true or false 
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with the object of the class C, they are not subject of discussion in this paper. If 

q is the name of the object in M, then the characteristics of the tokens of GNM 

and GNC will be tuples having the form (q, name_of_place_in_GNM) and (q, 

name_of_place_in_GNC), respectively. 

The generalized net GN1, described in Figure 2 defines the algorithm for check-

ing whether GNM corresponds to GNC. It consists of two transitions. The transi-

tion X1 performs the initialization actions, and X2 – the check for consistency. 

The net GN1 will also have only one token. We define its characteristic as a 

sequence in the form: 

“(name_of_the_token, name_of_place_in_GN1, name_of_place_in_GNM, 

name_of_place_in_GNC)”, 

where the name_of_the_token in the case is q, name_of_place_in_GN1 is the 

name of the place of the token q in GN1, and name_of_place_in_GNM and 

name_of_place_in_GNC are the names of the places of the tokens with the same 

name in GNM and GNC, respectively. 

 

Figure 2: Algorithm for checking if GNM corresponds to GNC 

There follow the definitions of the transitions in GN1. 

X1 = <{A0, A3}, {A1, A2, A3}, r1> 
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where: 

 P1 = The current transition to be performed in GNM and GNC contains a 

condition from the type “the member function is a constructor of C” and can 

be executed in parallel. 

 P2 = ¬P1 &  ¬P3 

 P3 = The current transition to be performed in GNM does not contain a con-

dition, connected with a member function of the class C.  

 

X2 = <{A1, A4, A7}, {A4, A5, A6, A7}, r2> 

,2
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where: 

 P4 = The tokens of GNM and GNC are into input places for transitions, 

which can be executed simultaneously because of existing conditions of the 

transitions which hold simultaneously. 

 P5 = The execution of the nets GNM and GNC is over and they do not conta-

in any active tokens. 

 P6 = ¬ P4 & ¬ P5 & ¬ P7 

 P7 = P3. 

The execution of GN1 begins with the activation of a token at place A0, in-

put for the transition X1, which has no characteristics. In the same time, the exe-

cution of the nets GNM and GNC begins. In their input places tokens without 

initial characteristics are also activated. 

Execution of transition X1 

In case that the predicate P1 holds, the transition X1 of GN1 and the current 

transitions on GNM and GNC are executed. As a result, the tokens of GNM and 

GNC are transfered to the corresponding output places for the executed transi-

tions. Let us denote the names of the new places as Mi and Sj. The tokens of 

GNM and GNC obtain the characteristics (q, Mi) and (q, Sj), respectively. The 

token of GN1 is transfered to place A1 and gets as a characteristic the sequence 

(q, A1, Mi, Sj), containing the name of the object and the names of the places А1, 

Mi and Sj, where the tokens in the nets GN1, GNM and GNC are, respectively. 

I 
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The execution of the transition X1 ends, after which there the execution of the 

transition X2 on GN1 follows. 

In the case when the predicate P3 holds, the transition X1 on GN1 and the cur-

rent transition on GNM are executed. The transition of GNC, which has the token as 

its input place is not executed. As a result, the token of GNM is transfered to the 

corresponding output place and does not have a characteristic. The token of GNC is 

not transfered. The token of GN1 is transfered to place A3 and does not have a cha-

racteristic. Because the place A3 is input for the transition X1, the next step in the 

execution of GN1 is the repeating execution of X1. 

In the case when predicate P2 holds, i.e. the predicates P1 and P3 do not 

hold, the generalized net model GNM does not correspond to GNC and the exe-

cution of GN1 is over. The conditions of the transition X1 show the reason for 

the inconsistency. 

Execution of transition X2 

In the case that the predicate P4 holds, the transition X2 and the transitions 

with input places containing the tokens of GNM and GNC are executed. As a 

result, the tokens of GNM and GNC are transfered and we denote their new pla-

ces as Mn and Sm, respectively. Their characteristics have the form (q, Mn) and 

(q, Sm). The token of GN1 is transfered to place A4 and gets as a characteristic 

the sequence (q, A4, Mn, Sm), containing the name of the object and the names of 

the places A4, Mn and Sm, into which the tokens in the nets GN1, GNM and GNC 

are, respectively. Since place A4 is input place for transition X2, the execution of 

the net GN1 continues with the next execution of the transition X2. 

In the case when the predicate P7 holds, the transition X2 on GN1 and the 

transition of GNM, which obtains as an input the place of the token, are execu-

ted. No transition of GNC is being executed. As a result, the token of GNM is 

transfered into output place for the perfomed transition, which we denote by Mk. 

The token of GNC remains in its current place and let us denote it by Sl. The 

token of GN1 is transfered to place A7 and gets the characteristic (q, A7, Mk, Sl). 

The execution of GN1 continues with the execution of the transition X2. 

In the case when the predicate P5 holds, the token of GN1 is transfered to 

place A5. In this case, the generalized net of the function M corresponds to the 

formal net project of the class C. 

When the predicate P6 holds, i.e. the conditions P4, P5 and P7 do not hold, 

GNM does not correspond to GNC. The token of GN1 transfered to place A6 and 

it changes only the second element of its characteristic. The conditions of the 

transition give the reasons for the inconsistency, and the characteristic of the 

token into place A6 shows the places into GNC and GNM, where that inconsi-

stency has occurred. 
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3.2 Variant 2 

In this variant in the function M more than one instance of the object of the class 

C have been defined. The generalized net GN2, described in Figure 3, defines 

the algorithm to check whether GNM corresponds to GNC. In this case, the nets 

GN2, GNM and GNC will contain as many tokens, related to objects, as is the 

number of the defined objects in function M. The net GNM may contain more 

tokens, but since they are not connected with objects of the class C, they are not 

subject of discussion in this paper. Let us denote the sets of the tokens of GN2, 

GNM and GNC by K, KM and KC, respectively. The characteristics of the tokens 

of KM and KC are tuples with the following form: 

“(name_of_token, name_of_place_in_GNM)” 

and “(name_of_token, name_of_place_in_GNC)” 

respectively, and the characteristic of a token of K is a sequence in the form: 

“(name_of_token, name_of_place_in_GN2, name_of_place_in_GNM, na-

me_of_place_in_ GNC)”, 

which gives for each token its name, the name of the place in GN2 and the na-

mes of the places of its corresponding tokens (tokens with the same names) into 

GNM and GNC. The priority of the tokens is determined by the order in which 

the objects are defined and used in the function M. Each transition in the net 

GNM, which is connected with a call to the member function of the class C, is 

connected also with the name of the object, for which the call to the member 

function is performed. The following execution of such a transition in GNM 

determines the name of the active tokens in the three nets. 

The net GN2 is composed of two transitions. The transition X1 performs the 

initialization actions, and X2 checks for consistency.  
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Figure 3: Algorithm to check if GNM corresponds to GNC 

 

The definitions of the transitions of GN2 are as follows. 

X1 = <{A0, A3, A7}, {A1, A2, A3}, r1> 
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where: 

 P1 = The transitions with input places, in which the activated tokens of GNC 

and GNM are, contain a condition from the type “the member function is a 

constructor of C” and can be executed in parallel. 

 P2 = ¬ P1 & ¬ P3 

 P3 = The activated token of GNM is into place which is an input for a transi-

tion, which does not contain a condition, connected with a member function 

of the class C. 

 

X2 
A4 

X1 
A1 A5 

Ao A2 A6 

A7 

Ag 
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X2 = <{A1, A4, A8}, {A4, A5, A6, A7, A8}, r2> 

,2
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87654
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PPPPPA

PPPPPA
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r 

 

where: 

 P4 = The activated tokens of GNM and GNC with the same name are into 

places input for transitions, not executing constructors of the class C and 

which can be executed simultaneously because of the existence of condi-

tions of the transitions, which hold simultaneously. 

 P5 = The execution of the nets GNM and GNC is over and there are no active 

tokens inside of them. 

 P6 = ¬ P4 & ¬ P5 & ¬ P7 & ¬ P8 

 P7 = The active token of GNM is in a place, which is input for transition, 

executing a constructor of the class C. 

 P8 = P3. 

 

The execution of GN2 starts with an activation of a token at place A0, which 

is input for the transition X1, having no initial characteristic. In parallel with 

this, the execution of the nets GNM and GNC starts. In their input places tokens 

without initial characteristics are also activated. 

 

Execution of transition X1 

In the case that predicate P1 holds, the transition X1 and the transitions with 

input places, where there are activated tokens of GNM and GNC, are executed. 

As a result, the active tokens of GNM and GNC are transfered to the corresp-

onding output for the executing transitions places Mi and Sj and get characteri-

stics (q, Mi) and (q, Sj), respectively, where q is the name of the object which is 

defined after the call of the constructor. The token of GN2 is transfered to place 

A1 and gets as characteristic the sequence (q, A1, Mi, Sj), containing the name of 

the object and the names of the places А1, Mi and Sj, into which stay the activa-

ted tokens in the nets GN2, GNM and GNC, respectively. The execution of transi-

tion X1 ends, after which the execution of transition of X2 of GN2 takes place. 

The case when predicate P3 holds is similar to this for the GN1 net. 

In the case that the predicate P2 holds, i.e. the conditions P1 and P3 are not 

fulfilled, the generalized net model GNM does not correspond to GNC and the 

execution of GN2 is over. The conditions of the transition X1 provide the reason 

for the mismatch, and the characteristic of the token (if existing) gives the pla-

ces into GNM and GNC, where it is occurred. 
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Execution of transition X2 

In the case that the predicate P4 holds, the transition X2 as well as the transi-

tions with the input places, in which stay the activated tokens of GNM and GNC, 

are executed. Let the tokens of GNM and GNC are transfered to the places Mn 

and Sm, respectively, and the name of the active token is q. Then their characte-

ristics are (q, Mn) and (q, Sm). The token of GN2 is transfered to place A4 and 

gets the characteristic (q, A4, Mn, Sm). Since place A4 is input of transition X2, the 

execution of GN2 continues with the next execution of transition X2. 

In the case that the predicate P8 holds, the transition of X2 of GN2 and the 

transition of GNM, which has as input the place into which is the active token, 

are executed. The transition of GNC is not executed. As a result, the active cor-

responding token of M is forwarded to the corresponding exit place (let us deno-

te it by Mk). The corresponding token of GNC stays in its current place (let us 

denote it by Sl). The GN2 token transferes to place A8 and gets the characteristic 

(q, A8, Mk, Sl), where q is the name of the active token. The execution of GN2 

continues with the execution of the transition X2. 

In the case when the predicate P5 holds, the token of GN2 is transfered to 

place A5 and it loses its characteristic. In this case, the generalized net of the 

function corresponds to the formal net project of the class. 

In the case where the predicate P7 holds, the current active tokens in the 

three nets are deactivated. Three new tokens without characteristics that corre-

spond to the object, which would be created after the call to the constructor, are 

being activated. For this purpose the transition X2 is executed in the beginning. 

As a result, in A7 a new token without characteristic is activated. A token witho-

ut characteristic is activated in the current input place of GNM, in which the last 

activated token used to be, and one more token without characteristic is activa-

ted – in the input place of the net GNC. The next action is the execution of the 

transition X1 of GN2 and the transitions in GNM and GNC, corresponding to the 

constructor. 

When condition P6 holds, i.e. conditions P4, P5, P7 and P8 of the transition 

X2 do not hold, GNM does not correspond to GNC. The token of GN2 transferes 

to place A6 and changes only the second element of its characteristic. The condi-

tions of the transition give the reasons for the discrepancy and the characteristic 

of the token in place A6 shows the places in GNC and GNM, where the inconsi-

stency has occurred. 

4 Conclusions 

This article briefly presents the structure of realization of a model checker, as 

well as an algorithm for verification of a function of an object-oriented program 
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according to the specification, given by the class defined in the program. In its 

essence, this is the parallel execution of two generalized nets – the functional 

one and the specification one. The execution continues until an error occurs 

showing the inconsistency (i.e. the function does not comply with the specifica-

tions), or until the smooth completion of the parallel execution of the nets, cor-

responding to a correctness of the function according to the specification. Alt-

hough the description is for the simplest object-oriented programs, research 

done show that generalized nets are a powerful enough apparatus and their us-

age motivates the continuation of the research in more general cases. A motiva-

tion for research in this direction also gives the improvement of software for 

implementation of GN models, as well as its broadening with new opportunities 

[9], [10], [11] and [12]. 
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