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IT. METHODOLOGY OF APPLICATION OF A CROSS-IMPACT TECHNIQUE
TO PREPARATION OF THE REGIONAL DEVELOPMENT SCENARIO

by Andrzej Jakubowski

IT.1. Introduction

One of the more promising new tools for long-range forecastiny
via scenario generation is'cross-impact analysis. It can be defi-
ned as a method. for revising subjectively estimated probabilities
of future cvents in terms of estimated interactions among those
events. The general notion of the method was first suggested by
Gordon and Hayward (1968). Cross-impact analysis has now becen

expanded and applied to a number of forecasting arcas.

The motivation for application of cross-impact method arises
from a basic aspect of long-range forecasting. There are usually
strong interactions among a set of potential technolbgical or ot-
her events and/or among a set of potential economical and social
developments. In assessing the likelihood that any given event or
development will occur, the interactions with other events are
clearly relevant. In other words, the need to consider interrela-
tions among members of the event set, i.e. to consider changes in
the likelihood of occurrence of a particular event produced by
the occurrence or nonoccurrence of any or all of other events, is
obvious. However, the mechanism of such an undertaking is con-
ceptually a very difficult exercise because of the dimensionality
of the problem: only the number of pairwise (i.e. first-order)
interactions increases as the square of the number of events. Even
if a matrix describing interactions is available - e.g. from esti-
mates furnished by a panel of experts - the task of taking into
account the implications of these interactions gets ranidly out
of hand. Moreover, in more advanced studies, the higher-order
interactions among the eventé should be also taken into considera-
tion. Thus, in order to apply the cross-impact formalism in the
real-life conditions, some computational aid is required to

account for the large number of interdependencies.

It follows immediately from the above that from the point of
view of the Polish Case Study analysed in this report, the compu-

ter-aided cross-impact method may be chosen as the most suitable
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one for the analysis and generation of the regional development
scenarios and strategies. The considered Belchatdw-Szczercéw re-
gion, in which the large strip mining and power generation deve-
lopments are introduced, may be viewed as some large-scale system
of strong positively or negatively interconnected events and
developments. This results from the fact that developments of re-
gion in question is characterized by various technological, agri-
cultural, broader economical and societal aspects which should
be taken into account when optimal or rational development poli-

cies are to be investigated (see Chapter I, part 2)

The problem is additionally complicated because of the
nocessity of taking into account the long time horizon, i.e. some
40 years, connected with the realization of the full cycle of
large-scale lignite strip mining introduced in the considered re-
gion. Thus, the long-range forecasts of the system development
are to be in our case investigated. Moreover, the introduction of
the mentioned lignite trip mining and accompying consequences of
changes in the socio-economic and natural resource environment
makes some significant "perturbation" in the predominantly agri-
cultural Belchatéw-Szczercdéw region. This makes it impossible to
apply the traditional forecasting techniques based on trend extra-

polation.

In the subsequent Sections of this Chapter we introduce and
describe the methodology of some version of a computer-aided Cross-
Impact method accompanied by a Delphi inquiry from the point of
view of its application to the regional development scenario and
strategy generation. The results of this application are presen-

ted in Chapter v, part 2 .

In Section II.2 some comments on the existing cross-impact
techniques and their modifications as well as the bibliography on
this theme are given. The Section II.3 contains the theoretical
foundations of the Turoff’s version of cross-impact model which
has been chosen by the authors as the most appropriate method for
the problem in question. In Section II.4 the subseqgent stages of
the procedure of development scenario generation, i.e. the infor-
mation stage, the passive simulation and the active simulation,

are described. Some final remarks are given in Section II.5.
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II.2. Existing Techniques and their Modifications

As it has been pointed out, the cross-impact analysis is the
most widely referenced procedure for scenario generation by investi-
gating the effect of interaction of events in the future oriented
studies. Since the initial paper on cross-impact has been publis-
hed by Gordon and Hayward (1968), numerous variations on the basic
theme have been investigated. Other papers specifically on cross-
impact have been issued mainly in the USA in two journals: "Futurcs
and "Technological Forecasting and Social Change". There are thosc
by Enzer (1976, 1971, 1972), Dalby (1971), Dalkey (1972), Turoff
(1972), Kane (1972), Duval, Fontclé, Gabus (1975), Duperrin, Godct
(1975), Godet (1976), Mitchell, Tydeman (1976, 1978), Mitchell,
Tydeman, Curnow (1977), Eymard (1977), Helmer (1972,1977,1981),
Jensen (1981) and others. In some of these papers the analysis of
practical applicability of the method has also been carried out.
Very closely related to cross-impact is the cross-support forma-

lism analysed in Ralph’s work (1971).

Despite many differences characterising a number of alter-
natiQe approaches suggested in the literature, the general idea
" of the method may be summarized by the following steps:

(i) Preliminary estimation of the probabilities of individual
events;

(ii) Estimation of the interdependences 1in terms of a cross-
impact matrix;

(iii) A Monte Carlo sampling of chains of events in which the
probability of an event in the chain is modified by the
cross-impact of the previonsly "occurring" event in the
chain; and

(iv) Reestimation of the original probability of each event in
terms of the relative frequency of the "occurrence" of

that event in the sample of chains.

The differences among the mentioned approaches lie in the reali-
zation of the steps (ii) and (iii); i.e. in the modec of evaluation
of the cross-impact matrix and the mode of modification of the pro-
babilities.

The so called cross-impact factors being the elements of the

cross-impact matrix can be estimated directly - as in the Gordon s

approach (1968), or indirectly - as in the Turoff”s approach (1972)



In the first approach (the original method), modification of
the probabilities is effected by a heuristic algorithm. Cross-impacts
are rated on a scale of — 10 to + 10. Adjustment of the successive
probabilitiecs is computed via a family of arbitrarily introduced qua-

dratic forms of relations between updated and original probabilities.

In the second approach experts are required to provide the con-
ditional probabilities of occurrence of particular events given that
other events have occurred before. Then, taking into account these
indirect estimates of between-event interactions, the cross-impact
factors are computed using the formula derived via some theoreti-
cal investigations related to the information theory and the sta-
tistical mechanics. Also the probabilities of events are modified
using the so calledcross-impact relationship obtained in the course of
these investigations (for details see Section II.3). The second
approach is conceptually clearer than the first, and it removes so-

me of the arbitrariness associated with the first one.

The significant effort related to resolving the pairwise con-
sistency of the estimates provided by experts has been also under-
taken. Duperrin and Godet (1975) achieved this pairwise consistency
by adjusting both original probability estimates and conditional
probability estimates in their SMIC-74 fitting algorithm. It has been
developed on the basis of the quadratic programming technique. In
this approach the analyst minimizes the square of the difference
between the joint probabilities which result from experts”™ opinions
on the original and the conditional probabilities, and the theore-.
tical probability factors which may be expressed in terms of the
scenario probabilities. Some modifications of this method have been
made by Mitchell and Tydeman (1976,1978) and Mitchell, Tydeman and
Curnow (1977).

The further comparison of a number of alternative approaches
related to the cross-impact analysis, as well as the review of biblio-
graphy one can find in the literature; see e.g. Duval, Fontela, Gau-
bus (1974), Kelly (1976), McLean (1976) and Alter (1979).



IT.3. Theoretical Foundations of the Turoff’s Version of

Cross-Impact Mcthod

In this section we present the Turoff’s version (1972) of the
cross—-impact method. It has been chosen by the authors from the
widely referenced in the literature cross-impact procedures as
the most adequate method for the considered regional development
scenario generation. The justification of it is that the Turoff’s
approach was developed specifically for restructuring the cross-
impact formalism in a manner suitable for use on an interactive
computer terminal. The method makes it possible for the user to
be able to modify or iterate on his estimates until he feels that
the conclusions inferred from these estimates are consistent with
his views. Some modifications of the Turoff s version of the cross-
impact method have been also made. They are ccrnected with the
necessity of taking into account some specific aspects of the con-
sidered regional development problem; the details are given in the
subsequent section, where the development scenario preparation pro-

cedure is analysed.

The theoretical foundations of the method considered are the

following:

Let us consider the set of N events {e1,...,ei,...,eN} which
are to be taken into account when the given scenario of the system
development in the time horizon T is prepared. We assume that this
set of events defines the future (a priori unknown) state of the
analysed system. We also assume that events to be utilized in the
Turoff s version of the cross-impact analysis (1972) are characteri-
zed by the following two properties:

(i) each event ey (i=1,...,N) is expected to happen only once in
the interval of time T under consideration (i.e. nonrecurrent
events are considered).

(ii) any event ey (i=1,..,N) may not occur at all in the time intecr-

val T.

If one holds to a classical "frequency" definition of probabi-
lity then it is, of course, pointless to talk about the probability
of nonrecurrent event. We, therefore, assume an acceptance of the
concept of a subjective probability estimate having meaning for

nonrecurrent events.



1f we are considering N nonrecurrent = events in the cross-
impact method then there are 2N distinct outcomes spanning the
range from the state where none of the events have occurred to
the state where all of them have occurred. Thus, for the set of
N events there are 2N possible scenarios of the system develop-
ment if one ignores the ordering of event outcomes and per-

mits only binary outcomes, i.e. occurrence or nonoccurrence.

It is assumed throughout this discussion that the set
{01,...,ei,...,eN} contains all the events which are crucial
to the problem of forecasting of the future state of the ana-
lysed system. This state may of course be influenced by other
events which are not taken into account within the given set.
Tor simplicity we assume that these events can be considered

as the,constant in time, impact of the environment.

Fach of the events ey (i=1,...N) can occur with the unknown
probality.
P, = P (ci) g A=, a0 NE [ 55 e )

We do also not know the conditional probabilities

Rij= P (eilej) d i,3=1,...N ; i#j (I1.2)
of occurrence of the event e, given certainty of occurrence of

the j-th event; as well as higher-order conditional probabilities

‘P (ei|ej' ek) B iljlk=1l"'IN H 1#3?"‘1
: (II.3)
P (oi|e1,..., €5 qr ei+1,...,eN) PRLET, N,

Thus in order to obtain the probability of occurrence of each
scenario, at lecast ZN distinct piecces of information connected
with the above data are required. However, it has been found
that experts experience great difficulties in estimating all
the prior and conditional probabilities mentioned. So, some
simplifications are to be made. In cross-impact analysis we
usually ignore the higher-order conditionals assuming that
their impact on the accuracy of the results is of no great

importance.

Once the event set {ci,i=1,...,N} is speccified by experts,

the Turoff’s procedure requires answering of two questions



(i) The first question which is asked for all N events is:
"What is the probability that an event €, occurs in the
interval of time from now to some specificd point T in
the future 2"

(ii) The second cross-impact question is asked for the re-
maining (N-1) events relative to a j-th event:
"What is your answer to queéstion (i) if you assume that
it is certain to all concerned that event e. will occur
before the time point ty (ti<T) in which you have consi-
dered the chance of occurrence of the event ei?"
As the result of the answers to the questions posed we

obtain:

- The set of the prior probabilities

o [e]

P; = P% (ey) 5 4 =1,..., N (11.4)

of occurrence of particular events ey in the time period T, and
- The set of the conditional probabilities
Rij =P (ei,ej); i,j =1,...,N ;1 #3 (IT1.5)

taking into account the 1-st order interactions among the

considered events.

These probabilities form the matrix R which is shown in Table 11.

4 p
Po(e1) cos Plegley)
P(ez]e1) 'P(ez|eN)

R =[R;4]= . . )
Plegle,) Geds B (ey) |

TABLE II.1. The form of the matrix R of the prior and condi-
tional probabilities.

It should be pointed out that the so-called "conditional
probabilifies" derived from the second cross-impact question arc
not the conditional probabilities in terms of formal probability
theory; the appropriate axiocms are usually not satisfied. Rathcr

the answer to the second cross-impact question might better be

termed as a "causal probability" which provides a relative medturc

of the degree of casual impact one event has upon another; sce
Turoff (1972) and Mitchell, Tydeman (1978). However, the tecrm

"conditional probability" has become so common in a lay sense that



it is often easier to communicate and obtain estimates by referxing

to the answers to the question posed as "conditional probabilities".

The main goal of the cross-impact method considered is to

revise estimated probabilities of future events on the basis of
o

obtained set of prior and conditional probabilities; i.e. Pi and
Ri] i i,3=1,...8 ; i# j. If we get modified probabilities Pi
(i¥1,...N) of considered events, taking into account all possible

pairwise interactions among them, we will be able to determine a
likely scenario of development of the analysed system. Note that
due to the simplified assumptions adopted - we consider only the
1-st order interactions among the events - there is no guarantee

that the most likely scenario will be generated.

Since we are trying to analyse a problem requiring 2N items
of information for a complete solution with just Nz items of in-
formation, it would, therefore, seem that any approach to the
analysis of the problem is an aproximation. Also, there does not
appear to be any explicit test which will judge one approach to
be better than another. One significant measure of utility is the
case with which estimators .can supply estimates and whether they
feel that the consequences, inferred by the approach from their

estimates, adequately represent their view of the future.

For justification of further results, the following reasoning

originally carried out by M. Turoff (1972), may serve.

Assume that the event set {ei; i=1,...,N} represents a state
vector of the system under observation. We may, in fact, explicitly
define the state of this system as a binary "message" composed of
a binary bit for each event. A zero bit in the i-th position will
indicate that the event ey has not occurred and a one bit will in-
dicate that it has occurred. At the present time the message con-

stains all zeros since these events have not yet occurred.

We may further assume that there exists a sct of probabili-
ties {Pi ’ i=1,...,N} which indicate the likelihood of finding
a one in an event position when we "read the message" at some
future time T. These probabilities are therefore implicit functions
of the time interval [O,T], which begins with evaluation of values
of the probabilities and ends with planned observation of the con-
tents of the message. We also assume that the valucs of Pi(i=1,...N)
take into account the interactions, i.e. causal relatiomships, if

any, whereby some events may influence the occurrence or nonoccurren-



ce of the other ones.

I'romn the information theory one gets an expression for the
information given at the beginning of the time interval with respect
to the contents of our message at the end of the time interval:

N,
I= ?_:-,[Pi In Py + (1-py) 1n (1-P) | (I1.6)

The form of the above expression is based upon the fact that
nonoccurrence as well as occurrence of an event, provide information.
This expression has a minimum for all P"s equal 0.5, corresponding
to a complete lack of knowledge about the likelihood of occurrence.
The maximum occurs when all the P’s are either one or zero which
implies complete certainty as to the occurrence or nonoccurrence of

the events.

The causal relationship (i.e. cross-impact) whereby one event
influences the occurrence of the other ones can be assessed in the
following way: if the events are independent the probability of

receiving any particular message (vector of events) is

P = ];l'pl Hu—pm) ; k=1,...,.2N, (11.7)
where the index 1 ranges over those events which occur (subset S)
in the k-th message and m ranges over those events which do not occur
{not din 'S) 3 H?(k) denotes the probability of the k-th scenario.
The sum of the probabilities HP(k) over all the 2N scenarios is
equal to one. In this case the probabilities P, are directly equal
to the prior probabilities P? obtained as the answer to the first

of the cross-impact questions; i.e. the question (i).

Since the events e; are not necessarily independent and cer-
tain messages may be more or less likely than the guantity determi-
ned by (II.7), we introduce a set of weights W's and define the

probability of obtaining the k-th outcome of the ZN as:

N
Po =w T] Py TT0-p) 5 k=1,...,2". (I1.8)
Le s wm& §
Formally the weights wk may be viewed as made up of a complex

expression of conditional probabilities of the form (IT1.2), (IL.3).

It is still true, however, that

N
2

2 Pw =1 (11.9)
k=1 :
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We now rewrite equation (II.9) utilizing (II.8) and a new set of

2N constants G’'s as:
N
+Z CiPy * 2., Z Byl s Z Z Z G”KPiP Pk £
i=1 ioii o i3 k3 J ‘

xix.xp)‘

,‘A

Fach of the G's in the above expre551on is unxquely deflned as

a linear combination of the w's'in equatlon (II 8).

We now consider the problcm of mawimizatlon (with respect ;
to Pi) of - the expression (II.6) for- the total lnformatlon underA
the constraint (II.10). The solution to this problem results in
the set of updated probabilities {Pi i= 1,...,N}

Using the Lagrange approach and taking the differentials
with respect to P.l we have, for any particular event e;:

1n(Pi ) =A[Gi+ > (G * Gy} BL

1Py JFi J SR

+E: (Gt 1G + G

P.F + (IT.11)
37T kF 1,3 LIk

xij) P3Fk

# G12-..N P1 ees Pi'1pi+1 ...PN] sV dEL N e NY

where A - the Lagrange multiplier.
Note that the right hand side of the above equation does not con-
tain Pi. .

It now becomes clear what sort of approximations are being

made in the considered cross-impact method:

(i) For any reasonable event set, it is infeasible to expect an
expert to answer ZN questions in order to evaluate all the

conditional probabilities (II.2), (II.3) and, at the same time,
all the coefficients G's or w's . Therefore, terms of P2 or gre-
ater are ignored assuming that the three-, four- and higher-order
interactions are sufficiently small.

(ii) The derivation is valid for the set of all potential events.
Usually only a specific subset containing 5 to 20 events is utili-
zed. Therefore all events not specified in the application of the
cross-impact analysis arc in cffect lumped into the constants, sincc

their probabilities of occurrence are assumed constant within the
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scope of the estimation process. In other words, we assume that

these probabilities are independent of the considered time horizon '

Under these approximations, using the notation
Py
= == 7 = . $3 3y
¢ (r)- 1“( ) P f17 617 G5 = Giyt Oy

we may rewrite the equation (II.11) as

@(Pi) = ln( ! \: Ti + Zc

Lt 3£ i

=Py
1

iij ; i=1,...,N, (II.12)

where the Lagrange multiplier A has been incorporated in the con-
stants and where both X1 and C.lj are a function of the events not
specified.

The function @(Pi) =t1h [Pi/(1—Piﬂ defines the so called

occurrence ratio being some measure of the likelihood of occurrence

of the event e; (see Turoff 1972). Values of this function range from
- o to + == , when the Pi values range from 0 to 1. Also, it can
be easily observed that @ (Pi) is the strictly increasing functio

of Pi for Pi & [0,1}. The value 0i = Pi/(1—Pi) has also some inter-

pretation. Namely, 0.l defines the odds of occurrence of the event €.
The value of Oi ranges from 0 to + s and Oi(Pi) is a strictly”in-
creasing function of P; for P; e[ 0,1].

Equation (II.12) has an essential meaning for the method; it

will be called the cross-impact relationship.

In essence, the ri - coefficient may be viewed as a measure
of influence of the environment (unspecified events) on the event ej,
if {i is positive the unspecified events contributed to the occu-
rrence of the i-th event and vice versa. Also if Cij is positive,
then the j-th event enhances the occurrence of the i-th event; if
Cij is negative, the j-th event inhibits the occurrence of the i-th
event; if Cij:O there is no interaction between events ey and ey.
The value Cij provides a relative measure of Ehe degree of causal
impact one event has upon another. The ratio Cij = Cij/ {1 gives
a good measure or indication of how sensitive the i-th event is to
'phe j-th event as compared with the rest of the enviromment . We assu-
me that the coefficients Cij and [1 are constant in the considered
time period [O,T].
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The coefficients Cij will be called the cross-impact factors

and the matrix of these coefficients C = [Cij]NxN will be called
the cross-impact matrix.

We may rewrite the cross-impact relationship (II.12) as
1
P, = 75 B | A I (T T 230)
& 1 + exp (- [i - z : CysPs)

3/ -4 4

Equation (II.13)provides an explicit functional relationship
between the probability Pi of the occurrence of the i-th event
and the probabilities Pj (j=1,...,N; j#i) of the occurrence of the
other events. It has been proved that if these probability form a
consistent set of values in the ‘sense of equation (II.13), the to-
tal information known at the beginning of the considered time in-
terval is maximal (with accuracy defined by the assumptions adopted).
‘The amount of this information is determined by (II.6).

*
Thus, if coefficients f1 and Ci are known ) and if we have

some additional information concernigg occurrence Or nonoccurrence
of the events ej (j#1i), the primary advantage of equation (II.13)

is that it provides the updated value P, of the prior probability
P1 of the i-th event. The information mentioned regarding occurrence
or nonoccurrence of the events ej(j¥i) may be obtained in the cour-
se of the computer Monte Carlo simulation runs; the details will be

‘given in the subsequent section.

Useful Relations

It is useful, at .this point, to introduce some relationships
which are needed to actually apply results obtained. Namely, equation
(IT.12) yields the following relations:

Set pi=p2 , i=1,...,N.

If we assume that the occurrence of the j-th event becomes cer-
tain, then we have

_ S Lt = ) I.14
Pj = 1 and Rij Pi 3 1=1,...,N, (3 )

and from (II.12), (II.14)

* :
)the method of evaluating these coefficients on the basis of the
subjective experts opinions will be discussed later on.
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1#i,3

R, . |
1] B L |
@ (le) = 1n<1 = Rj_j)- li + Z CilPl + Cij' (TX.15) ‘

From (II.12) and (II.15), afer some transformation, we obtain

e e - ] j=1,...,N ; i#j. I1.16
c;y = 757 [@(Rij) @(Pi)_ gk 321,000 N5 143 ( )

Therefore, knowing Pl, Pg and Rij we may calculate the cross-impact
factors Cij' We take cij=0’ if Pi = Rij‘
Let us introduce the following notation:
Sij =P (eiIEj) - the conditional probability of occurrence of the
event e; , given certainty that the j-th event shall not occur (whicl

is denoted as Ej).

If we assume that it is certain that the j-th event shall not

occﬁr, we have
o %
Pj = 0 and Sij = Pi s i=1,...,N (I1.17)
and from (II.12), (II.17)
Ps,.) = 1n(—3ii\ - Lt = c4P) (I1.18)
ij 4 17 1.3 il"1
’

1—Sij

From (II.12) and (II.18) we obtain

1

(I —
P’
i] 5

[@(p’i) —cb(sij)] R % L PO PR 1 (II.19)

Therefore, if we know P;, P; and Sij we may also calculate the
cross—impact factors Cij‘ Similarly, we take Cij:o' if P}=Si..
Justification for introduction of equation (II.19) is that in the
real-life conditions it is often easier to evaluate the conditional

probabilities Sij than the probabilities Rij'

From (II.16) and (II.19) we have
c;y = bryy -{)(sij) g, 4,942,..58 143, (I1.20)
and C,

j ij-
On the other hand, from the equation (II.20) we may also calculate

which may be used to calculate Rij given the values of Si

Sij given the values of Rij and Cij'

From the expressions (II.12), (II.16), (II.19) and (I1I.20) we
obtain the following approach:

If the experts who evaluate, on the basis of their subjective view:
on the problem considered, (N2 - N) conditional probabilities of the



occurrence of the events e provide some of their estimates as Ri]

and the other ones as Sij’ we compute the values of Ci' from the
equations (II.16) and (II.19), respectively (depending on the situ-
ation). Then, the lacking elements of the matrices R and S of the
conditional probabilities are computed from (II.20).

Having obtained the values Ci' of the cross-impact factors we
.can calculate the coefficients ri; from (II.12) we have

fi= dep - ?;1 Ci4PY 4 i=1,..m. (II.21)

Thus, on the basis of experts subjective estimates of the prior
probabilities Pi (i=1,...N) and the conditional probabilities

Rij or Sij (i,j3=1,...,N; i#j), after some calculations, we obtain:

- The matrices R and S of the conditional probabilities,

which we jointly represent as (with the diagonal elements being
the prior probabilities P? ) :

= : ; 7
9 ) Rz P : Rin
| S | SN
____I__ _l__._ ._l_._ FE—
R21 | 2§ | Ron
R _
[E] = f%1'___ l__._ i _|_S§L and (I1.22)
| B |
. I |
__'.__[____ ____I____
RN1 | RN2 l Po
s s | g | Px
N1 | Sn2 |
L g ! : J

- The cross-impact matrix C- (with the X’— coefficients set as its
diagonal elements):

r | i i

B Mt M L
|

ACANNRE: :_ ey M
¢ = el '|
| ! | (II.23)
L JURE. S S
N1 i Cd |+ . wes {fﬁ
| ) J




on the basis of the values obtained we may also define the followiny

parameters:

- 'l'he cffcectivencess qq'of influence of the i-th event on the all ot-

her events

= E : H i [ i= .24

v - chiPi|' i=1,...,N (I1.24)
J#i

The parameters Y& allow a selection of independent events

from the event set {ei, i=1,...,N} ; i.e. selection of events whose
occurrence is largely unaffected by the other events in the set but

may influence some subset of the other events.

- The sensitivity i of the i-th event with regard to the influence
of the all other events.

Ci'

i

i=1,...,N (II.25)
J= 1,eee,(i=1) ,(i+1),... ,N

.
’

. = max
(R

The parameters V] ; make it possible to select from the event

set -{ei, i=1,...,N} the events which are(in terms of the dependen-

ce cf their occurrence)a function of other events in the set.
If needed, we can also define:

- The sensitivity nij of the i-th event with regard to the influencc

of the j-th event; i.e.

- Ciij ; where Ci.P. (IT.26)

4 .
= (Gl
-14—"1 :

J 3 N 7#1 J3J

i,j=1,+e.,N ; i#j.

The cross-impact relationship (II.13) together with the parame~
ters (BT 2 d=t, oM B 4 8w € 5 LY 151,000 N} andlng s 3ek g of
directly evaluated and/or calculated on the basis of the experts”
subjective estimates, form some mathematical model of causal rela-
tionships (interactions) among the analysed events. The investigated
model allows one to generate, via given steps of the computer simula-
tion runs, a likely scenario of development of the considered system.

This procedure will be presented in details in the following section.
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IT.4. Development Scenario Preparation Procedure

The considerations contained in Section II.3 describe and
justify the Turoff s version of the cross-impact method. This
method makes it possible to infer causal relationships from the
interrelations among the different system development views which
are established by perturbing the expert”s initial view, given
certain knowledge as to the outcome of individual.events. However the
cross-impact analysis is only the beginning. It is the next stage,
scenario generation and the subsequent evaluation of a likely "fu-
ture" connected with the forecasted system development, which pro-
vides the greatest payoff to the decision maker. The procedure for
preparation of such scenario consists of the following three stages:

- The information stage; determination of the input data for the

cross-impact model;

- The passive simulation; investigation of the scenario which iden-

tifies the future state of the system;

- The active simulation; investigation of the scenario meant for

achieving the system goals.

The passive and active simulation are directly associated with
determination of the so called exploratory and normative forecasts
cf the system development (see Centron, Ralph 1971; Bright 1973).

I1.4.1. The information stage

The information stage is connected with evaluation,on the
basis of the experts” shbjective estimates, of the input data for
the considered cross-impact model; i.e. the contents of the event
set, the prior and conditional probabilities of the events, the
cross-impact factors and the {—, V- and n- parameters (see Sec-
tion II.3). In order to obtain a consensus of the experts” opinions,
the realization of the information process requires application of

the Delphi or other group decision making techniques.
The event set:

The first step in the construction of a cross-impact exercise
is specification of the event set. At present, the workable and
popular approach to this problem is to allow the individuals, who
will participate in the application of the cross-impact technique,

to specify the set of events which they feel are crucial to the



problem under consideration. This process may be conducted in -~
face-to-face conference, committe approach, brain-storming tech-
nique or, when needed, in a Delphi exercise (see Turoff 1972,
Enzer 1971, Helmer 1977). The success of the exercises, in terms
of specifying a good event set, depends upon the knowledge the
group has about the problem, as is the value of the quantitative

estimates that will be obtained.

It should be stressed that when the event set is specified,
only the nonrecurrent events should be taken into account. When
dealing with recurrent events within the cross-impact framework,
one should restate them as nonrecurrent events by either determi-
ning an exact number of occurrences withih the time horizon T or
utilizing special definitions for such events; by, for instance,
application of phrases like "... will happen at least once".Some |
threshold- values may also be established for the above purposes;
e.g. "Power generation level related to lignite strip mining in
thelregion will increase by at least X% in the time horizon T".
Any recurrent event may thus be restated as a set of nonrecurrent
events. Of course, dimensionality of the problem will thereby sig-
nificiently increase. So, the limitation of our analysis to the
set of nonrecurrent events only, becomes very often the main short—‘
coming of the method proposed.

When the Delphi technique is used for cbtaining the compatible
set of experts opinions as to the event set, the indices of ex-
perts” competence, connected with their level of knowledge in the
analysed problems, should be taken into account.

In the Polish Case Study reported, we assume that each expert
evaluates his own competence using the format given in Table II.2.
In our case, the Delphi technique was applied for ecvaluating the
mentioned threshold values associated with the events considered.
These values were establiished in the course of several (usually
2 or 3) interactive computer-aided runs, as the weighted sum of
particular experts estimates; the weights were equal to the nor-
malized (with respect to the sum) values of the mentioned compe-
tence indices. The list of 12 events selected in this manner is
presented in Table -V.2 , Chapter VvV, Part 2. The distributions
of the experts opinions connected with the evaluation of the events
in the successive iterations of Delphi procedure are illustrated

in Figs: V.2.1s30, PartZvaexamphPfsuch a distribution resulting from



Rating Statement

1.00 The expert is outstanding specialist in the problem. His
theoretical investigations and/or applied work on the ana-
lysed area are of great importance.

0.80 Problematique considered is fairly similar to the area of
theoretical and/or applied works of the expert. 2

0.60 .The expert, from time to time, takes part in.solving of. practical
aspects of such problems but the particular problem statement
does not overlap the specific area of his scientific and/or
professional activities. -

0.40 Problematique considered rather differs from the scientific
and/or professional interest of expert. He has not any prac-
tical experience in the area mentioned.

0.20 Problematique considered differs from the scientific and/or
professional interests of expert. He has only very general
view on the analysed problem.

0.00 The expert’s scientific and/or professional interests sig-
nificantly differ from the considered area. He is unable
to provide any opinion on analysed problem.

TABLE II.2. Experts competence index descriptions and ratings.

the first (two-modal case) and the second (unimodal case) iteration of

this procedure is also given in Table II.3.

From the practicai experiences éonnected with application of
the considered cross-impact technique it follows that the number N
of events ey analysed should not exceed 12 + 15. Also, the nuber K
of experts engaged in the estimation process should not exceed 15.
It has been experienced that when the number of experts increases
significantly over K=15, the efficiency of the considered procedu-

re decreases rapidly.

All data provided by experts in the course of Delphi exercise,
i.e. the quantitative values of threshold levels defined for some
of the considered events, the prior probabilities of events discussed
further on in this section, as well as the competence indices, have
been communicated anonymously. For the sake of anonymity which is

the essential property of the Delphi technique used, each expert
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(a)

70 80 3B 100

»
TABLE II.3. An example of distributions of the experts estimates
of threshold value; (a) - two-modil case (1-st Delphi
iteration), (b) - unimodal case (2-nd Delphi iteration)

Vertical axis - the number of experts; horizontal axis
- the threshold values in %.
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had been equipped with a computer terminal. The terminal had been
set up in the form of Polish electronic calculators ZTR-1 direc-
tly connected with the CPU of the HEWLETT-PACKARD minicomputer
(mod. 9845 B), operated by the session manager.

The prior probabilities:

Once event set specified, the second step of the procedure
is to ask experts their estimates as to the chances for these
events to occur in the interval of time from a "now" to some
point T in the future. In other words, the first cross-impact
question is posed.

In the Polish Case Study analysed twelve events related to
the considered regional development problem were studied within
a 40 year time horizon (see Table v.2, part2 . The fifteen experts
were asked to assess the initial (prior) subjective probability
of each event by indicating which of seven verbal statements
corresponded most exactly to their judgements. The verbal state-
ments and the probability scale subsequently applied are given in
Table II.4.

Statement Rating
Will not occur 0.01
Very unlikely 0.15
Unlikely 0.30
Fifty-fifty 0.50
Likely 0.70
Very likely 0.85
Certain 0.99

TABLE II.4. Event probability descriptions and ratings; the
numbers 0.01 instead of 0.00 and 0.99 instead of
1.00 were applied because of technical reasons.

Prior probabilities P were intially set to 0.5, which was equlva—
lent to expressing no ]udgment with respect to the question posed,
and then were subjected to the experts” assessments. The results

are shown in Table II.S.
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TABLE II.5. The prior probabilities of the events e, (= s 12

listed in Table V.2, Chapter V, Part 2.

Similarly as in the case of evaluating of the threshold values
for the events, thevgroup assessment of the prior probabilities was

derived through the application of the Delphi technique.

Thus, the probability values given in Table II.5 were calcula-
ted on the basis of the weighted average values of the individual
subjective estimates; the weights were defined as the compentence
indices of paricular experts. It should be also pointed out that the
group responses were determined by averaging the occurrence ratio
@i(PS) of each event , and not the probabilities. The group estimatc
of each prior probability P? has been then derived from the weightod
average values of the occurence ratios @i(P?). The above approach
is very often indicated in the literature as the more adequate than
the one in which the individual estimates of the probabilities Pi
are directly averaged (see Kendall, 1977). It follows from the fact
that the range of probability estimates that people give is not
equally spaced between 00 and 1.0 ; e.g. the difference between
estimates of 0.001 and 0.010 is more significant than the difference
between estimates of 0.501 and 0.510. People tend to think in terms
of ratios between the outcome probabilities i.e. in term of odds
Oi= Pi/(1—Pi), and this fact should be taken into account when Delphi
or any other averaging procedure is to be applied.

The distributions of the experts prior probability estimates
obtained in the course of successive iterations of Delphi exercise
applied within the considered Polish Case Study arepresented in

Tigure V.4.1 given in Chapter V, Part 2.

The conditional probabilities:

The next step of the cross-impact procedure is to perturb the
experts view of the system development (or to crate a new view) by

telling them to assume that one of the events certainly will ( or




will not) occur and asking them to reconsider the original pro-
babilities of other events. Thus, the second cross-impact question
is posed. In the procedure of assessing the conditional probabili-
ties we assume that the change in the likelihood of occurrence
of a given event can be influenced only by the proceding event

that "has (or has not) occurred".

As is was pointed out by M. Turoff (1972), "we are faced with
a situation analogous to some degree with the problem in quantum
mechanics where, in order to measure the state of the system we
must physically disturb it". In our case, in the process of setting
up an instrument to measure the estimates of an individual’s view
of causal relationships among the events, we disturb those esti-

mates.
Evaluating of the conditional probabilities

Rij =P (ei‘ej) and/or Sij g P (ei\ej) o dpmBERARE NS A4 T
on the basis of the experts subjective estimates, is a difficult

problem. Let us observe that in the considered case we have to obtain
(N2 - N) mutually consistent estimates. For example, in the Polish
Caste Study project we have analysed N=12 events, i.e. 132 possible

pairwise interactions among these events had to be taken into account.

For the reasbns mentioned, before evaluating the quantitative
values of conditional probabilities Rij and/or Sij' we ask experts
for qualitative estimates of mode and intensity of . interactions among
events. The question scale which is used in this case is shown in
Table II.6.

Rating Statement
(*H3%) = Very strong positive influence of ej on e;.
(+2) = Strong positive influence of e. on e,.
(+1) - Positive influence of e% on e;.
0 s Neutral relation between ejjand ey-
(-1) i Negative influence of ej on e;.
(=2) = Strong negative influence cf ej on e,.
{=3) - Very strong negative influence of ej on e,.

TABLE II.6. The descriptions and ratings for qualitative estimation
of causal relationships among events.
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The estimates provided by each expert on the basis of this scale
form the matrix D of qualitative evaluation of pairwisc intcrac-
tions (if any) among the analysed events. In the Polish Case Study
we have obtained fiftecn such matrices. The example of one of them

(Expert No. 7) is given in table II.7.
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TABLE II.7. The matrix D of qualitative assessment of interactiomn:
among the events; Expert No. 7.

Once the matrices D of qualitative estimates of pairwise
interactions between the events are determined, the experts are
then asked to provide information on the quantitative assessment
of conditional probabilities. In this step they are asked to assumc
for the sake of analysis that it is certain that a particular event
will or will not occur in the time horizon T. Given this hypothesis,
the experts provide the resulting new estimates for the probabili-
ties R, i3 o Si' of occurrence of the other events. Unless they
change them, the conditional probabilities are set to the prior

probabilities P? ;

The session manager informs the experts about the "occurrence"
or "nonoccurrence" of an event according to how they specified the
prior probabilities, i.e. ac itng to the average values of the
group responses on the fi %%Ed’&‘ay@act question:

l

- If experts had specif éi the probab;llty P of event es fng (8] 5)

or less; i.e. if 0 re told to assume that the

£\ 10,454, thez
event ej occurred and)they are aakqﬁ
XES

o estimate the values
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i.e. conditional probabilities of events ey given prior occurrence

of the event e,.
J
= T 055 @ R < 10l they are told to assume that the event e did
not occur and they are asked to estimate the values
sij = p(ei|§j) PR S TNC Tht ORI O
i.e. conditional probabilites of events ey given prior nonoccu-

rrence of the event ej.

The above rule, suggested originally by M. Turoff (1972), is
rather arbitrary. It is connected with the tendency to make the
maximum perturbation of the experts initial view of the system
development. Let us note that for the purpose of analysis we assume
that unlikely events will occur, and vice versa, i.e. that likely

events will not occur.

For some technical reasons, the expert is allowed only two-
digit specification of a probability which therefore must lie
between (and including) 0.01 and 0.99. If he enters a zero or one,
it is automatically changed to 0.01 or 0.99, respectively.

At this point, when the estimates of the conditional proba-

bilities R,. or S.. are detecrmined, the computer calculates the

i) ij
values Cij of the cross-impact factors. For this purpose the for-
mulae (II.16) or (II.19) derived in the previous section are used

respectively; i.e.
- when the estimates of Rij are determined, from (II.16) we obtain

(]

14 1—%? [@(Rij) - § ¢ )]; 1 G P e iy 1 o

- when the estimates of Sij are determined, from (II.19) we obtain

1"

cyy = - [$050- Bsip] s oamw an
§ ,

Once the cross-impact factors Cij are calculated, the lacking

elements of the matrices R and S of the conditional probabili-

ties Rij and Sij are computed from the equation (II.20), i.e.
cyy = (pmij) : (I)(sij) i =, BN iFd,

Then, the group average estimates of Rij and Sijeue calculated.
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It should be noted that, similarly as in the case of the prior
probabilities, when averaging procedure is applied, the occurrence

ratios @ “%j) and @(Sij) should be taken into account.

The joint form of the matrices R and § of conditional pro-
babilities determined within the analysed Polish Case Study is
presented in Table II.S8.

The cross-impact matrix:

The following step of the considered procedure is to deter-
mine the group response concerning the values of the cross-impact

factors Cij and the {— coefficients:

Once the cross-impact factors CE‘ are evaluated on the ba-
sis of the expert™s estimates; where k is the expert index (k=1, ..
.« 1K) the cocfficient xak can be obtained from the equation (II.21):
1 e '

x,ik . ‘P‘PC;) i jgi ci’; PO gn 1421,k s,

J

The group response is then determined by linear average of the
cross—-impact factors Cijk and the coefficients x;k. The values
obtained form the cross-impact matrix C being of essential signi-
ficance for the method considered. As it has been pointed out in
the previous section, the cross-impact factors Cij are a measure
of the strength and mocde (enhancing or inhibiting) of interactions

among the events.

The cross-impact matrix C derived in the course of computa-
tions carried out within the Polish Case Study project is illu-
strated in Table II.9. The matrix C presents the relative causal
weights (cross-impact factors) of one event (column) upon another

(row) .

At the end of the procedure, the group average responses
concerned with the parameters of the effectiveness of influence
Vi and the sensitivity with regard to the influence U Qij .
defined for particular events by formulae (II.24), (II.25),(II.26),
are determined. The values of these parameters are very often usc-
ful for analysis of the resulting scenario of the system develop-

ment. The details will be given at the end of this section.
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TABLE II.8. The matrices R and S§ of conditional probabilities de-
termined for the events e, (i=1,..,12) listed in Table
V.2,Part 2.The column P, (I) "includes the prior probabi-
lities. The other columns denote the influencing events;
the rows denote the cvents being influenced. The valuces

of conditional probabilities Ri

J

and S,

i3

are given in %.
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TABLE II.9.

The form of the cross-impact matrix C determined for

the events e, (i=1,...,12) listed in Table V.2, Part 2.
The first coiumn includs. the, coefficients " .. 2lus
indicates an enhancing cffect; minus indicatés an inhi-
biting effect.



IT.4.2. Simulation of the system development state - exploratory

scenario.

Given the input data evaluated and/or calculated for the
considered cross-impact model on the basis of the subjective
experts” opinions, one can proceed to the next stage of the analy-
sed procedure. This is connected with investigation of the scenario
which identifies the future state of the system. In other words
the next stage is for the computer to present the decision maker
with a forecast as to which events will occur. To do this, the
Monte Carlo simulation approach for adjusting initial subjective
probabilities P? in the light of potential interactions among

members of the event set is applied.

In the course of simulation runs the cross-impact relation-

ship given by (II.13), i.e.

1
P, = =i Tig s N (LT 2:73)
1 + exp (- Xl - § :Ci.P.)

J;{l 33 ®

is utilized.

The cross-impact factors Cij and the X’— coefficients are
assumed to be constant in the considered time horizon T. It is
also assumed that the perception of the likelihood of the event
occurring produces the causul effect, and not the actual time
of occurrence. Taking into account this time independent view,

a ncw set of event probabilities { Pi’ i=1,...,N_} is simulated

as follows:

(1) An event is selected from the event set at random and its
"occurrence" or "nonoccurrence" is determined using a random
number generator so that its probability of occurrence is

equal to the originally specified probability.

(2) All other probabilities are adjusted on the basis of the

cross-impact relationship (II.27). On the first iteration
these are merely the conditional probabilities Rij ~ if the
event is deemed to have "occurred" or Sij - otherwise.

(3) A further event, of the remaining (N-1) events, is randomly
sclected so that its probability of occurrence is equal to
the adjusted probability resulting from the realization of
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the Step (2). This procedure is repeated until all events

have either "occurred" or "not occurred".

(4) By undertaking a large number of computer simulation runs
(Steps 1+3) and recording the cumulative outcomes for each
event (i.e. "occurred" or "not occurred"), it is possible to
obtain a revised set of probabilities for the N events, which
takes into account the between - event interactions. These
probabilities allow one to create a likely scenario of the

system development.

The presented procedure is a modification of the Turoff (1972)
"cascading perturbation" approach to scenario generation. In the
considered Polish Case Study we introduced also some additional
extension of the method. Namely, taking into account that the time
horizon T assumed for the purpose of the regional development ana-
lysis was 40 years,it was divided into four intervals At ( At= 10

years) called scenes.

Let us denote by t-the index of the subsequent scene, i.e.
t=1,...,L; where L - the assumed number of scenes. Thus, we have
T = L x At. In the approach mentioned we assume that the prior

probabilities Pg

(i=1,...,N) of the considered events as well
jor Sy (4,3=1,... /N ; i#5)

are estimated by experts for the first scene (i.e. for t=1) instead

as the conditional probabilities Ry

of the time horizon T, and that the cross-impact factors Cij and
the X‘— coefficients remain unchanged in the subsequent scenes
t=2,3,...,T. The justification of this assumption is that the cross-
impact factors Ci' reflect some relative measure of the interact-
ions among events which is constant in time within the considercd
time horizon T. Also, the f— cocfficients represent constant in

time impact of the environment on the analysed system.

Taking into account the above assumptions the computer Monte
Carlo simulatioﬂ of the analysed system development can be carricd
out in the similar way as it has been done previously. In order to
do it, the described simulation procedure (see Steps 1%+4) should

be applied sequentially starting from the first scene up to the
t
al
(i=1,...,N ; t=1,...,L) being the adjusted probabilities for the

last one. During this simulation process, the probabilities P

t-th scene are considered as "the input" probabilities for the
(t+1)-th scene. For the first scene, "the input" probabilities

are merely the prior probabilities P? ; i=1,...,N, estimated on



the basis of experts opinions.

The graphs of probabilities PE (i) pilv e 120 B2V 0iin o B)
obtained via application of the described approach within the
reported Polish Case Study, i.e. probabilities of occurrence of
Lhe considerced events in the subsequent scenes, are presented

in the Appendix to Chapter V, Pafitl 2.

The presented approach allowing the decision maker to
investigate a likely scenario of the analysed system development

is in fact directly connected with the so called exploratory fore-

casting of the future system state. 1In other words, the scenario

generated presents a possible - but not necessarily desirable -
state of thie system considered. When investigating it, no special
policies affecting the likelihood of particular events (e.g. spe-
cially introduced investments) have been taken into consideration.
In this sense, the analysed procedure yielding a likely scenario
of the system development may be called the passive simulat%on

of the future,

The general form of the block-diagram of the simulation pro-

cedure described in this subsection is given in Table II.10.

IT.4.3. Simulation of the system development goals - normative

scenario.

The simulation procedure presented in the previous subsection
makes it possible to generate the exploratory scenario of a likely
future system state. As it has been pointed out, such a scenario
presents a possible "future" connected with the analysed system develop-
ment. Once a likely future state of the considered system is deter-
mined, one can identify the desirable as well as not desirable
future situations and then determine the policies (actions) pre-
venting the latter one. This is directly associated with the so

called normative forecasting of the system development goals.

It can be done via investigation of the scenario meant for
achieving the system goals. In order to do it, the so called active

simulation of the system development is to be undertaken.

The first step of this simulation process is specification
of the sets of dependent and independent events on the basis of

the parameters W& (effectivencss of influence) and i v Qij

(sensitivity with regard to influence) defined by equations (II.24)+



. START

[ Define : t — index of scene; s- index of sknhla}irn'trfnl: ]

) i - index of event

Enter the input data:

N- the number of events; L- the number of scenes; M- the number of simulation trials

{ei}u - the list of events (the event set)
i

Y

Perform the information stage:

Evaluate: P}, Dij' Rij' S1j ;

Calculate: Cij' rl s 1,3= 1,...,N; 123,

it:=1

[;clect an event from the total event set using the random number gencrator ]

) <

Determine the event occurrence or non-occurrence using the Monte Carlo technique
(the random number generator) and currently evaluated probability of occurrence.

[

Recompute all other probabilities of the event occurrences using the cross-impact
relatiorshin (I1.27).
Select an event from the subset of events which have not already been assumed
to occur or not occur using the random number generator.

‘Store the indices of events which "have occured” in the scene t ]

[Calculate the frequency of cach event occurrence in the scene t.

Store the updated probabilities of occurrence: P?, =0, i . N
NO

t=L ? > tizt+l

YES

Caloulate: _ cne effectiveness coefficients Y: i i=1,...N; and

-~ the scnsitivity coefficients qi, Qtj: 1,350, 0nll dades 6abicnn 3,

GO AR Y IRt R ORI

Analyse the results of simulation :

- Determine thelikely scenario of the system state,
- Determine : the independent (control) events and

the dependent (controllable) events,

1

TABLE II.10.The block- diagram of the simulation of the future system state,
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(IT.26). Note that in the modified version of the simulation pro-
cedure connected with introduction of the subsequent scenes t=1,..,L,
we are able to determine the values of parameters W&t and r1i§

for each scene separately.

Having the values of these parameters we can specify the inde-
pendent events, i.e. those whose occurrence is largely unaffected by
_the other events and, at the same time, which may effecctively influ-
ence some subset of other events. Thus, the determined independent
events may be viewed as some "control events" which are crucial
from the point of view of generating the normative development
scenario. On the other hand, the development goals of the system

considered may be defined by means of those dependent events who-

se occurrence is desirable.

The decision maker, using the cross-impact model, may now
examine the sensitivities of this model by choosing to modify
one or more of the prior probabilities of the independent events
and holding the rest of them and the cross-impact factors constant.
This would correspond to assuming a basic change in policies or
actions effecting the likelihood of a particular event. After se-
veral computer simulation runs, the effects of undertaken choices
are summarized and compared to the original result obtained in

the course of passive simulation.

As a result of those computer simulation trials a normative
scenario, indicating some"optimal" or "rational" ways of achieving

the system development goals, can be investigated.

The active simulation of the system development based on
generation of the scenario meant for achieving the system goals
has not been considered within the analysed Polish Case Study yet.

So, the further investigations in this area are to be carried out.

II.5. Concluding Remarks

It is advantageous at this point to compare the traditional
Delphi technique with the cross-impact formalism analysed in this
Chapter and to draw appropriate inferences. Namely, techniques
incorporating expert judgement or subjective input for evaluating
future oriented issues may be classified broadly as either single
event or compound event procedures (see Helmer 1977, Mitchell, Ty-
deman 1978).
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The former, of which the most notable is the Delphi inquiry,
involves a group of experts assessing the likelihood of occurrence
(and perhaps other measures such as desirability, feasibility or
significance) of a number of selected events within certain time
periods. Whilst the analyst may then rank individual events in
terms of one or more of the measures adopted, a basic limitation
is that each event is considered in isolation, i.e. the occurrence

of any one event is assumed not to affect of occurrence of any othe

The latter procedure is directly connected with cross-impact
analysis approach making it possible to investigate the effect of

between-event '~ interdependences in futures research.

From the considerations given in this Chapter it follows
immediately that it is useful for an analyst to put these procedn-
res together within the context of a modern terminal-oriented com-
puter - communications system. It is quite feasible to design a
computer-aided on-line conference version of the cross-impact

exercise which would eliminate delays in protessing the group re-
sults and allow the conferees to modify their views at will.

Given such a system, an analyst faced with some future orien-
ted complex problem may quickly bring together the group of expcrts‘
via the terminals to obtain a likely scenario of the future deve-
lopment state and one or more plausible scenarios meant for achie-
ving the development goals. Taking into account the growing availa-
bility of terminals, computer hardware and software to support

such a conferencing, and the availability of digital communica-
tion networks providing reasonable communication costs, it can

be expected that the system of the type described here will com<’™
into being in the nearest future. In the considered Polish Case
Study we have applied only reduced form of the mentioned computer-
-aided conferencing system; i.e. the so called mini-Delphi inquiry

(see Hill, Fowles 1975) has been utilized in our case.

At the end of this Chapter it éhould be pointed out that, as
many authors state (see e.q. Mitchell, Tydeman 1978, McLean 19763 ,
§cenario generation is not an "end" in itsef but that it seeks to
provide the decision maker with an additional dimension in which
he is able to evaluate the efficiency of alternative courses of
actions or strategies. In other words, cross-impact is not primarily
a technique for predicting the future but rather has its significant
advantage in constructing the mentioned context of the futures re-
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Thus, the results given in Chapter V, Part 2 , related
to the cross-impact study of the Beitchatdw-Szczercdéw regional
development case, should be considered in the presented above

sense.

The software for the Cross-Impact and Delphi inquiry system
proposed has been written in BASIC language for HEWLETT-PACKARD
minicomputer (mod. 9845 B). It is available at Department of Te-
chnical Service, Polish Academy of Sciences (01-447 Warsaw, Newe-
lska 6, Poland).
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