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Abstract: This paper is concerned with the construction of
reduced–order models for high–order linear systems in such a way
that the L2 norm of the impulse–response error is minimized. Two
convergent algorithms that draw on previous procedures presented
by the same authors, are suggested: one refers to s–domain repre-
sentations, the other to time–domain state–space representations.
The algorithms are based on an iterative scheme that, at any step,
satisfies certain interpolation constraints deriving from the optimal-
ity conditions. To make the algorithms suitable to the reduction
of very large–scale systems, resort is made to Krylov subspaces and
Arnoldi’s method. The performance of the reduction algorithms is
tested on two benchmark examples.

Keywords: linear systems, model reduction, output–error min-
imization, L2 norm, Krylov subspaces, Arnoldi’s algorithm.

1. Introduction

Linear time–invariant models are often used to describe phenomena in physical
and economic contexts because many tools are available for their study. How-
ever, when the system complexity is high or its size is big, the number of state
variables may be too large for simulation and control purposes, and it is manda-
tory to approximate the original high–order model by means of a lower–order
one.

Many approaches to model reduction have been proposed over the past
decades. Among the most popular ones, we can mention the Padé-like methods
leading to the retention of some Markov parameters and time moments (Bultheel
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