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Abstract: In this paper we introduce a hybrid approach to data
series classification. The approach is based on the concept of ag-
gregated upper and lower envelopes, and the principal components
here called ‘essential attributes’, generated by multilayer neural net-
works. The essential attributes are represented by outputs of hidden
layer neurons. Next, the real valued essential attributes are nomi-
nalized and symbolic data series representation is obtained. The
symbolic representation is used to generate decision rules in the
IF. . .THEN. . . form for data series classification. The approach
reduces the dimension of data series. The efficiency of the approach
was verified by considering numerical examples.

Keywords: data series, dimension reduction, envelopes, essen-
tial attributes, heteroassociation, machine learning from examples,
decision rules, classification.

1. Introduction

In many areas, such as medicine, finance, industry, climate etc., data series arise.
The generated data must be registered, stored, transmitted and then analysed.
The majority of data series research focuses on the following problems: indexing
(e.g. Keogh, Chakrabarti, Pazzani, 2001), clustering (e.g. Keogh, Pazzani, 2001;
Wu, Chang, 2004; Krawczak, Szkatuła, 2010c), classification (e.g. Nanopoulos,
Alcock, Manolopoulos, 2001; Krawczak, Szkatuła, 2010a,b), summarization (e.g.
Lin et al., 2001), and anomaly detection (Shahabi, Tian, Zhao, 2000). Due
to a huge amount of data, different kinds of data series representations were
developed. In the literature one can find specialized algorithms dealing with
such problems, e.g. including decision trees (Rodriguez, Alonso, 2004), neural
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