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# Porous media at finite strains The new model with the balance equation for porosity 

K. WILMAŃSKI (ESSEN)


#### Abstract

The purpose of this work is the presentation of the governing equations describing the two-component porous material as the mixture with the additional field of the porosity. The additional field equation for this field is proposed. The governing equations are formulated in the new Lagrangian description. The constitutive relations under arbitrary elastic deformations of the skeleton are proposed. Various simplified models and their basic properties such as the propagation of sound waves are discussed. The work should be of interest for scientists working on continuum mechanics (problems with the free boundary), on numerical methods in continuum mechanics and on the wave propagation as the method of diagnosis of media with microstructure.


## 1. Introduction

THE THEORIES of porous materials have been developed primarily within the frame of soil mechanics. For granular soils (e.g. sand), clays and rocks, various engineering models were proposed to describe the flow of water or other fluids through the pores. The extensive literature concerning this subject as well as the introduction into the nomenclature of porous media can be found, for instance, in the excellent classical book of J. BEAR [1]. The connection of continuous models of porous materials with the modern theory of mixtures is explained in the review article of R.M. Bowen [2].
R. DE BOER [3] presents in his major historical paper not only many details concerning the pioneering works of Terzaghi, Fillunger and some other engineers, who have contributed to the practical soil mechanics but he discusses also some new tendencies in the theories of porous media. Another practical aspect of these theories stems from combustion problems of granular materials which describe the behaviour of solid fuels. The review article on this subject has been written by S.L. Passman, J.W. Nunziato, E.K. Walsh [4]. Much less has been done on the subject of multicomponent continua with large deformations of solids. Large elastic deformations which appear, for instance, in foams damping the sound waves or some filters in the chemical industry, were investigated experimentally but very little has been done from the continuum-mechanical point of view. Large plastic deformations, which accompany almost any loading of sands, are still described by means of the one-component models and, for instance, the influence of the changes of porosity is usually entirely neglected. Even the problems of large static deformations with the small dynamical disturbance (e.g. diagnosis of soils by propagating sound waves) are understood much better from the experimental standpoint than through some theoretical description. As an example, let us
mention a very competent book of T. Bourbie, O. Coussy, B. Zinszner, [5] who give the account on the wave experiments on porous materials but describe them theoretically by means of the old model of Biot in which the multicomponent character of the medium is accounted in a very poor and deficient manner.

The purpose of the present work is the presentation of the mechanical twocomponent model of the porous materials in which the skeleton may undergo arbitrary large elastic deformations, the fluid is inviscid but it may interact with the skeleton in an almost arbitrary way, and the porosity can change according to its own field equation. The irreversibility of processes in such a model follows from the diffusion and from the pore relaxation.

In the next section we present the necessity of the formulation of additional equations in the theory of porous materials when compared with the usual theory of mixtures of the same number of components. The third section is devoted to the brief presentation of the new consistent way of description of porous materials when the reference configuration of the skeleton is chosen as the reference for all other components as well. Apart from the advantages of this Lagrangian description in cases of large deformations, it is also a very convenient starting point for the numerical investigations of the model of porous media. In the fourth section we present the family of fields and field equations for this Lagrangian description of the two-component porous medium with the elastic skeleton and an ideal fluid component. The fifth section is devoted to the thermodynamic restrictions imposed on the constitutive relations assumed in the section four. The sixth section limits further the constitutive relations by the assumption of isotropy. One of the most important and rather surprising, very restrictive results follows in this section for the flux in the balance equation of porosity. In the seventh section we discuss some possibilities of further restrictions of constitutive relations by simplifying the way in which the components interact with each other. These simplifications are motivated by experimental results for rocks and granular materials.

The presentation of the model is supplemented in the eighth section with the discussion of the dynamic compatibility conditions and their connection with the boundary conditions for the porous medium. The most important part of this section concerns the conditions for the case of the free outstreaming fluid which yields the necessity of the additional scalar boundary condition describing the free boundary.

As an example of applications of the model we present in the ninth section the analysis of the propagation conditions for the sound waves. It is shown that the model indeed describes all these waves which are observed in reality. We present as well some possibilities of the application of this model to the diagnosis of porous media. The tenth section contains one of the possible linear models following from the general formulation. It is shown that quasi-static solutions of some boundary value problems for such a linear model are identical with the corresponding solutions of soil mechanics.

## 2. Closure problem: constitutive relations vs. differential equations for volume fractions

The main difference between the classical theory of mixtures of fluid-like components (miscible components) and the theory of porous materials (immiscible components) is connected with the existence of additional fields - a sort of internal variables - for the porous material, which describe the volume fraction of each component in the total microscopic control volume. For the A different components these volume fractions must satisfy the obvious normalisation condition

$$
\begin{equation*}
\sum_{\alpha=1}^{A} n^{\alpha}=1 \tag{2.1}
\end{equation*}
$$

where $n^{\alpha}$ denotes the volume fraction of the $\alpha$-component, $1 \leq \alpha \leq A$.
This relation is sometimes called the saturation condition. This name stems from the soil mechanics in which the porous materials with pores partially filled with water are frequently considered. In such cases the air is not accounted for as the third component and the medium is considered to be not fully saturated. The sum of volume fractions of the solid and of the water is smaller than one. It is quite obvious that it is not necessery to do so in the construction of the model. Particularly in processes of phase transitions such as the evaporation (drying processes, cavitation) the role of the gaseous phase is important. This gaseous component cannot be left out of the model even if its kinematics is identical with this of the fluid component.

It is easy to see that, in contrast to the classical theory of mixtures of miscible components, a theory of porous materials requires additional field equations. The continuum models of miscible components have been constructed by means of the partial balance equations of mass, momentum and energy for each component. In the Eulerian description these laws together with apppropriate constitutive relations were sufficient to yield the field equations for the partial mass densities $\varrho^{\alpha}$, the partial velocities $\mathbf{v}^{\alpha}$ and the partial temperatures $\Theta^{\alpha}$. These balance laws are also used in models of the immiscible components but we have to supplement the theory with relations for the volume fractions.

A few solutions of this problem have been proposed. They can be divided into two classes:

1) additional constitutive relations are introduced,
2) additional differential equations in the form of either evolution equations or balance equations are proposed.

The simplest example of the model of the first class is the model proposed by R.M. Bowen [6]. Its prototype can be found in the papers of J.J. van Deemter and E.R. van der Laan [7] as well as of J.O. Hinze [8]. Also the work of R.S. Sampaio and W.O. Williams [9] is based on the similar notions. In this model
it is assumed that the volume fractions are proportional to the corresponding partial mass densities

$$
\begin{equation*}
n^{\alpha}=\frac{\varrho^{\alpha}}{\varrho^{\alpha R}}, \quad 1 \leq \alpha \leq A \tag{2.2}
\end{equation*}
$$

where $\varrho^{\alpha R}$ are constants. These constants are called true mass densities and the corresponding components are called incompressible. In the Bowen's model this notion of incompressibility has nothing to do with the usual incompressibility of one-component continua. The classical incompressibility is the constraint requiring the sustaining reaction forces (e.g. reaction pressure). Such reaction forces do not appear in the Bowen's model. There is however a reaction force due to the saturation condition. Namely the relations (2.2) specify all volume fractions in terms of partial mass densities but they cannot be arbitrary due to the constraint of the saturation condition (2.1). This model has been extensively applied. However the recent results concerning in particular the boundary value problems for dynamic processes and the relaxation properties seem to indicate that the model has many very serious physical flaws.

Another model of the same class has been introduced by J.L.W. Morland [10]. He has assumed the constitutive relations describing the volume fractions. The model presented in the paper [11], concerning the two-component porous material belongs as well to this class. In the latter paper the saturation condition reduces the number of independent volume fractions to one. The additional constitutive relation has been proposed in a quite general form

$$
\begin{equation*}
\pi(\mathcal{C})=0, \tag{2.3}
\end{equation*}
$$

where $\pi$ denotes the arbitrary scalar function and $\mathcal{C}$ denotes the collection of all constitutive variables of the model. The thermodynamic considerations as well as the construction of the boundary value problems for such a model have been presented in the above mentioned paper. No practical applications have been made as yet.

Recently the much more sophisticated version of such a model is being investigated by J. Bluhm and R. de Boer (see: [3, 12]). It is based on the semi-microscopic considerations referring to the "true" components. The local configuration of each component is assumed to be described by the so-called realistic deformation gradient $\mathbf{F}^{\alpha R}$ which is mapping the material vectors of the $\alpha$-component from the reference configuration to the current configuration. These gradients are not assumed to be integrable. However one assumes that there exists the supplementary gradient $\mathbf{F}^{\alpha N}$ which combines with the realistic deformation gradient into the integrable partial deformation gradient $\mathbf{F}^{\alpha}$ of the $\alpha$-component

$$
\begin{equation*}
\mathbf{F}^{\alpha}=\mathbf{F}^{\alpha N} \mathbf{F}^{\alpha R} . \tag{2.4}
\end{equation*}
$$

The constitutive relations are assumed to hold for the objective combination of the realistic deformation gradients

$$
\begin{equation*}
\mathbf{C}^{\alpha R}=\mathbf{C}^{\alpha R}(\mathcal{C}), \quad \mathbf{C}^{\alpha R} \equiv \mathbf{F}^{\alpha R T} \mathbf{F}^{\alpha R} . \tag{2.5}
\end{equation*}
$$

In particular these relations define the constitutive relations for volume fractions and the saturation condition becomes again the constraint. It has been shown that in some particular cases this model describes the phenomena which have been observed in the experimental soil mechanics. Moreover the model seems to be an appropriate starting point for the description of anisotropic structure of pores. Nothing has been done yet in this direction.

It should be mentioned that the models of this class do not describe the pore relaxation processes because the volume fractions are controlled by other macroscopic deformation variables.

Within the second class of the models, the most commonly used one seems to be that started by the M.A. Goodman and S.C. Cowin [13] who have proposed an additional balance equation for a scalar quantity with a rather obscure physical interpretation. This equation is called the balance of equilibrated forces and in various versions it has been extensively used to describe the two-component granular materials (e.g. see: J.W. Nunziato, E.K. Walsh [14], D.S. Drumheller, A. Bedford [15], A. Bedford, D.S. Drumheller [16], S.L. Passman [17], S.L. Passman, J.W. Nunziato, E.K. Walsh [4]). In particular the results for the combustion problems (solid fuels) indicate that such a model is quite reasonable in spite of its rather unclear microscopic foundations.

The same sort of the model has been investigated by J. Bluhm, R. de Boer and K.'Wilmańsii [18]. They have considered the model with balance equations for true mass densities $\varrho^{\alpha R}$. These were not assumed to be constant any more as it was the case for the "incompressible" model of Bowen. The purpose of this work was however solely to show that the incompressibilities in the Bowen's model, if considered in the same way as in the classical continuum mechanics, yield the structure of the partial stress tensors which eliminates some flaws of the original Bowen's model. The local properties of this model have been investigated in order to check the appearance of sound waves. It has been proved [19] that the so-called P1- and P2- longitudinal waves may appear as required by experimental observations if very specific constitutive restrictions on fluxes are satisfied.

Another type of the model in this class has been introduced by R.M. Bowen [20] who postulates the evolution equation for each volume fraction. This procedure is quite common in thermodynamic theories with internal variables (e.g. macroscopic theories of mixtures with chemical reactions). It yields the spontaneous pore relaxation.

It should be mentioned that most of the above models admit large deformations of the skeleton. Although these have not been investigated in the above quoted papers, the problem has been recognized rather early. Some of its aspects
were mentioned, for instance, in the early papers of J.E. Adkins [21] and A.E. Green and J.E. Adkins [22]. These works do not contain however any propositions concerning the changes of volume fractions. An extension of these works under the Bowen's "incompressibility" assumption has been proposed by J. Kubik [23]. His work contains also many references connected with the problem of large deformations.

In the present work we shall discuss in some details a new version of the two-component model with the balance equation for porosity. It will be shown that the model easily admits large deformations of the skeleton (the solid component of the porous medium). Simultaneously it complies in the limit cases with the early engineering models of soils and rocks. The semi-microscopic motivation and thermodynamic details can be found in the paper [24]. A brief presentation of these arguments is contained in the Appendix to this paper.

## 3. Lagrangian description

The continuous theory of mixture with fluid components relies usually on the Eulerian description of the motion of components, similarly to the classical fluid mechanics of the single component. In the case of one solid component such as the skeleton of the porous medium this method is also possible but not very convenient. Namely, to describe the large deformations of the skeleton in the Eulerian way we have to introduce the deformation gradient $\mathbf{F}^{S}$ of the skeleton as the field in the space of actual configurations and then use the integrability condition for this gradient as the additional tensorial field equation (e.g. see: [25]). The attempts to use the mixed description - the Eulerian one for the fluid components and the Lagrangian one for the solid components (see: R.M. Bowen [2]) - does not seem to be appropriate either. It yields certain basic technical difficulties in the evaluation of the second law of thermodynamics and, most important of all, it is not suitable for the analysis of the boundary value problems. In the latter case, the field equations must be first transformed to the same independent variables - either Eulerian or Lagrangian and this transformation leads again to the technical difficulties apart from the fact that the problem can be formulated in the uniform description from the very beginning. In addition, the numerical analysis based on the finite element methods is simplified considerably when we use the same reference configuration for all components to define the spatial (Lagrangian) independent variables.

The most natural choice of such a reference configuration is the configuration of the skeleton for which its deformation gradient is the identity. Then the description of the deformation and of the kinematics is Lagrangian as in the nonlinear mechanics of solids. It remains to clear the question how to describe the fluid components in such a reference. This question has been answered in [11] (see also [26] for many details) where the two-component porous material
has been considered. We present here briefly these results limiting the further considerations of this work to the two-component porous materials as well. The extension to the cases of larger number of components is straightforward.

Let us begin with the motion of the skeleton. In the Lagrangian description it is given by the function of motion

$$
\begin{equation*}
\mathbf{x}=\chi^{S}(\mathbf{X}, t), \quad \mathbf{x} \in E^{3}, \quad \mathbf{X} \in \mathcal{B} \tag{3.1}
\end{equation*}
$$

where $\mathbf{x}$ denotes the current position of the material point $\mathbf{X}$ of the skeleton, $E^{3}$ is the three-dimensional Euclidean space of motion and $\mathcal{B}$ denotes the reference configuration of the skeleton which, for the purpose of this work, can be identified for instance with the real configuration of the skeleton at the instant of time $t=t_{0}$. Then the deformation gradient and the velocity of the skeleton are defined as follows

$$
\begin{equation*}
\mathbf{F}^{S}(\mathbf{X}, t)=\operatorname{Grad} \chi^{S}(\mathbf{X}, t), \quad \mathbf{x}^{\prime S}(\mathbf{X}, t)=\frac{\partial \chi^{S}}{\partial t}(\mathbf{X}, t) \tag{3.2}
\end{equation*}
$$

In the case of the fluid component described in the Eulerian way, the kinematics is given by the velocity field defined on the current configuration

$$
\begin{equation*}
\mathbf{v}^{F}=\mathbf{v}^{F}(\mathbf{x}, t), \quad \mathbf{x} \in \mathcal{X}^{S}(\mathcal{B}, t) \tag{3.3}
\end{equation*}
$$

It is rather obvious that the kinematics of the fluid is defined solely within the domain of the current configuration of the solid $\chi^{S}(\mathcal{B}, t)$. We are not interested in the motion beyond this domain except for the phenomena appearing on the boundary of the skeleton. This problem shall be discussed in the sequel. We proceed to transform the relation (3.3) into the Lagrangian description of the skeleton. Let us concentrate the attention on the material point of the fluid which occupies the position $\mathbf{x}$ at the instant of time $t$. For the small time increment $\Delta t$ the position of this material point is given by the relation

$$
\begin{equation*}
\mathbf{x}(t+\Delta t)=\mathbf{x}(t)+\mathbf{v}^{F}(\mathbf{x}(t), t) \Delta t \equiv \mathbf{x}(t)+\mathbf{F}^{S}(\mathbf{X}, t) \Delta \mathbf{X}+\mathbf{x}^{\prime S}(\mathbf{X}, t) \Delta t \tag{3.4}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{X} \equiv \mathbf{X}(t) & =\chi^{S-1}(\mathbf{x}(t), t), \\
\Delta \mathbf{X} & =\chi^{S-1}(\mathbf{x}(t+\Delta t), t+\Delta t)-\chi^{S-1}(\mathbf{x}(t), t) \tag{3.5}
\end{align*}
$$

The second part of the relation (3.4) follows certainly from the fact that the material point of the fluid has changed the material point of the skeleton X with which it had shared the position at the instant of time $t$ into the material point of the skeleton $\mathbf{X}+\Delta \mathbf{X}$, as indicated in the relation (3.5) (diffusion!). Consequently, after easy manipulations in (3.4) we see that the image of the material point of the
fluid in the reference configuration of the skeleton $\mathcal{B}$ moves with the following velocity

$$
\begin{gather*}
\mathbf{X}^{\prime F}(\mathbf{X}, t)=\lim _{\Delta t \rightarrow 0} \frac{\Delta \mathbf{X}}{\Delta t}=\mathbf{F}^{S-1}\left(\mathbf{x}^{\prime F}-\mathbf{x}^{\prime}\right) \\
\mathbf{x}^{\prime F} \equiv \mathbf{v}^{F}\left(\mathbf{\chi}^{S}(\mathbf{X}, t), t\right) \tag{3.6}
\end{gather*}
$$

We call this velocity the Lagrangian velocity of the fluid component. It is obvious that this velocity together with the velocity of the skeleton and with the deformation gradient of the skeleton, determines uniquely the usual Eulerian velocity of the fluid component $\mathbf{v}^{F}$. Hence both ways of the description of kinematics of the fluid component are equivalent. However the Lagrangian way has the advantage that all fields are defined in the same domain $\mathcal{B}$.

## 4. Field equations

We proceed to specify the basic fields of the two-component model and the appropriate field equations. We limit our attention solely to isothermal processes. Then the processes in the skeleton are described by the initial mass density $\varrho^{S}$ which is assumed to be constant (independent of the position in $\mathcal{B}$-homogeneous material) and by the function of motion $\chi^{S}(\cdot, \cdot)$. In addition to this vector field for the skeleton, the process in the porous medium is described by the vector field of the Lagrangian velocity $\mathbf{X}^{\prime F}(.,$.$) as well as the mass density of the fluid$ component and the volume fraction of the fluid. We have to find the Lagrangian representation for the last two fields.

The usual current mass density of the fluid component $\varrho_{t}^{F}(\mathbf{x}, t)$ satisfies the following mass conservation law

$$
\begin{equation*}
\forall \mathcal{P}_{t} \subset \chi^{S}(\mathcal{B}, t): \frac{d}{d t} \int_{\mathcal{P}_{t}} \varrho_{t}^{F} d \mathrm{v}=0 \tag{4.1}
\end{equation*}
$$

where $\mathcal{P}_{t}$ is material with respect to the motion of the fluid. It has been assumed that there are no mass sources which could appear in the case of the exchange of mass between components. The above relation can be easily written in the image on the reference configuration $\mathcal{B}$ of the skeleton. Namely

$$
\begin{gather*}
\forall \mathcal{P} \subset \mathcal{B}: \frac{d}{d t} \int_{\mathcal{P}} \varrho^{F} d v \equiv \int_{\mathcal{P}} \frac{\partial \varrho^{F}}{\partial t} d v+\oint_{\partial \mathcal{P}} \varrho^{F} \mathbf{X}^{\prime F} \cdot \mathbf{N} d s=0 \\
d v=J^{S-1} d \mathbf{v} \tag{4.2}
\end{gather*}
$$

where

$$
\begin{equation*}
\varrho^{F}=J^{S} \varrho_{t}^{F}, \quad J^{S} \equiv \operatorname{det} \mathbf{F}^{S}, \quad \mathcal{P}=\chi^{S-1}\left(\mathcal{P}_{t}, t\right) \tag{4.3}
\end{equation*}
$$

and $\partial \mathcal{P}$ denotes the boundary of the set $\mathcal{P}$, material with respect to the fluid component. The presence of the surface integral is certainly connected with the fact that the image of fluid on $\mathcal{B}$ changes in time according to the field of the Lagrangian velocity of the fluid component.

It remains to introduce the representation for the volume fractions. It can be done, for instance, by the consideration of the true mass densities defined by the relations (2.2). If these are going to have the meaning of the mass densities then they have to transform in the same way as $\varrho^{F}$ in the relation (4.3), i.e.

$$
\begin{equation*}
\varrho^{F R}=J^{S} \varrho_{t}^{F R} \Rightarrow n^{F}=n_{t}^{F}, \tag{4.4}
\end{equation*}
$$

where $\varrho^{F R}$ and $\varrho_{t}^{F R}$ denote the reference value and the current value of the true mass density of the fluid component, respectively. The implication in the relation (4.4) follows, certainly, from (4.3). Consequently, we have the following relation for the volume fraction of the skeleton

$$
\begin{equation*}
n^{S}=1-n=n_{t}^{S}, \quad n \equiv n^{F} . \tag{4.5}
\end{equation*}
$$

In the above relation the saturation condition for the two-component porous medium has been used. The volume fraction of the fluid component $n^{F}$ is frequently called the porosity of such a medium and it is denoted by $n$, as indicated in (4.5). According to the above choice of the transformation rules preserving the geometrical meaning of the volume fractions, the porosity in the Lagrangian description is identical with that in the Eulerian description.

The above considerations yield the following set of fields which must be determined by the mechanical model of the two-component porous medium

$$
\begin{equation*}
(\mathbf{X}, t) \mapsto\left\{\rho^{F}, n, \mathbf{\chi}^{S}, \mathbf{X}^{\prime F}\right\} \in V^{8}, \quad \mathbf{X} \in \mathcal{B} \tag{4.6}
\end{equation*}
$$

where $V^{8}$ is the eight-dimensional vector space of values of the fields.
For these fields we have to formulate the field equations. As usual we shall make use of the conservation laws. Obviously, the conservation of mass of the solid component is identically satisfied in the Lagrangian description. The local conservation of mass of the fluid component follows easily from the equation (4.2). We obtain

$$
\begin{equation*}
\frac{\partial \varrho^{F}}{\partial t}+\operatorname{Div} \varrho^{F} \mathbf{X}^{\prime F}=0 \tag{4.7}
\end{equation*}
$$

The balance laws of momentum for both components are not conservation laws due to the interaction of components in the relative motion (diffusive force). We write first the integral form of these laws. Namely

$$
\frac{d}{d t} \int_{\mathcal{P}} \varrho^{S} \mathbf{x}^{\prime S} d v=\oint_{\partial \mathcal{P}} \mathbf{P}^{S} \mathbf{N} d s+\int_{\mathcal{P}}\left(\mathbf{p}^{*}+\varrho^{S} \mathbf{b}^{S}\right) d v
$$

for $\forall \mathcal{P} \subset \mathcal{B}$ - material with respect to skeleton,

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathcal{P}} \varrho^{F}{\mathbf{x}^{\prime}}^{F} d v=\oint_{\partial \mathcal{P}} \mathbf{P}^{F} \mathbf{N} d s+\int_{\mathcal{P}}\left(-\mathbf{p}^{*}+\varrho^{F} \mathbf{b}^{F}\right) d v \tag{4.8}
\end{equation*}
$$

for $\forall \mathcal{P} \subset \mathcal{B}$ - material with respect to fluid, where $\mathbf{P}^{S}$ and $\mathbf{P}^{F}$ denote the partial Piola-Kirchhoff stress tensors related to the reference configuration of the skeleton. They are related to the Cauchy stress tensors of the current configuration by the relations

$$
\begin{equation*}
\mathbf{P}^{S}=J^{S} \mathbf{T}^{S} \mathbf{F}^{S-T}, \quad \mathbf{P}^{F}=J^{S} \mathbf{T}^{F} \mathbf{F}^{S-T} \tag{4.9}
\end{equation*}
$$

$\mathbf{T}^{S}$ and $\mathbf{T}^{F}$ being the partial Cauchy stresses in the skeleton and in the fluid component, respectively.

The vector $\mathbf{p}^{*}$ denotes the momentum source (diffusive force) resulting from different velocity fields of the components. These, in reality, two sources for two momentum balance equations differ solely in sign as required by the continuum theory of mixtures.

The vector $\mathbf{N}$ is the unit vector orthogonal to the boundary $\partial \mathcal{P}$ and oriented outwards.

In any regular point of the domain $\mathcal{B}$, the above balance laws yield the following local equations

$$
\begin{align*}
\varrho^{S} \frac{\partial \mathbf{x}^{\prime}}{\partial t}-\operatorname{Div} \mathbf{P}^{S} & =\mathbf{p}^{*}+\varrho^{S} \mathbf{b}^{S}  \tag{4.10}\\
\frac{\partial}{\partial t}\left(\varrho^{F} \mathbf{x}^{\prime F}\right)+\operatorname{Div}\left(\varrho^{F} \mathbf{x}^{\prime F} \otimes \mathbf{X}^{\prime F}-\mathbf{P}^{F}\right) & =-\mathbf{p}^{*}+\varrho^{F} \mathbf{b}^{F}
\end{align*}
$$

These equations and the mass balance for the fluid component (4.7) form the basis for the formulation of field equations if supplemented with constitutive laws. However we are still missing one equation for the eight fields (4.6). This is the closure problem which we have presented in Sec. 2. As indicated already we solve it by adding the balance equation for the porosity $n$. The semi-microscopic motivation of this equation can be found in the paper [24] and in the Appendix. In the present work this equation can be considered on the purely phenomenological footing (see as well: [27]). Namely we assume

$$
\begin{equation*}
\frac{\partial n}{\partial t}+\operatorname{Div} \mathbf{J}=\nu \tag{4.11}
\end{equation*}
$$

and call $\mathbf{J}$ the flux of porosity and $\nu$ the source of porosity. Their physical meaning shall be presented in the sequel (see, also: [27, 28]).

In order to formulate the field equations we have to introduce the constitutive relations for the following constitutive quantities

$$
\begin{equation*}
\mathcal{Z}=\left\{\mathbf{J}, \nu, \mathbf{F}^{S-1} \mathbf{P}^{S}, \mathbf{F}^{S-1} \mathbf{P}^{F}, \mathbf{F}^{S T} \mathbf{p}^{*}\right\} \tag{4.12}
\end{equation*}
$$

where the Piola-Kirchhoff stress tensors were multiplied by the deformation gradient for the objectivity reasons. We do not need to discuss this problem in the present work because it does not differ from the same problem of the nonlinear continuum mechanics of single-component media. However it is worth noticing that the vector $\mathbf{J}$ is also assumed to be independent of the observer which can be easily done in the Lagrangian description as we see further in this work. It is connected with the fact that the Lagrangian velocity is independent of the observer being defined by means of the relative velocity (see: (3.6)).

Further in this work we consider the simplest possible two-component porous medium for which it is assumed that the skeleton is elastic and the fluid is ideal. This certainly does not mean the reversibility of processes which are influenced by the diffusion and the sources of porosity, both these factors yielding dissipation. In terms of our fields the collection of constitutive variables in such a case is as follows

$$
\begin{equation*}
\mathcal{C}=\left\{\varrho^{F}, n, \mathbf{C}^{S}, \mathbf{X}^{\prime F}\right\}, \quad \mathbf{C}^{S} \equiv \mathbf{F}^{S T} \mathbf{F}^{S} \tag{4.13}
\end{equation*}
$$

where $\mathbf{C}^{S}$ denotes the right Cauchy-Green deformation tensor of the skeleton.
Finally we have the following constitutive relations

$$
\begin{equation*}
\mathcal{Z}=\mathcal{Z}(\mathcal{C}) \tag{4.14}
\end{equation*}
$$

all these functions being assumed to be twice continuously differentiable with respect to all arguments.

Equations (4.7), (4.10) and (4.11) together with the constitutive relations (4.14) form the closed set of eight field equations for the eight fields (4.6). It remains to formulate the boundary and initial conditions to obtain the initial-boundary value problem for the set of differential equations. We shall discuss the boundary conditions after the presentation of some thermodynamic admissibility conditions for the constitutive relations (4.14) which are as yet almost arbitrary except for the above mentioned mathematical regularity conditions.

## 5. Thermodynamic restrictions

We proceed to present the restrictions of the above described constitutive relations following from the assumption that the processes must satisfy the second law of thermodynamics.

Any solution of the field equations is called the thermodynamic process. According to the second law of thermodynamics, the thermodynamic process is thermodynamically admissible if the following inequality

$$
\begin{align*}
\varrho^{S} \frac{\partial \Psi^{S}}{\partial t}+\varrho^{F}\left(\frac{\partial \Psi^{F}}{\partial t}+\mathbf{X}^{\prime F} \cdot \operatorname{Grad} \Psi^{F}\right) & -\mathbf{P}^{S} \cdot \frac{\partial \mathbf{F}^{S}}{\partial t}  \tag{5.1}\\
& -\mathbf{P}^{F} \cdot \operatorname{Grad} \mathbf{x}^{\prime F}-\mathbf{F}^{S T} \mathbf{p}^{*} \cdot \mathbf{X}^{\prime F} \leq 0
\end{align*}
$$

is identically satisfied. In the above inequality $\Psi^{S}, \Psi^{F}$ denote the partial Helmholtz free energies of components. These are assumed to be the constitutive quantities, i.e.

$$
\begin{equation*}
\Psi^{S}=\Psi^{S}(\mathcal{C}), \quad \Psi^{F}=\Psi^{F}(\mathcal{C}) \tag{5.2}
\end{equation*}
$$

The simple derivation of the inequality (5.1) from the entropy balance equations and the entropy inequality for isothermal conditions can be found, for instance, in the work [11].

In the standard way we eliminate now the constraint on solutions of the inequality (5.1) that it should hold solely for the thermodynamic processes. Namely we introduce the Lagrange multipliers for the field equations and require that the inequality

$$
\begin{array}{r}
\varrho^{S} \frac{\partial \Psi^{S}}{\partial t}+\varrho^{F}\left(\frac{\partial \Psi^{F}}{\partial t}+\mathbf{X}^{\prime F} \cdot \operatorname{Grad} \Psi^{F}\right)-\mathbf{P}^{S} \cdot \frac{\partial \mathbf{F}^{S}}{\partial t}  \tag{5.3}\\
\quad-\mathbf{P}^{F} \cdot \operatorname{Grad} \mathbf{x}^{\prime F}-\mathbf{F}^{S T} \mathbf{p}^{*} \cdot \mathbf{X}^{\prime F} \\
-\Lambda^{\varrho}\left(\frac{\partial \varrho^{F}}{\partial t}+\operatorname{Div} \varrho^{F} \mathbf{X}^{\prime F}\right)-\Lambda^{n}\left(\frac{\partial n}{\partial t}+\operatorname{Div} \mathbf{J}-\nu\right) \\
-\mathbf{L}^{S} \cdot\left(\varrho^{S} \frac{\partial \mathbf{x}^{\prime S}}{\partial t}-\operatorname{Div} \mathbf{P}^{S}-\mathbf{p}^{*}-\varrho^{S} \mathbf{b}^{S}\right) \\
-\mathbf{L}^{F} \cdot\left(\frac{\partial}{\partial t}\left(\varrho^{F} \mathbf{x}^{\prime F}\right)+\operatorname{Div}\left(\varrho^{F} \mathbf{x}^{\prime F} \otimes \mathbf{X}^{\prime F}-\mathbf{P}^{F}\right)+\mathbf{p}^{*}-\varrho^{F} \mathbf{b}^{F}\right) \leq 0
\end{array}
$$

should hold for arbitrary fields. The multipliers are functions of the same constitutive variables as all other constitutive functions, i.e.

$$
\begin{array}{lll}
\Lambda^{e}=\Lambda^{e}(\mathcal{C}), & & \Lambda^{n}=\Lambda^{n}(\mathcal{C}), \\
\mathbf{L}^{S}=\mathbf{F}^{S} \mathbf{L}_{0}^{S}(\mathcal{C}), & & \mathbf{L}^{F}=\mathbf{F}^{S} \mathbf{L}_{0}^{F}(\mathcal{C}) . \tag{5.4}
\end{array}
$$

The solutions of the above inequality are constructed in two different ways. In early 60 -ies B.D. Coleman has proposed the method in which it was assumed that the class of volume forces was large enough to accomodate arbitrary changes of the other terms in the momentum balance equations. This means that these equations do not constrain the class of solutions of the entropy inequality. In such a case

$$
\begin{equation*}
\mathbf{L}^{S} \equiv 0, \quad \mathbf{L}^{F} \equiv 0 \tag{5.5}
\end{equation*}
$$

However, if the class of volume forces is not large enough (e.g. if $\mathbf{b}^{S}=\mathbf{b}^{F}$ as it is the case for the gravitational forces), the inequality must be exploited by the absence of these forces. This has been investigated for the first time by
I. Müller in 70 -ies. It can be easily shown that the second way is less restrictive for the multicomponent media and both methods yield the same results for the single-component continua.

For the purpose of this work we rely on the Coleman's method. Consequently the results remain on the safe side as far as the thermodynamic restrictions are concerned.

Bearing in mind the constitutive relations (4.14) and (5.2) and making use of the chain rule of differentiation in (5.3) we obtain the inequality which is linear with respect to the following derivatives

$$
\begin{equation*}
\left\{\frac{\partial \varrho^{F}}{\partial t}, \frac{\partial n}{\partial t}, \operatorname{Grad} \varrho^{F}, \operatorname{Grad} n, \frac{\partial \mathbf{X}^{\prime F}}{\partial t}, \operatorname{Grad} \mathbf{F}^{S}, \operatorname{Grad} \mathbf{X}^{\prime F}\right\} . \tag{5.6}
\end{equation*}
$$

Consequently the inequality can hold for arbitrary fields solely in the case when the coefficients of these derivatives vanish. We arrive at the set of the following identities

$$
\begin{gather*}
\Lambda^{\varrho}=\varrho^{S} \frac{\partial \Psi^{S}}{\partial \varrho^{F}}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial \varrho^{F}}, \quad \Lambda^{n}=\varrho^{S} \frac{\partial \Psi^{S}}{\partial n}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial n}, \\
\varrho^{S} \frac{\partial \Psi^{S}}{\partial \varrho^{F}} \mathbf{X}^{\prime F}+\Lambda^{n} \frac{\partial \mathbf{J}}{\partial \varrho^{F}}=0, \quad \varrho^{F} \frac{\partial \Psi^{F}}{\partial n} \mathbf{X}^{\prime F}+\Lambda^{n} \frac{\partial \mathbf{J}}{\partial n}=0,  \tag{5.7}\\
\varrho^{S} \frac{\partial \Psi^{S}}{\partial \mathbf{X}^{\prime F}}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathbf{X}^{\prime F}}=0, \\
\mathbf{P}^{S}+\mathbf{P}^{F}=2 \mathbf{F}^{S}\left(\varrho^{S} \frac{\partial \Psi^{S}}{\partial \mathbf{C}^{S}}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathbf{C}^{S}}\right), \\
\mathbf{F}^{S T} \mathbf{P}^{F}=-\varrho^{F} \Lambda^{\varrho} \mathbf{1}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathbf{X}^{\prime F}} \otimes \mathbf{X}^{\prime F}-\Lambda^{n}\left(\frac{\partial \mathbf{J}}{\partial \mathbf{X}^{F} F}\right)^{T}, \\
\operatorname{sym}^{23} \mathbf{P}^{F} \otimes \mathbf{X}^{\prime F}=\operatorname{sym}^{23}\left[2 \mathbf{F}^{S}\left(\varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathbf{C}^{S}} \otimes \mathbf{X}^{F}-\Lambda^{n}\left(\frac{\partial \mathbf{J}}{\partial \mathbf{C}^{S}}\right)^{T^{13}}\right)\right] .
\end{gather*}
$$

There remains the residual inequality which defines the dissipation $\mathcal{D}$ of the process

$$
\begin{equation*}
\mathcal{D} \equiv \mathbf{F}^{S T} \mathbf{p}^{*} \cdot \mathbf{X}^{\prime F}-\Lambda^{n} \nu \geq 0 . \tag{5.9}
\end{equation*}
$$

The above relations determine the Lagrange multipliers, relate partial stress tensors to the partial Helmholtz free energies and to the flux $\mathbf{J}$ and introduce certain additional restrictions on the constitutive relations. We do not try to exploit these results in their full generality and restrict our attention to the particular case of the isotropic porous media. This is the subject of the next section.

## 6. Isotropy

The assumption of the isotropy does not seem to limit the applicability of the present model very considerably because we have already assumed the porosity to be described by the volume fraction. Such an assumption eliminates any influence of the geometrical anisotropy of the pore structure from the model. In this respect the full isotropy assumption concerns solely the mechanical responses of the skeleton and reactions to the relative motion.

The constitutive relations for scalar functions of the isotropic medium must be invariant with respect to an arbitrary orthogonal transformation of the reference configuration. In our model there are three scalar functions (see: (4.12) and (5.2))

$$
\begin{equation*}
\left\{\nu, \Psi^{S}, \Psi^{F}\right\} \tag{6.1}
\end{equation*}
$$

and these functions of constitutive variables (4.13) satisfy the above requirement if they depend on these variables solely through their invariants

$$
\begin{equation*}
\mathcal{C}_{\text {iso }}=\left\{\varrho^{F}, n^{F}, \mathrm{II}, \mathrm{II}, \mathrm{III}, \mathrm{IV}, \mathrm{~V}, \mathrm{VI}\right\} \tag{6.2}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{I} & =\mathbf{1} \cdot \mathbf{C}^{S}, & \mathrm{II} & =\frac{1}{2}\left(\mathrm{I}^{2}-\mathbf{1} \cdot \mathbf{C}^{S 2}\right), \\
\mathrm{III} & =\operatorname{det} \mathbf{C}^{S} \equiv J^{S 2}, & \mathrm{IV} & =\mathbf{X}^{\prime F} \cdot \mathbf{X}^{\prime F}, \\
\mathrm{~V} & =\mathbf{C}^{S} \cdot\left(\mathbf{X}^{F} \otimes \mathbf{X}^{\prime F}\right), & \mathrm{VI} & =\mathbf{C}^{S 2} \cdot\left(\mathbf{X}^{\prime F} \otimes \mathbf{X}^{\prime F}\right) .
\end{align*}
$$

Simultaneously the model contains two vector constitutive functions for which the general isotropic representation is of the following form

$$
\begin{align*}
\mathbf{J} & =\left(\Phi_{0} \mathbf{1}+\Phi_{1} \mathbf{C}^{S}+\Phi_{2} \mathbf{C}^{S 2}\right) \mathbf{X}^{\prime F}, \\
\mathbf{F}^{S T} \mathbf{p}^{*} & =\left(\pi_{0} \mathbf{1}+\pi_{1} \mathbf{C}^{S}+\pi_{2} \mathbf{C}^{S 2}\right) \mathbf{X}^{\prime F} \tag{6.4}
\end{align*}
$$

In the above relations the coefficients are arbitrary isotropic scalar functions, i.e.

$$
\begin{equation*}
\Phi_{a}=\Phi_{a}\left(\mathcal{C}_{\text {iso }}\right), \quad \pi_{a}=\pi_{a}\left(\mathcal{C}_{\text {iso }}\right), \quad a=0,1,2 \tag{6.5}
\end{equation*}
$$

Further we do not need the isotropic constitutive relations for the partial stress tensors because these follow from the identities (5.8) whose right-hand sides are determined by the isotropic scalar and vector functions.

Bearing in mind the thermodynamic relations (5.6) and (5.7) as well as the symmetries of the partial Cauchy stress tensors $\mathbf{T}^{S}, \mathbf{T}^{F}$ we obtain the following results.

The flux in the balance equation for the porosity must be parallel to the Lagrangian velocity $\mathbf{X}^{\prime F}$

$$
\begin{equation*}
\mathbf{J}=\Phi_{0} \mathbf{X}^{\prime F}, \quad \Phi_{1}=\Phi_{2} \equiv 0 \tag{6.6}
\end{equation*}
$$

The dependence of the Helmholtz free energies and of the coefficient $\Phi_{0}$ on the invariants is restricted by the relations

$$
\begin{align*}
& \varrho^{S} \frac{\partial \Psi^{S}}{\partial \varrho^{F}}+\Lambda^{n} \frac{\partial \Phi_{0}}{\partial \varrho^{F}}=0 \\
& \varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathcal{A}_{1}}-\Lambda^{n} \frac{\partial \Phi_{0}}{\partial \mathcal{A}_{1}}=0, \quad \mathcal{A}_{1}=n, \mathrm{I}, \mathrm{II}, \mathrm{IV}, \mathrm{VI} \\
& \varrho^{F}\left(\varrho^{F} \frac{\partial \Psi^{F}}{\partial \varrho^{F}}+2 \mathrm{III} \frac{\partial \Psi^{F}}{\partial \mathrm{III}}\right)  \tag{6.7}\\
& \\
& -\Lambda^{n} \sqrt{\mathrm{III}}\left[\varrho^{F} \frac{\partial}{\partial \varrho^{F}}\left(\frac{\Phi_{0}}{\sqrt{\mathrm{III}}}\right)+2 \mathrm{III} \frac{\partial}{\partial \mathrm{III}}\left(\frac{\Phi_{0}}{\sqrt{\mathrm{III}}}\right)\right]=0
\end{align*}
$$

where the multiplier $\Lambda^{n}$ is given by the relation (5.7)2. Simultaneously

$$
\begin{equation*}
\varrho^{S} \frac{\partial \Psi^{S}}{\partial \mathcal{A}_{2}}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathcal{A}_{2}}=0, \quad \mathcal{A}_{2}=\mathrm{IV}, \mathrm{~V}, \mathrm{VI} \tag{6.8}
\end{equation*}
$$

The Piola-Kirchhoff partial stress tensors have the following form

$$
\begin{align*}
& \mathbf{P}^{F}=-\left[\varrho^{F}\left(\varrho^{F} \frac{\partial \Psi^{F}}{\partial \varrho^{F}}+\varrho^{S} \frac{\partial \Psi^{S}}{\partial \varrho^{F}}\right)+\Lambda^{n} \Phi_{0}\right] \mathbf{F}^{S-T}  \tag{6.9}\\
& +2\left[\varrho^{F} \frac{\partial \Psi^{F}}{\partial \mathrm{~V}}+\Lambda^{n} \frac{\partial \Phi_{0}}{\partial \mathrm{~V}}\right] \mathbf{F}^{S}\left(\mathbf{X}^{\prime F} \otimes \mathbf{X}^{\prime F}\right), \\
& \mathbf{P}^{S}=2 \mathbf{F}^{S-T}\left\{\varrho ^ { S } \left[\frac{\partial \Psi^{S}}{\partial \mathrm{I}} \mathbf{C}^{S}+\left(\mathrm{II} \frac{\partial \Psi^{S}}{\partial \mathrm{II}}+\mathrm{III} \frac{\partial \Psi^{S}}{\partial \mathrm{III}}\right) \mathbf{1}\right.\right.  \tag{6.9}\\
& \left.-\mathrm{III} \frac{\partial \Psi^{S}}{\partial \mathrm{II}} \mathbf{C}^{S-1}+2 \frac{\partial \Psi^{S}}{\partial \mathrm{~V}} \mathbf{C}^{S} \mathbf{X}^{\prime F} \otimes \mathbf{X}^{\prime F}\right] \\
& +\Lambda^{n}\left[\frac{\partial \Phi_{0}}{\partial \mathrm{I}} \mathbf{C}^{S}+\left(\mathrm{II} \frac{\partial \Phi_{0}}{\partial \mathrm{II}}+\mathrm{III} \frac{\partial \Phi_{0}}{\partial \mathrm{III}}\right) \mathbf{1}-\mathrm{III} \frac{\partial \Phi_{0}}{\partial \mathrm{II}} \mathbf{C}^{S-1}\right. \\
& \left.\left.+2 \frac{\partial \Psi_{0}}{\partial \mathrm{~V}} \mathbf{C}^{S} \mathbf{X}^{\prime F} \otimes \mathbf{C}^{S} \mathbf{X}^{\prime F}\right]\right\} .
\end{align*}
$$

The proofs of these relations are rather technical; they are based on the spectral representation of the deformation tensor and of the Lagrangian velocity. They shall not be quoted in the present paper. The details can be found in the work [25].

In spite of the complexity of the above relations, some important properties of the isotropic model are immediately seen.

First of all the relations (6.6) yield the considerable simplification of the additional field equation (4.11) of the model. The collinearity of the flux of porosity and of the relative Lagrangian velocity of components couples the diffusion processes with this surface mechanism of changes of the porosity which is absent in the models based on the evolution equations for porosity. This property simplifies as well the problem of an additional boundary condition which is necessary for this field equation in the fully nonlinear case of the present model. The latter problem shall not be discussed in this work.

Simultaneously the scalar coefficient $\Phi_{0}$ in the relation for the flux $\mathbf{J}$ plays the crucial role in the "static" coupling between the components. This "static" coupling is understood as the description of the interactions between components reflected by the dependence of the free energy of the fluid $\Psi^{F}$ on the deformation of the skeleton through the invariants I, II, III of the Cauchy-Green deformation tensor, as well as the dependence of the free energy of the skeleton $\Psi^{S}$ on the mass density of the fluid $\varrho^{F}$. The former is easily seen in the relations $(6.7)_{2,3}$ and the latter in the relations $(6.7)_{1}$. The additional most important "static" coupling is reflected by the dependence of both partial free energies on the current values of the porosity $n$. The dependence on $n$ of at least one of these energies is necessery for the non-triviality of the relation $(5.7)_{2}$ for the multiplier $\Lambda^{n}$. This multiplier is solely responsible for the additional static interaction terms in all relations quoted above. For instance in the case of lack of diffusion, the vanishing multiplier $\Lambda^{n}$ would yield the classical relation for the stress tensor in the one-component ideal fluid and the classical relation for the stress tensor in the one-component nonlinear elastic solid. In addition, all these interactions of components are described by the model independently of the fact whether the particular process is connected with the relative motion of components or not.

The above relations for stresses show also a rather complicated influence of the relative velocity on the mechanical responses of the two-component medium. Quite clearly this influence is at least quadratic. This means that the small diffusion velocity yields primarily the explicit linear dependence of the diffusion forces (momentum source) $p^{*}$ and of the porosity flux $\mathbf{J}$ on this velocity, and the partial stresses contain solely the influence of the static interactions of components. In such a case the partial Cauchy stress tensor for the fluid component is reduced to the spherical form (pressure!).

Let us finally mention that the residual inequality (5.9) is in the isotropic case of the following form

$$
\begin{equation*}
\left(\pi_{0} \mathbf{1}+\pi_{1} \mathbf{C}^{S}+\pi_{2} \mathbf{C}^{S}\right) \cdot\left(\mathbf{X}^{\prime F} \otimes \mathbf{X}^{\prime F}\right)-\left(\varrho^{S} \frac{\partial \Psi^{S}}{\partial n}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial n}\right) \nu \geq 0 \tag{6.10}
\end{equation*}
$$

Obviously the first term of this dissipation inequality describes the dissipation
due to the diffusion, and the second one - due the changes of porosity caused by the source $\nu$ in the field equation of porosity. In the thermodynamical equilibrium the relative velocity as well as the porosity source must vanish. These are the two mechanisms of the thermodynamical relaxation in the present model.

Let us briefly review the above results for the general case. The thermodynamic admissibility and the isotropy reduce the constitutive problem of the model to the following scalar constitutive functions

$$
\begin{equation*}
\left\{\Psi^{S}, \Psi^{F}, \Phi_{0}, \pi_{0}, \pi_{1}, \pi_{2}, \mathcal{N}\right\} \tag{6.11}
\end{equation*}
$$

which, in general, may depend on the constitutive variables (6.2) and are subject to the conditions (6.7), (6.8) as well as (6.10). The vector fluxes and the stress tensors are then determined by these functions through the appropriate differentiation. Further in this paper we discuss some possibilities of the effective construction of these functions for certain real porous materials.

## 7. Simplified nonlinear models

The purpose of this section is the construction of some simplified models based on the general considerations of the sixth section. We shall not discuss all important particular cases because the research on this subject is still in progress. We want solely to illustrate the connection of the general mechanical model of large deformations of the porous two-component medium with some other models whose range of applicability is more restricted and with observations of some real materials.

We begin with the assumption that processes deviate not too far from the thermodynamical equilibrium. The latter is defined as the state with the vanishing dissipation. According to the inequality (6.10) we have in such a state

$$
\begin{equation*}
\left.\mathbf{X}^{\prime F}\right|_{E}=0,\left.\quad \nu\right|_{E}=0,\left.\quad \rightarrow n\right|_{E}=n_{0}=\text { const. } \tag{7.1}
\end{equation*}
$$

The above assumption means then that the relative velocity of components is small and the deviation of the porosity from the homogeneous initial state $n_{0}$ is small as well. In this approximation

$$
\begin{align*}
\nu & =-\frac{\mathcal{N}}{\varrho^{F}}\left(\varrho^{S} \frac{\partial \Psi^{S}}{\partial n}+\varrho^{F} \frac{\partial \Psi^{F}}{\partial n}\right) \\
\mathcal{N} & =\mathcal{N}\left(n_{0}, \mathrm{I}, \mathrm{II}, \mathrm{III}, \varrho^{F}\right) \geq 0 \tag{7.2}
\end{align*}
$$

and the functions $\pi_{0}, \pi_{1}, \pi_{2}$ must be dependent on the same variables as $\mathcal{N}$.
Simultaneously the state of the thermodynamical equilibrium is the state in which the dissipation reaches its minimum. Consequently

$$
\begin{equation*}
\left.\frac{\partial}{\partial n}\left(\varrho^{S} \Psi^{S}+\varrho^{F} \Psi^{F}\right)\right|_{n=n_{0}}=0,\left.\quad \frac{\partial^{2}}{\partial n^{2}}\left(\varrho^{S} \Psi^{S}+\varrho^{F} \Psi^{F}\right)\right|_{n=n_{0}}>0 \tag{7.3}
\end{equation*}
$$

Bearing in mind the identities (6.7) in the first approximation of the deviation from the state of equilibrium, we obtain after easy calculations

$$
\begin{align*}
\Psi^{S} & =\Psi_{0}^{S}+\frac{1}{2} \Psi_{2}^{S}\left(n-n_{0}\right)^{2}, \\
\Psi^{F} & =\Psi_{0}^{F}+\frac{1}{2} \Psi_{2}^{F}\left(n-n_{0}\right)^{2},  \tag{7.4}\\
\Phi_{0} & =\left[\gamma\left(n_{0}\right)+\Phi_{0}^{1}\left(n-n_{0}\right)\right] \sqrt{\mathrm{III}},
\end{align*}
$$

where

$$
\begin{align*}
\Psi_{0}^{S} & =\Psi_{0}^{S}\left(n_{0}, \mathrm{I}, \mathrm{II}, \mathrm{III}\right), \quad \Psi_{0}^{F}=\Psi_{0}^{F}\left(n_{0}, \varrho_{t}^{F}\right) \\
\varrho_{t}^{F} & \equiv \varrho^{F} \mathrm{III}^{-1 / 2} \tag{7.5}
\end{align*}
$$

and

$$
\begin{equation*}
\nu=-\frac{n-n_{0}}{\tau}, \quad \tau \equiv \frac{\varrho^{F}}{\mathcal{N}}\left(\varrho^{S} \Psi_{2}^{S}+\varrho^{F} \Psi_{2}^{F}\right)^{-1}, \quad \Lambda^{n}=\frac{\varrho^{F}}{\tau \mathcal{N}}\left(n-n_{0}\right) . \tag{7.6}
\end{equation*}
$$

The material parameter $\tau$ has the interpretation of the relaxation time of the porosity and, according to the condition (7.3) $)_{2}$ of the stability of the thermodynamic equilibrium, it must be positive. It creates the damping of the acoustic waves in addition to the damping connected with the diffusion.

Simultaneously

$$
\begin{align*}
\frac{1}{2} \varrho^{S} \frac{\partial \Psi_{2}^{S}}{\partial \varrho_{t}^{F}}+\frac{\varrho^{F}}{\tau \mathcal{N}} \sqrt{\mathrm{III}} \frac{\partial \Phi_{0}^{1}}{\partial \varrho_{t}^{F}} & =0  \tag{7.7}\\
\frac{1}{2} \frac{\partial \Psi_{2}^{F}}{\partial \mathcal{A}_{3}}-\frac{1}{\tau \mathcal{N}} \sqrt{\mathrm{III}} \frac{\partial \Phi_{0}^{1}}{\partial \mathcal{A}_{3}} & =0, \quad \mathcal{A}_{3}=\mathrm{I}, \mathrm{II}, \mathrm{III} .
\end{align*}
$$

It is convenient to use further the spatial representation of the constitutive variables and functions. In order to do so we introduce the current mass density $\varrho_{t}^{S}$, the left Cauchy-Green deformation tensor $\mathbf{B}^{S}$ and the real relative velocity $\mathbf{w}$

$$
\begin{equation*}
\varrho_{t}^{S}=\varrho^{S} J^{S-1}, \quad \varrho_{t}^{F}=\varrho^{F} J^{S-1}, \quad \mathbf{B}^{S}=\mathbf{F}^{S} \mathbf{F}^{S T}, \quad \mathbf{w}=\left(\mathbf{x}^{\prime F}-\mathbf{x}^{\prime S}\right) . \tag{7.7}
\end{equation*}
$$

The invariants I, II, III are certainly identical for the tensor $\mathbf{B}^{S}$ with those of the tensor $\mathbf{C}^{S}$, and the invariants IV, V, VI are immaterial under the present simplifying assumption of the small deviation from the thermodynamical equilibrium.

The partial Cauchy stress tensors, related to the Piola - Kirchhoff stress tensors by the relations (4.9), are in this case given by the following relations

$$
\begin{align*}
\mathbf{T}^{S} & =\mathcal{I}_{1} \mathbf{B}^{S}+\mathcal{I}_{0} \mathbf{1}+\mathcal{I}_{-1} \mathbf{B}^{-1}, \\
\mathbf{T}^{F} & =-p^{F} \mathbf{1}, \tag{7.8}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{I}_{1} & =2 \varrho_{t}^{S} \frac{\partial \Psi_{0}^{S}}{\partial \mathrm{I}} \\
\mathcal{I}_{-1} & =-2 \mathrm{III} \varrho_{t}^{S} \frac{\partial \Psi_{0}^{S}}{\partial \mathrm{II}}  \tag{7.9}\\
\mathcal{I}_{0} & =2 \varrho_{t}^{S}\left(\mathrm{II} \frac{\partial \Psi_{0}^{S}}{\partial \mathrm{II}}+\mathrm{III} \frac{\partial \Psi_{0}^{S}}{\partial \mathrm{III}}\right)+\gamma \varrho^{F} \frac{n-n_{0}}{\tau \mathcal{N}}
\end{align*}
$$

and

$$
\begin{equation*}
p^{F}=\left(\varrho_{t}^{F}\right)^{2} \frac{\partial \Psi_{t}^{F}}{\partial \varrho_{t}^{F}}+\gamma \varrho^{F} \frac{n-n_{0}}{\tau \mathcal{N}} \tag{7.10}
\end{equation*}
$$

We have used the relations (7.5) and neglected terms quadratic in the deviation of the porosity $n$ from its equilibrium value $n_{0}$. The latter causes the symmetry of interactions in the partial stress tensors.

The similarity of the relations (7.8) to the classical relations for nonlinear elastic materials and for the ideal fluids is, certainly, only apparent. The response coefficient $\mathcal{I}_{0}$ depends in the present case not only on the deformation invariants I, II, III, as it is the case in the classical one-component model but also on the mass density $\varrho_{t}^{F}$ and on the porosity $n$. Simultaneously the partial pressure in the fluid $p^{F}$ depends not only on the current mass density $\varrho_{t}^{F}$ but also on the invariants I, II, III and on the porosity $n$. Crucial for this coupling of components is the presence of the constant $\gamma$ which is the part of the flux of porosity as well as the presence of the two additional material parameters $\tau$ and $\mathcal{N}$, both of them connected with the changes of porosity.

Let us finally mention two other simplified models which may have the practical bearing on the soil mechanics. In both models we assume the linearity with respect to the diffusion velocity.

The first one follows from the assumption that the balance equation for the porosity (4.11) reduces to the evolution equation which describes the changes of the porosity along trajectories of the fluid. Then

$$
\begin{equation*}
\Phi_{0} \approx n, \quad \text { i.e. } \quad \gamma\left(n_{0}\right)=n_{0}, \quad \Phi_{0}^{1}=1, \quad \text { III } \approx 1 . \tag{7.11}
\end{equation*}
$$

In such a case the identities (6.7) yield

$$
\begin{align*}
\Psi^{S} & =\Psi^{S}\left(n_{0}, \text { I, II, III }\right), \\
\Psi^{F} & =\Psi^{F}\left(n_{0}, \varrho_{t}^{F}, \kappa\right), \quad \kappa \equiv n J^{S-1}  \tag{7.12}\\
\Lambda^{n} & =\varrho_{t}^{F} \frac{\partial \Psi^{F}}{\partial \kappa}
\end{align*}
$$

and the partial Cauchy stress tensors have the form

$$
\begin{equation*}
\mathbf{T}^{S}=2 \varrho_{t}^{S} \frac{\partial \Psi^{S}}{\partial \mathrm{I}} \mathbf{B}^{S}+2 \varrho_{t}^{S}\left(\mathrm{II} \frac{\partial \Psi^{S}}{\partial \mathrm{II}}+\mathrm{III} \frac{\partial \Psi^{S}}{\partial \mathrm{III}}\right) \mathbf{1}-2 \mathrm{III} \varrho_{t}^{S} \frac{\partial \Psi^{S}}{\partial \mathrm{II}} \mathbf{B}^{S-1} \tag{7.13}
\end{equation*}
$$

$$
\mathbf{T}^{F}=-\left[\left(\varrho_{t}^{F}\right)^{2} \frac{\partial \Psi^{F}}{\partial \varrho_{t}^{F}}+\varrho_{t}^{F} \frac{\partial \Psi^{F}}{\partial \kappa} n\right] \mathbf{1}
$$

Hence the interaction of components is not symmetric in this case. The changes of porosity influence the stresses in the fluid but not in the skeleton.

The second simplified model follows from the assumption that the evolution equation of porosity is carried by the skeleton, i.e.

$$
\begin{equation*}
\Phi_{0} \approx 0 \tag{7.14}
\end{equation*}
$$

According to the identities (6.7) we obtain then

$$
\begin{align*}
\Psi^{S} & =\Psi^{S}(n, \text { I, II, III }) \\
\Psi^{F} & =\Psi^{F}\left(n_{0}, \varrho_{t}^{F}\right)  \tag{7.15}\\
\Lambda^{n} & =\varrho^{S} \frac{\partial \Psi^{S}}{\partial n}
\end{align*}
$$

and the partial Cauchy stresses are

$$
\begin{align*}
\mathbf{T}^{S} & =2 \varrho_{t}^{S} \frac{\partial \Psi^{S}}{\partial \mathrm{I}} \mathbf{B}^{S}+2 \varrho_{t}^{S}\left(\mathrm{II} \frac{\partial \Psi^{S}}{\partial \mathrm{II}}+\mathrm{III} \frac{\partial \Psi^{S}}{\partial \mathrm{III}}\right) \mathbf{1}-2 \mathrm{III} \varrho_{t}^{S} \frac{\partial \Psi^{S}}{\partial \mathrm{II}} \mathbf{B}^{S-1} \\
\mathbf{T}^{F} & =-\left[\left(\varrho_{t}^{F}\right)^{2} \frac{\partial \Psi^{F}}{\partial \varrho_{t}^{F}}\right] \mathbf{1} \tag{7.16}
\end{align*}
$$

Consequently the interaction of components is again non-symmetric. The changes of porosity influence solely stresses in the skeleton through the dependence of the free energy $\Psi^{S}$ on the porosity.

We rest here as far as the discussion of the construction of nonlinear models is concerned. In the next section we present briefly the boundary conditions which are necessary to pose the mathematical problem for the field equations. Some physical properties of various models will be discussed in connection with the wave propagation.

## 8. Boundary value problems, permeable boundary of the skeleton

The set of field equations for the fields (4.6) requires - similarly to the mixture theory - two vector conditions on the boundary, connected with the vector
equations following from the momentum balance laws and, in general, one scalar condition for the scalar balance equation of porosity. The latter may not appear in particular cases when the coefficient of the flux of porosity $\Phi_{0}$ is identical with $n$ itself. It is easy to show that it may appear at least in two cases. The first one concerns the skeleton whose interactions with the fluid vanish entirely from the Helmholtz free energy $\Psi^{S}$ as discussed in the previous section. This seems to appear for some rocks in the range of moderate porosities. The second one follows from the relation $(7.4)_{3}$ as the approximation of the small volume changes of the skeleton: III $\cong 1, \gamma\left(n_{0}\right)=n_{0}$ and $\Phi_{0}^{1}=1$. In both cases the stress tensor in the skeleton does not contain contributions from the fluid - it is indeed purely elastic. We skip here the details justifying these assumptions in some practical applications whose main purpose is to estimate the order of magnitude of the new material parameters. We shall accept them however in examples to be considered further in this paper. The general case has not been considered as yet.

In addition to the above boundary conditions one has to describe the motion of the free surface if the fluid flows out of the porous skeleton and the boundary is identified with the boundary of the skeleton. We proceed to present some elements of these problems.

Let us begin with the so-called dynamical compatibility conditions. These are the jump conditions for fields and their functions which follow from the general balance equations in the limit on singular surface. The derivation is standard and we shall not present here any details.

In order to simplify the considerations let us assume that the surface is material with respect to the skeleton. This means that its velocity is identically zero in the Lagrangian image used in the work. The general case has been considered in the paper [11]. Then the mass balance for the skeleton does not yield any non-trivial conditions. The mass balance of the fluid (4.2) leads to the following relation

$$
\begin{align*}
& m^{F} \equiv\left(\varrho^{F} \mathbf{X}^{\prime F}\right)^{-} \cdot \mathbf{N}=\left(\varrho^{F} \mathbf{X}^{\prime F}\right)^{+} \cdot \mathbf{N}, \quad \text { i.e. } \\
& {\left[\left[\varrho^{F} \mathbf{X}^{\prime F}\right]\right] \cdot \mathbf{N}=0, \quad[[\ldots]] \equiv(\ldots)^{+}-(\ldots)^{-}} \tag{8.1}
\end{align*}
$$

where $(\ldots)^{-}$is the limit of the expression in parenthesis from the negative side of the surface (this is the internal side of the surface if the surface is the boundary), and $(\ldots)^{+}$is the limit from the positive side (the exterior for the boundary) for the other quantity. The quantity $m^{F}$ describes the amount of the mass of the fluid which flows through the unit surface in the unit time. According to the above condition, the mass is neither produced nor does it sink on the surface. Such surfaces are called ideal.

The momentum balance equations (4.8) yield the following conditions

$$
\begin{align*}
& {\left[\left[\mathbf{P}^{S}\right]\right] \cdot \mathbf{N}=0}  \tag{8.2}\\
& {\left[\left[\mathbf{P}^{F}\right]\right] \mathbf{N}=m^{F}\left[\left[\mathbf{x}^{\prime F}\right]\right]}
\end{align*}
$$

where the first condition does not differ from the classical Poisson's condition of continuity of the stress vector in the skeleton. The presence of the right-hand side in the relation for the fluid means that due to the non-material character of the surface, it is not the ideal surface for the fluid with respect to the convective transport of momentum.

The surface balance for porosity is determined by the equation (4.11) which holds for an arbitrary regular point but can be easily written in the integral form and then extended to hold also in the limit on the singular surface. The corresponding jump condition is then of the form

$$
\begin{equation*}
\left[\left[\Phi_{0} \mathbf{X}^{\prime F}\right]\right] \cdot \mathbf{N}=0 . \tag{8.3}
\end{equation*}
$$

We shall not discuss this problem any further in this work.
We proceed now to formulate the boundary conditions for the boundary of the skeleton on which the external load is given and the boundary is permeable for the fluid. Many details concerning this problem as well as its applications in the weak formulation and numerical codes for the two-component porous media can be found in the work of W. Kempa [30].

The first vector boundary condition follows from the assumption that the external load, say $\mathbf{t}_{\text {ext }}$, is given on the boundary of the skeleton $\partial \mathcal{B}$. We assume that this load is taken over by the resultant stress vector of both components on the positive side of the boundary, i.e.

$$
\begin{equation*}
\left.\left\{\left(\mathbf{P}^{S} \mathbf{N}\right)^{-}+\left(\mathbf{P}^{F} \mathbf{N}\right)^{-}+m^{F}\left[\left[\mathbf{x}^{\prime F}\right]\right]\right\}\right|_{\partial \mathcal{B}}=\mathbf{t}_{\mathrm{ext}}, \tag{8.4}
\end{equation*}
$$

where the sum of the dynamic compatibility conditions (8.2) has been used. Apart from the limits of fields from the interior, this relation contains as well the unspecified quantity $\left(\mathbf{x}^{\prime F}\right)^{+}$. We relate this vector to a scalar quantity in the sequel (Eq. (8.6) $)_{1}$ ).

In order to expose the most essential feature we consider the second vector condition under the additional assumption that the Cauchy stress tensor in the fluid is spherical, i.e. we neglect the higher order contributions of the relative velocity. In such a case we can assume that the tangential component of the relative velocity is continuous on the boundary of the skeleton and the fluid does not flow tangentially to the skeleton in the exterior. In the Lagrangian description we have then

$$
\begin{equation*}
\left.\left(\mathbf{X}^{\prime F}-\left(\mathbf{X}^{\prime F} \cdot \mathbf{N}\right) \mathbf{N}\right)^{-}\right|_{\partial \mathcal{B}}=0 . \tag{8.5}
\end{equation*}
$$

Solely two components of this vector are independent. For this reason we need in addition one scalar condition. We formulate this condition assuming that the flow of the fluid $m^{F}$ on the boundary of the skeleton is controlled by the pressure
difference between the fluid inside of the porous material $\left(p^{F}\right)^{-}$and the pressure of the surrounding $p_{\text {ext }}$. Consequently

$$
\begin{align*}
{\left[\left[\mathbf{x}^{\prime F}\right]\right] } & =\left(\mathbf{C}^{S-1} \cdot(\mathbf{N} \otimes \mathbf{N})\right)^{1 / 2} m^{F}\left[\left[\frac{1}{\varrho^{F}}\right]\right] \mathbf{n}, \\
m^{F 2}\left[\left[\frac{1}{\varrho^{F}}\right]\right] & =-J^{S} \mathbf{C}^{S-1} \cdot(\mathbf{N} \otimes \mathbf{N})\left[\left[p^{F}\right]\right]  \tag{8.6}\\
m^{F} & =-\alpha\left(p_{\mathrm{ext}}-p^{F-}\right),
\end{align*}
$$

where the relation (8.4) has been accounted for, as well as the following relations for the unit vector $\mathbf{n}$ normal to the boundary in the current configuration [11] and for the pressure in the fluid have been used

$$
\begin{equation*}
\mathbf{n}=\left(\mathbf{C}^{S-1} \cdot(\mathbf{N} \otimes \mathbf{N})\right)^{-1 / 2} \mathbf{F}^{S-T} \mathbf{N}, \quad p^{F}=-\frac{1}{3} J^{S}\left(\mathbf{P}^{F} \mathbf{F}^{S T}\right) \cdot \mathbf{1} \tag{8.7}
\end{equation*}
$$

and the parameter $\alpha$ is constitutive. If this parameter as well as the mass density $\left(\varrho^{F}\right)^{+}$and the pressure $p_{\text {ext }}$ were known, the relations (8.6) would complete the formulation of the boundary value problem. We shall not go into any further details referring an interested reader to the work [30]. Let us solely notice that the constitutive relation for the boundary $(8.6)_{3}$ does not contain any influence of the pressure gradient projected on the normal to the boundary. Sometimes it seems to be necessery to have this type of condition. The linear combination of the jump of pressure and such a normal derivative would yield the boundary condition similar to that appearing in the heat conduction problems with the boundary characterised by its own thermal conductivity.

## 9. Acceleration waves in two-component media

The model constructed above in this paper contains a number of constitutive quantities which must be measured in experiments. In the case of porous materials such experiments are usually of the two different types. Either the measurements are done by means of devices which are in contact with real components or they are delivering the mean quantities in which the contribution of separate real components is not clearly specified. To the first type belong, for instance, the measurements of true mass densities of components separated from each other or the measurements of the real pore water pressure. The most important class of measurements of the second class are the measurements of speeds of propagation and the attenuation of acoustic waves in porous materials. The waves propagate in the multicomponent porous media and they deliver an information on the whole system rather than on separate real components. Many examples of such measurements can be found in the book of T. Bourbie, O. Coussy, B. Zinszner [5].

In this section we present the most fundamental properties of acoustic waves described by the present two-component model. We follow here the papers [19, $27,28]$ ) where also the extensive discussion and the comparison with the experimental data can be found.

Within the continuum mechanics the acoustic wave is defined as the so-called weak discontinuity wave in which the motion and the velocities are continuous and the accelerations suffer the jump on a singular surface. This surface is assumed to be orientable and it is called the wave front. It moves through the material with the speed of propagation of the wave.

According to the above definition we assume in the case of the two-component medium the following relations to hold on the wave front of the acoustic wave

$$
\begin{equation*}
\left[\left[\chi^{S}\right]\right]=0, \quad\left[\left[\mathbf{x}^{\prime}\right]\right]=0, \quad\left[\left[\mathbf{x}^{\mathbf{x}^{F}}\right]\right]=0, \quad[[n]]=0 \tag{9.1}
\end{equation*}
$$

Under these conditions the so-called iterated geometrical and kinematical compatibility conditions yield

$$
\begin{aligned}
{\left[\left[\mathbf{F}^{S}\right]\right] } & =0, \quad\left[\left[\mathbf{X}^{\prime}\right]\right]=0, \quad\left[\left[\varrho^{F}\right]\right]=0 \\
{\left[\left[\mathbf{P}^{S}\right]\right] \mathbf{N} } & =0, \quad\left[\left[\mathbf{P}^{F}\right]\right] \mathbf{N}=0, \\
{\left[\left[\frac{\partial \mathbf{x}^{\prime}}{\partial t}\right]\right] } & =\mathbf{a}^{S} U^{2}, \quad\left[\left[\mathrm{Grad} \mathbf{F}^{S}\right]\right]=\mathbf{a}^{S} \otimes \mathbf{N} \otimes \mathbf{N}, \\
{\left[\left[\frac{\partial \mathbf{F}^{S}}{\partial t}\right]\right] } & =-U \mathbf{a}^{S} \otimes \mathbf{N}, \\
{\left[\left[\frac{\partial \mathbf{x}^{\prime F}}{\partial t}\right]\right] } & =\mathbf{a}^{F} U^{2}, \quad\left[\left[\operatorname{Grad} \mathbf{x}^{\prime F}\right]\right]=-U \mathbf{a}^{F} \otimes \mathbf{N}, \\
{\left[\left[\mathrm{Grad} \mathbf{X}^{\prime F}\right]\right] } & =\left(U-\mathbf{X}^{\prime F} \cdot \mathbf{N}\right) \mathbf{F}^{S-1} \mathbf{a}^{S} \otimes \mathbf{N}-U \mathbf{F}^{S-1} \mathbf{a}^{F} \otimes \mathbf{N}, \\
{\left[\left[\frac{\partial \varrho^{F}}{\partial t}\right]\right] } & =-U r, \quad\left[\left[\operatorname{Grad} \varrho^{F}\right]\right]=r \mathbf{N}, \\
{[[\mathrm{Grad} n]] } & \left.=\mathrm{n} \mathbf{N}, \quad\left[\frac{\partial n}{\partial t}\right]\right]=-U \mathrm{n},
\end{aligned}
$$

where $\mathbf{N}$ denotes the unit normal vector to the wave front and $\mathbf{a}^{S}, \mathbf{a}^{F}, r$ and n denote the so-called amplitudes of discontinuity of the acceleration in the skeleton, the acceleration in the fluid, the fluid mass density gradient and the porosity gradient, respectively. The speed of propagation of the wave front is denoted by $U$.

In order to find the speed of propagation $U$ and the relation between the direction of the amplitude and the direction of propagation, it is now sufficient to evaluate the limits of field equations on both sides of the wave front. This evaluation for the mass balance in the fluid (4.7) and for the balance equation of
porosity (4.11) yield

$$
\begin{align*}
& r U\left(1-\frac{X_{N}^{\prime F}}{U}\right)-\varrho^{F} U\left(1-\frac{X_{N}^{\prime F}}{U}\right) \mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{S} \otimes \mathbf{N}\right) \\
& \quad+\varrho^{F} U \mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{F} \otimes \mathbf{N}\right)=0 \\
& \mathrm{n} U\left(1-\frac{\partial \Phi_{0}}{\partial n} \frac{X_{N}^{\prime F}}{U}\right)-\frac{\partial \Phi_{0}}{\partial \varrho^{F}} r X_{N}^{\prime F}-2 X_{N}^{\prime F} \frac{\partial \Phi_{0}}{\partial \mathbf{C}^{S}} \cdot\left(\mathbf{F}^{S T} \mathbf{a}^{S} \otimes \mathbf{N}\right)  \tag{9.3}\\
& \\
& \quad-\Phi_{0} U\left(1-\frac{X_{N}^{\prime F}}{U}\right) \mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{S} \otimes \mathbf{N}\right)+\Phi_{0} U \mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{F} \otimes \mathbf{N}\right)=0 \\
& X_{N}^{\prime F}=
\end{align*}
$$

In most cases of the practical bearing the relative velocity of components is much smaller than the smallest speed of propagation of the acoustic wave. For this reason we can make the simplifying assumption

$$
\begin{equation*}
\left|\frac{X_{N}^{\prime F}}{U}\right| \ll 1 \tag{9.4}
\end{equation*}
$$

the usual order of magnitude of the left-hand side is $10^{-4}$. If all other terms in the relations (9.3) are of the same order of magnitude then we have approximately

$$
\begin{equation*}
r=\varrho^{F} \mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{S}-\mathbf{a}^{F}\right) \otimes \mathbf{N}, \quad \mathrm{n}=\Phi_{0} \mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{S}-\mathbf{a}^{F}\right) \otimes \mathbf{N} \tag{9.5}
\end{equation*}
$$

Hence the amplitudes of the mass density gradient in the fluid and the amplitude of the porosity gradient are determined by the amplitudes of the acceleration. They do not yield their own waves and are carried by the other sorts of waves. This would not be the case if we did not make the simplifying assumption (9.4). A rather unusual type of waves appears if we make a better approximation (see: [28]) but there is no experimental evidence that such waves do indeed exist.

We proceed now to investigate the momentum balance equations (4.10) from both sides of the wave front. We limit the attention to the case of small relative velocities for which the Cauchy stress tensor in the fluid is spherical (see: (7.2)). Then bearing in mind the simplification (9.4) and the remaining constitutive assumptions we obtain easily

$$
\begin{align*}
\varrho^{S} \mathbf{a}^{S} U^{2}= & J^{S}\left(\mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{S}-\mathbf{a}^{F}\right) \otimes \mathbf{N}\right)\left\{\varrho^{F} \frac{\partial \mathbf{T}^{S}}{\partial \varrho^{F}}+\Phi_{0} \frac{\partial \mathbf{T}^{S}}{\partial n}\right\} \cdot\left(\mathbf{F}^{S-T} \mathbf{N}\right)+\mathbf{Q}^{S} \mathbf{a}^{S} \\
\varrho^{F} \mathbf{a}^{F} U^{2}= & -J^{S}\left\{\left(\mathbf{F}^{S-T} \cdot\left(\mathbf{a}^{S}-\mathbf{a}^{F}\right) \otimes \mathbf{N}\right)\left(\varrho^{F} \frac{\partial p^{F}}{\partial \varrho^{F}}+\Phi_{0} \frac{\partial p^{F}}{\partial n}\right)\right.  \tag{9.6}\\
& \left.+2 \frac{\partial p^{F}}{\partial \mathbf{B}^{S}} \cdot\left(\mathbf{a}^{S} \otimes \mathbf{F}^{S} \mathbf{N}\right)\right\} \mathbf{F}^{S-T} \mathbf{N}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{Q}^{S} \equiv 2 J^{S}\left(\frac{\partial \mathbf{T}^{S}}{\partial \mathbf{B}^{S}}\right)^{T^{23}} \cdot\left(\mathbf{F}^{S-T} \mathbf{N} \otimes \mathbf{F}^{S} \mathbf{N}\right) \tag{9.7}
\end{equation*}
$$

This tensor of the second order is called the acoustic tensor in the classical theory of acoustic waves in single-component nonlinear elastic materials. Its eigenvalues determine the wave speeds, and its eigenvectors - the relation of the directions of amplitude to the directions of propagation in this classical case. It is not so in the case under considerations.

Let us notice that the second relation (9.6) implies that the amplitude $\mathbf{a}^{F}$ must be parallel to the vector $\mathbf{n}$ which is given in the current configuration by the relation (8.7) and which is perpendicular to the wave front. Consequently the waves carrying the discontinuity of the acceleration in the fluid must be longitudinal.

It is also easy to check that the amplitude $\mathbf{a}^{S}$ can have an arbitrary direction. As pointed out in the work [27], these solutions of the set of algebraic equations (9.6) determine three types of acoustic waves: two longitudinal so-called P1- and P2-waves and one transversal S-wave.

We shall discuss some properties of these waves for the linear model in the next section. However it is important to stress that all three waves are observed in porous materials. The fastest one is the P1-wave. It propagates, for instance, in soils with the speed $3-5 \mathrm{~km} / \mathrm{s}$. The second fastest is the transversal wave carried primarily by the skeleton. The slow P2-wave (Biot's wave) has, for instance, in soils the speed $0.5-1.5 \mathrm{~km} / \mathrm{s}$. These speeds as well as other properties of the waves (for instance - attenuation) are dependent on the deformation of both components and on the current porosity. This delivers the in situ methods of diagnosis of porous materials by propagating acoustic waves and measuring the arrival time and amplitudes of various sorts of waves. To a certain extent such methods are already used, for instance, in geology. The difficulties are connected with the analysis of the available data for which the old models of porous materials were not adequate.

## 10. Linear models, some simple analytical considerations

For the purpose of illustration we close this work with a few remarks concerning the linear version of the model. It is obvious that the construction of any analytical solution of the fully nonlinear boundary value problem shall be almost impossible. We can expect, however, that the numerical codes shall be developed. The work on this subject is already in progress. For this reason it is convenient to have some simple hints from the linear and simplified problems in which we do not have to eliminate the artefacts connected with the numerical approximations. We consider now a few examples of such problems.

Let us consider the case in which the following assumptions are satisfied

$$
\begin{aligned}
& \mathbf{E}^{S} \equiv \frac{1}{2}\left(\mathbf{C}^{S}-\mathbf{1}\right), \quad\left\|\mathbf{E}^{S}\right\|=\sup _{\mathbf{n},|\mathrm{n}|=1}\left|\mathbf{E}^{S} \cdot(\mathbf{n} \otimes \mathbf{n})\right|, \\
& \sup _{x, t}\left\|\mathbf{E}^{S}\right\| \ll 1,
\end{aligned}
$$

$$
\begin{equation*}
\sup _{x, t}\left|\frac{\varrho^{F}-\varrho_{0}^{F}}{\varrho_{0}^{F}}\right| \ll 1 \tag{10.1}
\end{equation*}
$$

$$
\sup _{x, t}\left|\frac{\Delta}{n_{0}}\right| \ll 1, \quad \Delta \equiv n-n_{0}
$$

where $\varrho_{0}^{F}$ and $n_{0}$ denote the constant initial values of the mass density of the fluid and of the porosity, respectively.

Under these assumptions the constitutive relations for the source of porosity (7.11) and for the partial stresses (7.2) become

$$
\begin{align*}
\nu & =-\frac{\Delta}{\tau}, \quad \tau=\tau\left(n_{0}\right) \\
\mathbf{T}^{S} & =\lambda^{S}\left(\mathbf{E}^{S} \cdot \mathbf{1}\right) \mathbf{1}+2 \mu^{S} \mathbf{E}^{S}, \quad \lambda^{S}=\lambda^{S}\left(n_{0}\right), \quad \mu^{S}=\mu^{S}\left(n_{0}\right)  \tag{10.2}\\
\mathbf{T}^{F} & =-p^{F} \mathbf{1}, \quad p^{F}=K^{F} \varrho^{F}+\frac{n_{0} \varrho_{0}^{F}}{\tau \mathcal{N}} \Delta \\
K^{F} & =K^{F}\left(n_{0}\right), \quad \mathcal{N}=\mathcal{N}\left(n_{0}\right)
\end{align*}
$$

In the above relations we have used the assumption mentioned in the section on the boundary conditions and concerning the form of the flux $\Phi_{0}$. Namely it has been assumed to be equal to the porosity $n$ itself. In the linear model this assumption yields the constant flux of the value $n_{0}$. The coupling of stresses is then one-sided: the stress in the skeleton is independent of the presence and properties of the fluid in pores.

The fields in this case

$$
\begin{equation*}
\left\{\varrho^{F}, \Delta, \mathbf{u}^{S}, \mathbf{v}^{F}\right\}, \quad \mathbf{u}^{S} \equiv \chi^{S}(\mathbf{X}, t)-\mathbf{X} \tag{10.3}
\end{equation*}
$$

where $\mathbf{u}^{S}$ is the displacement of the skeleton, are described by the following fully linearized set of field equations

$$
\begin{equation*}
\frac{\partial \varrho^{F}}{\partial t}+\varrho_{0}^{F} \operatorname{Div}\left(\mathbf{v}^{F}\right)=0 \tag{10.4}
\end{equation*}
$$

(10.4) $\frac{\Delta}{\partial t}+n_{0} \operatorname{Div}\left(\mathbf{v}^{F}\right)=-\frac{\Delta}{\tau}$,
$\varrho^{S} \frac{\partial^{2} \mathbf{u}^{S}}{\partial t^{2}}=\left(\lambda^{S}+\mu^{S}\right) \operatorname{Grad} \operatorname{Div}\left(\mathbf{u}^{S}\right)+\mu^{S} \operatorname{Div} \operatorname{Grad}\left(\mathbf{u}^{S}\right)+\pi_{3} \mathbf{w}+\varrho^{S} \mathbf{b}^{S}$,
[cont.]

$$
\begin{align*}
& \varrho_{0}^{F} \frac{\partial \mathbf{v}^{F}}{\partial t}=-\operatorname{Grad}\left(K^{F} \varrho^{F}+\frac{n_{0} \varrho_{0}^{F}}{\tau \mathcal{N}} \Delta\right)-\pi_{3} \mathbf{w}+\varrho^{F} \mathbf{b}^{F},  \tag{10.4}\\
& \mathbf{w} \equiv \mathbf{v}^{F}-\frac{\partial \mathbf{u}^{\mathbf{s}}}{\partial t},
\end{align*}
$$

where

$$
\begin{equation*}
\pi_{3}=\pi_{0}+\pi_{1}+\pi_{2}=\pi_{3}\left(n_{0}\right) \tag{10.5}
\end{equation*}
$$

We can now make the analysis of the propagation condition of acoustic waves completely explicit. We obtain the following equations for the amplitudes

$$
\begin{align*}
& r+\varrho_{0}^{F} \mathbf{a}^{F} \cdot \mathbf{n}=0, \\
& \mathrm{n}+n_{0} \mathbf{a}^{F} \cdot \mathbf{n}=0, \\
& \varrho^{S} U^{2} \mathbf{a}^{S}=\left(\lambda^{S}+\mu^{S}\right)\left(\mathbf{a}^{S} \cdot \mathbf{n}\right) \mathbf{n}+\mu^{S} \mathbf{a}^{S},  \tag{10.6}\\
& \varrho_{0}^{F} U^{2} \mathbf{a}^{F}=\left\{-K^{F} r-\frac{n_{0} \varrho_{0}^{F}}{\tau \mathcal{N}} \mathrm{n}\right\} \mathbf{n} .
\end{align*}
$$

Consequently the amplitudes of the mass density gradient $r$ and the amplitude of the porosity gradient $n$ are not connected with their own waves - as it was already the case in the nonlinear problem. The amplitude of the acceleration wave in the fluid possesses solely the normal component and the speeds of propagations are given by the following relations

$$
\begin{align*}
U_{L}^{S} & =\sqrt{\frac{\lambda^{S}+2 \mu^{S}}{\varrho^{S}}}
\end{align*} \quad \text { longitudinal P1-wave, } \quad \text { transversal S-wave, }
$$

Hence the measurements of these three speeds of propagation deliver immediately three relations for the material parameters in function of the porosity $n_{0}$. These data are easily available and we show further a numerical example.

In order to analyze the attenuation of waves it is easier to consider a onedimensional example of the monochromatic wave. Let us denote by $v^{F}$ the $x$-component of the velocity of the fluid, by $v^{S}$ - the $x$-component of the velocity of the skeleton and by $\varepsilon^{S}$ - the extension of the skeleton in the $x$-direction. These three quantities together with $\varrho^{F}$ and $\Delta$ fully describe the one-dimensional process. We look for the solution of the set of field equations in the following
form

$$
\begin{align*}
\varrho^{F} & =\varrho_{0}^{F}+\varepsilon R^{F} \exp \left(i\left(\omega t-k^{*} x\right)\right), \\
v^{F} & =\varepsilon V^{F} \exp \left(i\left(\omega t-k^{*} x\right)\right), \\
v^{S} & =\varepsilon V^{S} \exp \left(i\left(\omega t-k^{*} x\right)\right),  \tag{10.8}\\
\Delta & =\varepsilon D \exp \left(i\left(\omega t-k^{*} x\right)\right), \\
\varepsilon^{S} & =\varepsilon E^{S} \exp \left(i\left(\omega t-k^{*} x\right)\right),
\end{align*}
$$

where $\varrho_{0}^{F}, R^{F}, V^{F}, V^{S}, D, E^{S}$ are constants and

$$
\begin{equation*}
0<\varepsilon \ll 1 . \tag{10.9}
\end{equation*}
$$

In the above relations the frequency $\omega$ denotes the real frequency of the monochromatic wave which is considered to be given. The wave number $k^{*}$ is assumed to be complex. Namely

$$
\begin{equation*}
k^{*}=k+i \alpha, \tag{10.10}
\end{equation*}
$$

where $k$ is the inverse of the wavelength and $\alpha$ denotes the attenuation of the wave.

Substitution of the relations (10.8) in the field equations yields the following dispersion relation for the monochromatic waves

$$
\begin{align*}
&\left\{\omega^{2}-U_{L}^{F 2} k^{* 2}+\frac{n_{0}^{2}}{\tau \mathcal{N}} \frac{i 1 / \tau}{\omega+i 1 / \tau} k^{* 2}-i \frac{\pi_{3}}{\varrho_{0}^{F}} \omega\right\}  \tag{10.11}\\
& \cdot\left\{\omega^{2}-U_{L}^{S 2} k^{* 2}-i \frac{\pi_{3}}{\varrho^{S}} \omega\right\}+\left(\frac{\pi_{3}}{\varrho^{S}}\right)\left(\frac{\pi_{3}}{\varrho_{0}^{F}}\right) \omega^{2}=0,
\end{align*}
$$

which is the equation for $k^{*}$ as a function of $\omega$. It is easy to check that the limit case of almost empty pores for which we can neglect the influence of diffusion yields the frequency-dependent speeds of propagation of two different types of waves corresponding to the two longitudinal waves discussed above. Moreover the limit $\omega \rightarrow \infty$ yields the same speeds of propagation as before.

As far as the attenuation coefficient $\alpha$ is concerned we obtain the following relation

$$
\begin{align*}
& \frac{1}{\tau}=\frac{\omega}{2 Q}\left\{\left(Q^{2}-\frac{1}{4}\right) \frac{n_{0}^{2}}{\tau \mathcal{N} K^{F}}\right.  \tag{10.12}\\
&\left.+\sqrt{\left(Q^{2}-\frac{1}{4}\right)^{2}\left(\frac{n_{0}^{2}}{\tau \mathcal{N} K^{F}}\right)^{2}-4 Q^{2}\left(1+\left(\frac{n_{0}^{2}}{\tau \mathcal{N} K^{F}}\right)\right)}\right\}
\end{align*}
$$

where

$$
\begin{equation*}
Q=\frac{k}{2 \alpha} \tag{10.13}
\end{equation*}
$$

is the so-called the quality factor of the monochromatic wave (see: Sec.3.3.3. of [5]). Hence the relaxation time $\tau$ for the porosity is indeed one of the two parameters describing the attenuation of waves. The second one is the classical diffusion coefficient $\pi_{3}$. The quality factor is also easily attainable to the measurements. This yields the possibility of measuring the additional parameter $\tau$ of the model discussed in this section.

In order to illustrate the above considerations we present the numerical results for the Massillon sandstone. For the porosity $n_{o}=23 \%$ and the water saturation $S_{w}=0.1 \%$ we have the following experimental data [5] and the results of the wave analysis

| Measurements: | $U_{L}^{S} \cong 3.1 \times 10^{3} \mathrm{~m} / \mathrm{s}$ | $U_{L}^{F} \cong 0.9 \times 10^{3} \mathrm{~m} / \mathrm{s}$ | $\frac{1000}{Q}=40$ for $\omega=2 \times 10^{3} \mathrm{~Hz}$ |
| :--- | :--- | :--- | :--- |
|  | $U_{T}^{S} \cong 1.6 \times 10^{3} \mathrm{~m} / \mathrm{s}$ | $U_{\text {air }} \cong 0.3 \times 10^{3} \mathrm{~m} / \mathrm{s}$ | $\varrho^{S} \cong 2.4 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ |


| Results (the <br> wave analysis): | $\lambda^{S}=10.776$ <br> $\times 10^{3} \mathrm{MPa}$ | $\mu^{S}=6.144$ <br> $\times 10^{3} \mathrm{MPa}$ | $K^{F}=0.9$ <br> $\times 10^{5} \mathrm{~m}^{2} / \mathrm{s}^{2}$ | $\tau \mathcal{N}=7.347$ <br> $\times 10^{-8} \mathrm{~s}^{2} / \mathrm{m}^{2}$ | $\tau=3.699$ <br> $\times 10^{-6} \mathrm{~s}$ |
| :--- | :---: | :---: | :--- | :--- | :--- |

These values check well with the available experimental results obtained by the standard methods of measuring the material parameters.

In addition, the above simple examples justify to a certain extent the assumptions made in the nonlinear model. For instance the measurements of the speeds of the P1-wave in many rocks show that they are almost independent of the water saturation in pores. It means that these speeds do not react to the art of the substance in the pores - they are independent of $\varrho^{F}$ and $\Delta$. This justifies for such materials the assumption of independence of the free energy of the skeleton of the mass density of the fluid and of the changes of the porosity which we have mentioned in the section on the boundary conditions.

We complete this section with another standard example stemming from the soil mechanics (see: [29] for further details). First of all let us notice that the equations (10.4 $)_{1,2}$ can be combined in the following way

$$
\begin{equation*}
\frac{\partial \Delta}{\partial t}+\frac{\Delta}{\tau}=\frac{n_{0}}{\varrho_{0}^{F}} \frac{\partial \varrho^{F}}{\partial t} \tag{10.14}
\end{equation*}
$$

If the mass density $\varrho^{F}$ were known, we could find the changes of porosity from this equation. Consequently the formal solution can be written in the form

$$
\begin{equation*}
\Delta=\frac{n_{0}}{\varrho_{0}^{F}}\left\{\varrho^{F}-\varrho_{0}^{F} e^{-t / \tau}-\frac{1}{\tau} \int_{0}^{t} \varrho^{F}(\mathbf{x}, \eta) e^{-(t-\eta) \tau} d \eta\right\} \tag{10.15}
\end{equation*}
$$

As expected, the equation for porosity yields a sort of memory effect which in the linear theory is described by the Boltzmann integral. It means that the present value of the porosity depends not only on the present value of the mass density but also on its past history. The influence of the past history is, however, modified by the exponential function. Hence, in the first approximation, we can neglect these effects entirely. We obtain

$$
\begin{equation*}
\Delta \approx \frac{n_{0}}{\varrho_{0}^{F}}\left(\varrho^{F}-\varrho_{0}^{F}\right) \tag{10.16}
\end{equation*}
$$

Substitution of this relation in Eq. (10.14) shows immediately that this equation is satisfied solely in the case of the infinite relaxation time. In such a case there is no dissipation due to the changes of porosity. The porosity changes according to the change of the mass density of the fluid. The similar property appears under the assumption of the incompressibility of real materials of components which has been discussed by R. Bowen [6]. However in contrast to the work of Bowen, in our case it is only the approximation which does not lead to any reaction forces on constraints.

Bearing in mind the above approximation we solve now the one-dimensional quasi-static consolidation problem which has been solved for the first time by Fröhlich in 1938 within the frame of the Terzaghi model of consolidation. Namely we consider the compression of the semi-infinite prism of the porous material filled with water with the free flow of the water through the boundary $x=0$. The external pressure $p_{a}$ is atmospheric and the loading is given as the body force on the skeleton

$$
\begin{align*}
& \varrho^{S} b^{S}=q H(t) \delta(x) \\
& \varrho^{F} b^{F}=0 \tag{10.17}
\end{align*}
$$

where $H(\cdot)$ is the Heaviside distribution and $\delta(\cdot)$ is the Dirac distribution. The constant $q$ is the load in the direction of the $x$-axis.

Simple manipulations of the field equations yield the following set of equations for the pressure $p^{F}$ and the normal component of the stress $\sigma^{S}$ in the direction of the $x$-axis

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\partial p^{F}}{\partial x}\right)-D \frac{\partial^{2}}{\partial x^{2}}\left(\frac{\partial p^{F}}{\partial x}\right)=M q \delta(t) \delta(x) \tag{10.18}
\end{equation*}
$$

$$
\frac{\partial \sigma^{S}}{\partial x}-\frac{\partial p^{F}}{\partial x}=-q H(t) \delta(x)
$$

where
(10.19)

$$
M \equiv \frac{\varrho_{0}^{F}\left(K^{F}+\frac{n_{0}^{2}}{\tau \mathcal{N}}\right)}{E^{S}+\varrho_{0}^{F}\left(K^{F}+\frac{n_{0}^{2}}{\tau \mathcal{N}}\right)}, \quad E^{S} \equiv \lambda^{S}+2 \mu^{S}
$$

$$
D \equiv \frac{\varrho_{0}^{F}}{\pi_{3}} \frac{\varrho_{0}^{F}\left(K^{F}+\frac{n_{0}^{2}}{\tau \mathcal{N}}\right) E^{S}}{E^{S}+\varrho_{0}^{F}\left(K^{F}+\frac{n_{0}^{2}}{\tau \mathcal{N}}\right)}
$$

The equations (10.18) can be easily solved. For instance, we obtain the following result for the so-called hydraulic gradient $i$

$$
\begin{equation*}
\left(\frac{2 \sqrt{\pi} H}{M q}\right) i=\frac{1}{\sqrt{t^{\prime}}} \exp \left(-\frac{x^{\prime 2}}{4 t^{\prime}}\right) \tag{10.20}
\end{equation*}
$$

$$
i \equiv \frac{\partial p^{F}}{\partial x}, \quad t^{\prime} \equiv t \frac{D}{H^{2}}, \quad x^{\prime} \equiv \frac{x}{H}
$$

and $H$ is a constant with the dimension of length.


Fig. 1. Time changes of the hydraulic gradient $i$ for $x / H=0,0.25$ and 0.75 .
This solution is shown in the Fig. 1 for various values of the depth. The result complies quantitatively with the results obtained for the model of Terzaghi for times shorter than app. 1.5.

For large times the decay in the present model is much slower even though both solutions approach zero for the infinite time. This is most likely the result of approximations applied by Fröhlich.

The above results allow also to find the last material constant of the linear model - the coefficient of diffusion $\pi_{3}$. Consequently the model can be used in the practical applications to describe processes of small deformations and small changes of porosity. Little is known about the constitutive functions for nonlinear cases. This is however also the deficiency of the experiments which are available at the present time.

## 11. Final remarks

The simple examples of the last section have demonstrated how strong must be the simplifying assumptions to lead to the classical results of the theory of porous materials. Almost nothing has been done yet as far as the solutions for large deformations are concerned. At the present stage of research there seems to be a good chance for obtaining the first numerical results in the case of purely mechanical processes in materials with the elastic skeleton and the ideal fluid. However even in this case there are no mathematical results available and the free boundary may yield difficulties connected with the existence of classical solutions.

Even less developed are the models combining the large deformations with non-mechanical variables. Particularly important are here the non-isothermal problems. There exist already the first attempts to incorporate these effects, particularly in connection with the phase transformations (e.g. drying processes in ceramics). The situation is, however, not very satisfactory. The thermal variables connected with the problem of free boundaries yield difficulties with the construction of the model which would contain physically measurable quantities (e.g. see [11]).

On the other hand there seems to be no doubt that the modern continuum theory of mixtures of immiscible components is the only possibility to obtain the mathematical models of porous materials. The purely structural theories may deliver some important hints concerning, for instance, transport coefficients but they are hardly in the position to be applicable in numerous engineering problems of geology, chemistry, acoustics etc. independently of the capacity of future computers. The new chance for the continuum theories is certainly connected with the unified Lagrangian description of all components. Its application in this work has shown that the relatively complex model can be handled without many technical difficulties and the first experience with this description in numerical methods also indicates considerable simplifications.

## Appendix: Motivation of the equation for porosity (4.11)

In this Appendix we present the brief semimicroscopical motivation of the balance equation for the porosity (4.11). Mathematical details of the derivation of this equation are rather involved due to the lack of smoothness. We discuss them elsewhere [24].

It is assumed that the skeleton, the solid component of the porous medium, is a continuum on the semimicroscopical level of observation. This means that each point $\mathbf{X}$ of the macroscopical manifold $\mathcal{B}$ is connected with a certain timedependent microstructure $\mathcal{M}_{X}$ which is schematically shown in Fig. 2.


Fig. 2. The semimicroscopical mechanisms yielding the changes of porosity. The centre of the magnifying glass is located in all three cases at the same point $\mathbf{X}$; a) initial microstructure, b) changes of microstructure due to the pore relaxation (micromotion and microsources), c) changes of microstructure due to the macroscopical flux (motion of microstructure relative to the macroscopical skeleton).

The instantaneous geometry of this microstructure is established by the real solid body $\mathcal{B}_{\text {real }}$ embedded for each instant of time in the three-dimensional Euclidean configuration space $\mathcal{R}^{3}$. The hull which is identical with the closed boundary surface of the geometrical three-dimensional figure $\mathcal{M}_{X}$ (the frame of the magnifying glass in Fig. 2) is now shifted over the configuration space and the
average properties of the part of the real body contained in the interior of the hull are prescribed to the point of the space $\mathcal{R}^{3}$ coinciding with a chosen internal point of $\mathcal{M}_{X}$ (the centre of the magnifying glass in the simple example of Fig. 2) and occupied at the same instant of time by the material point $\mathbf{X}$ of the skeleton. For simplicity one assumes that the shape of the hull does not change in time.

This type of the volume averages are used quite commonly in the theories of bodies with microstructure. For instance the volume averages of material properties of composites are calculated in this way. In the theory of porous materials with diffusion processes there are also numerous attempts in this direction (e.g. F. Dobran [31], W.A. Gray, S.M. Hassanizadeh [32], J. Bear, Y. Bachmat [33]). None of them seems to be yet effective and reliable enough to yield the macroscopical model without any need for additional macroscopical constitutive relations. For this reason we use the above described construction solely to motivate the equation for the porosity.

Instead of constructing averages in the configuration space $\mathcal{R}^{3}$ we use the procedure on the reference configuration $\mathcal{B}$ of the macroscopical skeleton. This corresponds with our Lagrangian approach.

We seek the equation describing the volume changes of the part of the real skeleton which at a given point $\mathbf{X} \in \mathcal{B}$ and at a given instant of time $t$ lies inside the hull of the figure $\mathcal{M}_{X}$. The arbitrary point Y from $\mathcal{M}_{X}$ can be described by the location vector

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X}+\varepsilon \mathbf{Z}, \quad \mathbf{X} \in \mathcal{B}, \quad \mathbf{Y} \in \mathcal{M}_{X}, \tag{A.1}
\end{equation*}
$$

where $\varepsilon$ is the small parameter of the order of the cubic root of the ratio of the volume of microstructure to the characteristic macroscopic volume. If we denote by $\mathcal{H}(., t)$ the characteristic function of the real skeleton contained in $\mathcal{M}_{X}$

$$
\mathcal{H}(\mathbf{Y}, t)= \begin{cases}1 & \text { for } \mathbf{Y} \text { belonging to the domain of the real skeleton, }  \tag{A.2}\\ 0 & \text { otherwise }\end{cases}
$$

then the porosity is defined by the relation

$$
\begin{equation*}
1-n(\mathbf{X}, t) \equiv \frac{1}{V_{C}} \int_{\mathcal{M}_{X}} \mathcal{H}(\mathbf{Y}, t) d V, \quad V_{C} \equiv \int_{\mathcal{M}_{X}} d V=\text { const } \tag{A.3}
\end{equation*}
$$

where $V_{c}$ is sometimes called the control volume of the averaging.
We want to find the time changes of the porosity. The changes of the microscopic geometry of the real skeleton are due to the two factors:

- The redistribution of the real solid material in the domain $\mathcal{M}_{X}$ due to its microscopic deformation. This may follow from the compressibility of the real material and/or from the microscopic motion of the skeleton inside of this domain which shifts the solid material to the parts of the pore space. Such processes are
not controllable on the macroscopical level and yield the pore relaxation processes. They are schematically shown in Fig. 2b. The material of the real skeleton in the microscopic configurations of Fig. 2 a and 2 b (the interior of the magnifying glass) is the same but its distribution within $\mathcal{M}_{X}$ has changed due to the above described mechanisms;
- The flux of the real material through the hull of the microstructure into the neighbouring regions of the real body. This is demonstrated in Fig. 2c by the shift of the real material relative to the magnifying glass whose centre still lies in $\mathbf{X}$.

The balance equation for the whole microstructure describing these changes of the geometry has the form

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{\mathcal{M}_{X}} \mathcal{H}(\mathbf{Y}, t) d V=\oint_{\mathcal{M}_{X}} \mathcal{H}(\mathbf{Y}, t) \mathbf{v}_{\text {real }}^{S} \cdot \mathbf{n} d A+\int_{\mathcal{M}_{X}} \widehat{\mathcal{H}}(\mathbf{Y}, t) d V, \tag{A.4}
\end{equation*}
$$

where $\mathbf{v}_{\text {real }}^{S}$ denotes the velocity field for the points occupied in the microstructure by the real skeleton. This field is highly singular and usually cannot be integrated to describe any smooth trajectories (see: [24]). The operations performed on the above equation, which must be understood in the distributional sense, require certain additional smoothing procedures which we do not present in this Appendix. The vector n is the outward normal vector of the boundary of the microstructure $\partial \mathcal{M}_{X}$ and $\hat{\mathcal{H}}(\mathbf{Y}, t)$ is the intensity of the source of the domain occupied by the real skeleton. The latter is due to the changes of the volume of the real skeleton in the microstructure caused by the changes of the real mass density of the skeleton (see: Fig. 2b).

The surface integral in (A.4) can be transformed into the volume integral under the above mentioned smoothing procedures. Subsequently we apply the multiscaling indicated by the relation (A.1) and obtain

$$
\begin{align*}
\oint_{\mathcal{M}_{X}} \mathcal{H}(\mathbf{Y}, t) \mathbf{v}_{\text {real }}^{S} \cdot \mathbf{n} d A=\operatorname{Div}_{X} & \int_{\mathcal{M}_{X}} \mathcal{H}(\mathbf{X}, \mathbf{Z}, t) \mathbf{v}_{\text {real }}^{S}(\mathbf{X}, \mathbf{Z}, t) d V_{Z}  \tag{A.5}\\
& +\varepsilon \int_{\mathcal{M}_{X}} \operatorname{Div}_{Z}\left(\mathcal{H}(\mathbf{X}, \mathbf{Z}, t) \mathbf{v}_{\text {real }}^{S}(\mathbf{X}, \mathbf{Z}, t)\right) d V_{Z}
\end{align*}
$$

where the differentiation and integration with respect to the microvariable $\mathbf{Z}$ has been separated from the differentiation with respect to the macroscopical Lagrange variable $\mathbf{X}$.

The first term on the right-hand side of this relation describes the macroscopical flux of the porosity defined by the relation (A.3). Simultaneously the second term follows from the microscopical motions of the real skeleton within the microstructure and contributes to the pore relaxation processes - independently of the fact whether the real components are assumed to be compressible or incompressible.

Consequently, if we introduce the notation

$$
\begin{align*}
& -\mathbf{J}(\mathbf{X}, t)=\frac{1}{V_{C}}\left\{\int_{\mathcal{M}_{X}} \mathcal{H}(\mathbf{X}, \mathbf{Z}, t) \mathbf{v}_{\text {real }}^{S}(\mathbf{X}, \mathbf{Z}, t) d V_{Z}\right\} \\
& -\widehat{n}(\mathbf{X}, t)=  \tag{A.6}\\
& V_{V_{C}}\left\{\varepsilon \int_{\mathcal{M}_{X}} \operatorname{Div}_{Z} \mathcal{H}(\mathbf{X}, \mathbf{Z}, t) \mathbf{v}_{\text {real }}^{S}(\mathbf{X}, \mathbf{Z}, t) d V_{Z}\right\} \\
& \\
& +\frac{1}{V_{C}}\left\{\int_{\mathcal{M}_{X}} \widehat{\mathcal{H}}(\mathbf{X}, \mathbf{Z}, t) d V_{Z}\right\}
\end{align*}
$$

we obtain from the equation (A.4) the balance equation of the porosity (4.11).
The above considerations must be considered solely as the clarification of certain microscopical mechanisms yielding the "internal" variables and the motivation of this balance equation and not as its derivation because, apart from the above mentioned smoothness problems, the relations of this Appendix are not effective if we do not have the full set of microscopical field equations. The problem must be still closed by constitutive relations and this is obviously simpler on the macroscopical level as we have done in the paper.
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# Double-diffusive convection in compressible fluids with suspended particles in porous medium 
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#### Abstract

The doublediffusive convection in compressible fluids with suspended particles in porous medium is considered. The suspended particles are found to have destabilizing effect whereas stable solute gradient, rotation and compressibility have stabilizing effect on the system. The medium permeability has a destabilizing effect in the absence of rotation but has both stabilizing and destabilizing effects in the presence of rotation. The stable solute gradient and rotation are found to introduce oscillatory modes in the system which are non-existent in their absence.


## 1. Introduction

The problem of thermosolutal convection in fluids in a porous medium is of importance in geophysics, soil sciences, ground-water hydrology and astrophysics. The development of geothermal power resources holds increased general interest in the study of the properties of convection in porous media. The scientific importance of the field has also increased because hydrothermal circulation is the dominant heat transfer mechanism in the development of young oceanic crust (Lister [3]). Generally it is accepted that comets consist of a dusty "snowball" of a mixture of frozen gases which, in the process of their journey, changes from solid to gas and vice-versa. The physical properties of comets, meteorites and interplanetary dust strongly suggest the importance of porosity in the astrophysical context. A mounting evidence, both theoretical and experimental, suggests that Darcy's equation provides an unsatisfactory description of the hydrodynamic conditions, particularly near the boundaries of a porous medium. BeAVERS et al. [10] have experimentally demonstrated the existence of shear within the porous medium near surface, where the porous medium is exposed to a freely flowing fluid, thus forming a zone of shear-induced flow field. The Darcy's equation however, cannot predict the existence of such a boundary zone, since no macroscopic shear term is included in this equation (JOSEPH and TAO [11]). To be mathematically compatible with the Navier-Stokes equations and physically consistent with the experimentally observed boundary shear zone mentioned above, Brinkman proposed the introduction of the term $\frac{\mu}{\varepsilon} \nabla^{2} \mathrm{~V}$ in addition to $-\left(\frac{\mu}{k_{1}}\right) \mathrm{V}$ in the equations of fluid motion. The elaborate statistical justification of the Brinkman equations has been presented by Saffman [12] and Lundgren [13]. Stommel and Fedorov [14] and Linden [2] have remarked that the length scales characteristic of double-diffusive convecting layers in the ocean could be sufficiently large for Earth's rotation to
become important in their formation. Moreover, the rotation of the Earth distorts the boundaries of a hexagonal convection cell in a fluid flowing through a porous medium, and the distortion plays an important role in the extraction of energy in the geothermal regions. Brakke [1] explained a double-diffusive instability that occurs when a solution of a slowly diffusing protein is laid over a denser solution of more rapidly diffusing sucrose. NASON et al. [5] found that this instability, which is deleterious to certain biochemical separations, can be suppressed by rotation in the ultracentrifuge. Scanlon and Segel [6] have studied the effect of suspended particles on the onset of thermal convection.

The conditions under which convective motions in double-diffusive convection are important (e.g. in lower parts of the Earth's atmosphere, astrophysics and several geophysical situations) are usually far removed from the consideration of a single component fluid and rigid boundaries and therefore, it is desirable to consider a fluid acted on by solute gradient and free boundaries. The compressibility and suspended particles are important in such situations. Sharma and Sharma [7] and Sharma and Veena Kumari [8] have considered the thermosolutal convection in porous medium under varying assumptions of hydrodynamics and hydromagnetics.

Keeping in mind the importance in geophysics, astrophysics and various applications mentioned above, the thermosolutal convection in compressible fluids with suspended particles in a porous medium, in the absence and presence of a uniform rotation, separately, has been considered in the present paper.

## 2. Formulation of the problem and perturbation equations

Consider an infinite horizontal, compressible fluid-particle layer of thickness $d$ bounded by the planes $z=0$ and $z=d$ in a porous medium of porosity $\varepsilon$ and permeability $k_{1}$. This layer is heated from below and subjected to a stable solute gradient such that steady adverse temperature gradient $\beta(=|d T / d z|)$ and a solute concentration gradient $\beta^{\prime}(=|d C / d z|)$ are maintained.

Let $\varrho, \mu, p$ and $\mathbf{V}(u, v, w)$ denote respectively the density, viscosity, pressure and filter velocity of the pure fluid; $\mathbf{V}_{d}(\bar{x}, t)$ and $N(\bar{x}, t)$ denote filter velocity and number density of the particles, respectively. If $g$ is acceleration due to gravity, $K=6 \pi \varrho \nu \varepsilon^{\prime}$ where $\varepsilon^{\prime}$ is the particle radius, $\mathbf{V}_{d}=(l, r, s), \bar{x}=(x, y, z)$ and $\boldsymbol{\lambda}_{1}=(0,0,1)$, then the equation of motion and continuity for the fluid are

$$
\begin{align*}
& \frac{\varrho}{\varepsilon}\left[\frac{\partial \mathbf{V}}{\partial t}+\frac{1}{\varepsilon}(\mathbf{V} \cdot \nabla) \mathbf{V}\right]=-\nabla p-\varrho g \boldsymbol{\lambda}_{1}+\left(\frac{\mu}{\varepsilon} \nabla^{2}-\frac{\mu}{k_{1}}\right) \mathbf{V}+\frac{K N}{\varepsilon}\left(\mathbf{V}_{d}-\mathbf{V}\right),  \tag{2.1}\\
& \left(\varepsilon \frac{\partial}{\partial t}+\mathbf{V} \cdot \nabla\right) \varrho+\varrho \nabla \cdot \mathbf{V}=0 \tag{2.2}
\end{align*}
$$

Since the distances between particles are assumed to be quite large compared with their diameter, the interparticle relations, buoyancy force, Darcian force and
pressure force on the particles are ignored. Therefore the equations of motion and continuity for the particles are

$$
\begin{align*}
m N\left[\frac{\partial \mathbf{V}_{d}}{\partial t}+\frac{1}{\varepsilon}\left(\mathbf{V}_{d} \cdot \nabla\right) \mathbf{V}_{d}\right] & =K N\left(\mathbf{V}-\mathbf{V}_{d}\right),  \tag{2.3}\\
\varepsilon \frac{\partial N}{\partial t}+\nabla \cdot\left(N \mathbf{V}_{d}\right) & =0 \tag{2.4}
\end{align*}
$$

Let $c_{v}, c_{p}, c_{p t}, T, C$ and $q$ denote respectively the heat capacity of fluid at constant volume, heat capacity of fluid at constant pressure, heat capacity of particles, temperature, solute concentration and "effective thermal conductivity" of the clean fluid. Let $c_{v}^{\prime}, c_{p t}^{\prime}$ and $q^{\prime}$ denote the analogous solute coefficients. When particles and the fluid are in thermal and solute equilibrium, the equations of heat and solute conduction give

$$
\begin{align*}
{\left[\varrho c_{v} \varepsilon+\varrho_{s} c_{s}(1-\varepsilon)\right] \frac{\partial T}{\partial t}+\varrho c_{v}(\mathbf{V} \cdot \nabla) T } &  \tag{2.5}\\
& +m N c_{p t}\left(\varepsilon \frac{\partial}{\partial t}+\mathbf{V}_{d} \cdot \nabla\right) T=q \nabla^{2} T
\end{align*}
$$

$$
\begin{align*}
{\left[\varrho c_{v}^{\prime} \varepsilon+\varrho_{s} c_{s}^{\prime}(1-\varepsilon)\right] \frac{\partial C}{\partial t}+\varrho c_{v}^{\prime}(\mathbf{V} \cdot \nabla) C } &  \tag{2.6}\\
& +m N c_{p t}^{\prime}\left(\varepsilon \frac{\partial}{\partial t}+\mathbf{V}_{d} \cdot \nabla\right) C=q^{\prime} \nabla^{2} C,
\end{align*}
$$

where $\varrho_{s}, c_{s}$ are the density and heat capacity of the solid matrix, respectively.
Spiegel and Veronis [9] have expressed any state variable (pressure, density or temperature), say $X$, in the form

$$
X=X_{m}+X_{0}(z)+X^{\prime}(x, y, z, t),
$$

where $X_{m}$ stands for the constant space distribution of $X, X_{0}$ is the variation in $X$ in the absence of motion, and $X^{\prime}(x, y, z, t)$ stands for the fluctuations in $X$ due to the motion of the fluid. Following Spiegel and Veronis [9], we have

$$
\begin{aligned}
T(z) & =-\beta z+T_{0}, \\
p(z) & =p_{m}-g \int_{0}^{z}\left(\varrho_{m}+\varrho_{0}\right) d z, \\
\varrho(x) & =\varrho_{m}\left[1-\alpha\left(T-T_{m}\right)+\alpha^{\prime}\left(C-C_{m}\right)+\alpha^{\prime \prime}\left(p-p_{m}\right)\right], \\
\alpha & =-\left(\frac{1}{\varrho} \frac{\partial \varrho}{\partial T}\right), \quad \alpha^{\prime}=\left(\frac{1}{\varrho} \frac{\partial \varrho}{\partial C}\right), \quad \alpha^{\prime \prime}=\left(\frac{1}{\varrho} \frac{\partial \varrho}{\partial p}\right) .
\end{aligned}
$$

Thus $p_{m}, \varrho_{m}$ stand for the constant space distribution of $p$ and $\varrho$ and $T_{0}, \varrho_{0}$ stand for the temperature and density of the fluid at the lower boundary (and in the absence of motion).

Since density variations are mainly due to variations in temperature and solute concentration, Eqs. (2.1)-(2.6) must be supplemented by the equation of state

$$
\varrho(z)=\varrho_{m}\left[1-\alpha\left(T-T_{m}\right)+\alpha^{\prime}\left(C-C_{m}\right)\right]
$$

Let $\delta \varrho, \delta p, \theta, \gamma, \mathbf{V}, \mathbf{V}_{d}$ and $N$ denote the perturbations in fluid density $\varrho$, pressure $p$, temperature $T$, solute concentration $C$, fluid velocity ( $0,0,0$ ), particles velocity $(0,0,0)$ and particle number density $N_{0}$, respectively. Then the linearized perturbation equations, under the Spiegel and Veronis assumptions, are

$$
\begin{align*}
& \frac{1}{\varepsilon} \frac{\partial \mathbf{V}}{\partial t}=-\frac{1}{\varrho_{m}} \nabla \delta p-g\left(\frac{\delta \varrho}{\varrho_{m}}\right) \boldsymbol{\lambda}_{1}+\left(\frac{\nu}{\varepsilon} \nabla^{2}-\frac{\nu}{k_{1}}\right) \mathbf{V}+\frac{K N_{0}}{\varrho_{m} \varepsilon}\left(\mathbf{V}_{d}-\mathbf{V}\right) \\
& \nabla \cdot \mathbf{V}=0 \\
& m N_{0} \frac{\partial \mathbf{V}_{d}}{\partial t}=K N_{0}\left(\mathbf{V}-\mathbf{V}_{d}\right)  \tag{2.7}\\
& \varepsilon \frac{\partial N}{\partial t}+\nabla \cdot\left(N_{0} \mathbf{V}_{d}\right)=0 \\
& (E+h \varepsilon) \frac{\partial \theta}{\partial t}=\left(\beta-\frac{g}{c_{p}}\right)(w+h s)+\kappa \nabla^{2} \theta \\
& \left(E^{\prime}+h^{\prime} \varepsilon\right) \frac{\partial \gamma}{\partial t}=\beta^{\prime}\left(w+h^{\prime} s\right)+\kappa \nabla^{2} \gamma .
\end{align*}
$$

Here

$$
\begin{gathered}
E=\varepsilon+(1-\varepsilon) \frac{\varrho_{s} c_{s}}{\varrho_{m} c_{v}}, \quad E^{\prime}=\varepsilon+(1-\varepsilon) \frac{\varrho_{s} c_{s}^{\prime}}{\varrho_{m} c_{v}^{\prime}} \\
h=f \frac{c_{p t}}{c_{v}}, \quad h^{\prime}=f \frac{c_{p t}^{\prime}}{c_{v}^{\prime}}, \quad f=\frac{m N_{0}}{\varrho_{m}}, \quad \kappa=\frac{q}{\varrho_{m} c_{v}}, \quad \kappa^{\prime}=\frac{q^{\prime}}{\varrho_{m} c_{v}^{\prime}}
\end{gathered}
$$

and

$$
\delta \varrho=-\varrho_{m}\left(\alpha \theta-\alpha^{\prime} \gamma\right) .
$$

Using $d, d^{2} / \kappa, \kappa / d, \varrho \nu \kappa / d^{2}, \beta d$ and $\beta^{\prime} d$ to denote the length, time, velocity, pressure, temperature and solute concentration scale factors, respectively, the linearized dimensionless perturbation equations become

$$
\begin{align*}
p_{1}^{-1} \frac{\partial \mathbf{V}^{*}}{\partial t^{*}} & =-\nabla^{*} \delta p^{*}+R \theta^{*} \boldsymbol{\lambda}_{1}-S \gamma^{*} \boldsymbol{\lambda}_{1}+\left(\frac{1}{\varepsilon} \nabla^{* 2}-\frac{1}{P}\right) \mathbf{V}^{*}+\omega\left(\mathbf{V}_{d}^{*}-\mathbf{V}^{*}\right)  \tag{2.8}\\
\nabla^{*} \cdot \mathbf{V}^{*} & =0 \tag{2.9}
\end{align*}
$$

$$
\begin{align*}
\left(\tau \frac{\partial}{\partial t^{*}}+1\right) \mathbf{V}_{d}^{*} & =\mathbf{V}^{*}  \tag{2.10}\\
\left(\frac{\partial M}{\partial t^{*}}+\nabla^{*} \cdot \mathbf{V}_{d}^{*}\right) & =0 \tag{2.11}
\end{align*}
$$

$$
\begin{align*}
(E+h \varepsilon) \frac{\partial \theta^{*}}{\partial t^{*}} & =\frac{G-1}{G}\left(w^{*}+h s^{*}\right)+\nabla^{* 2} \theta^{*}  \tag{2.12}\\
\left(E^{\prime}+h^{\prime} \varepsilon\right) \frac{\partial \gamma^{*}}{\partial t^{*}} & =\left(w^{*}+h^{\prime} s^{*}\right)+\frac{1}{\lambda} \nabla^{* 2} \gamma^{*}
\end{align*}
$$

where

$$
P=\frac{k_{1}}{d^{2}}, \quad G=\frac{c_{p} \beta}{g}, \quad p_{1}=\frac{\varepsilon \nu}{\kappa}, \quad R=\frac{g \alpha \beta d^{4}}{\nu \kappa}, \quad S=\frac{g \alpha^{\prime} \beta^{\prime} d^{4}}{\nu \kappa^{\prime}}
$$

$M=\frac{\varepsilon N}{N_{0}}, \quad \omega=\frac{K N_{0} d^{2}}{\varrho_{m} \nu \varepsilon}, \quad \tau=\frac{m \kappa}{K d^{2}}, \quad f=\frac{m N_{0}}{\varrho_{m}}=\tau \omega p \quad$ and $\quad \lambda=\frac{\kappa}{\kappa^{\prime}}$, and starred (*) quantities are expressed in dimensionless form. Hereafter, we suppress the stars for convenience.

Eliminating $\mathbf{V}_{d}$ from Eq. (2.8) with the help of (2.10) and then eliminating $u$, $v, \delta p$ from the three scalar equations of (2.8), and using (2.9), we obtain

$$
\begin{align*}
{\left[L_{1}-L_{2}\left(\frac{1}{\varepsilon} \nabla^{2}-\frac{1}{p}\right)\right] \nabla^{2} w } & =L_{2}\left(R \nabla_{1}^{2} \theta-S \nabla_{1}^{2} \gamma\right) \\
L_{2}\left[(E+h \varepsilon) \frac{\partial}{\partial t}-\nabla^{2}\right] \theta & =\left(\frac{G-1}{G}\right)\left(\tau \frac{\partial}{\partial t}+H\right) w  \tag{2.13}\\
L_{2}\left[\left(E^{\prime}+h^{\prime} \varepsilon\right) \frac{\partial}{\partial t}-\frac{1}{\lambda} \nabla^{2}\right] \gamma & =\left(\tau \frac{\partial}{\partial t}+H^{\prime}\right) w
\end{align*}
$$

where

$$
\begin{gathered}
L_{1}=p_{1}^{-1}\left(\tau \frac{\partial^{2}}{\partial t^{2}}+F \frac{\partial}{\partial t}\right), \quad L_{2}=\left(\tau \frac{\partial}{\partial t}+1\right), \quad \nabla_{1}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} \\
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}, \quad F=f+1, \quad H=h+1, \quad H^{\prime}=h^{\prime}+1
\end{gathered}
$$

Decomposing the perturbations into normal modes by seeking solutions in the form of functions of $x, y$ and $t$

$$
\begin{equation*}
[w, \theta, \gamma]=[W(z), \Theta(z), \Gamma(z)] \exp \left(i k_{x} x+i k_{y} y+n t\right) \tag{2.14}
\end{equation*}
$$

where $n$ is, in general, complex, and $k=\left(k_{x}^{2}+k_{y}^{2}\right)^{1 / 2}$ is the wave number of disturbance.

Eliminating $\theta, \gamma$ between Eqs. (2.13) and using expression (2.14), we obtain

$$
\begin{align*}
& {\left[L_{1}+\frac{L_{2}}{P}-\frac{L_{2}}{\varepsilon}\left(D^{2}-k^{2}\right)\right] } {\left[D^{2}-k^{2}-n(E+h \varepsilon)\right] }  \tag{2.15}\\
& \cdot {\left[D^{2}-k^{2}-\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right)\right]\left(D^{2}-k^{2}\right) W } \\
&=\left(\frac{G-1}{G}\right)(\tau n+H) R k^{2}\left[D^{2}-k^{2}-\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right)\right] W \\
&-\lambda\left(\tau n+H^{\prime}\right) S k^{2}\left[D^{2}-k^{2}-n(E+h \varepsilon)\right] W
\end{align*}
$$

where

$$
\begin{aligned}
& L_{1}=p_{1}^{-1}\left(\tau n^{2}+F n\right), \\
& L_{2}=\tau n+1 \quad \text { and } \quad D=\frac{d}{d z}
\end{aligned}
$$

## 3. Principle of exchange of stabilities and oscillatory modes

Let

$$
\begin{equation*}
U=\left(D^{2}-k^{2}\right) W \quad \text { and } \quad X=\left[L_{1}+\frac{L_{2}}{P}-\frac{L_{2}}{\varepsilon}\left(D^{2}-k^{2}\right)\right] U \tag{3.1}
\end{equation*}
$$

In terms of $X$, the equation satisfied by $W$ is

$$
\begin{align*}
& {\left[D^{2}-k^{2}-n(E+h \varepsilon)\right]\left[D^{2}-k^{2}-\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right)\right] X}  \tag{3.2}\\
& =k^{2}\left(\frac{G-1}{G}\right) R(\tau n+H)\left[D^{2}-k^{2}-\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right)\right] W \\
& \quad-\lambda k^{2} S\left(\tau n+H^{\prime}\right)\left[D^{2}-k^{2}-n(E+h \varepsilon)\right] W
\end{align*}
$$

Consider the case of two free surfaces having uniform temperature and solute concentration. The boundary conditions appropriate for the problem are

$$
\begin{equation*}
W=D^{2} W=0, \quad \Theta=\Gamma=0 \quad \text { at } \quad z=0 \text { and } 1 . \tag{3.3}
\end{equation*}
$$

Multiplying Eq. (3.2) by $X^{*}$, the complex conjugate of $X$, integrating over the range of $z$ and using the boundary conditions (3.3), we obtain

$$
\begin{align*}
& I_{1}+n\left[(E+h \varepsilon)+\lambda\left(E^{\prime}+h^{\prime} \varepsilon\right)\right] I_{2}+\lambda n^{2}(E+h \varepsilon)\left(E^{\prime}+h^{\prime} \varepsilon\right) I_{3}  \tag{3.4}\\
& =k^{2}\left(\frac{G-1}{G}\right) R(\tau n+H)\left(L_{1}^{*}+\frac{L_{2}^{*}}{P}\right)\left[I_{4}+\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right) I_{5}\right] \\
& -\lambda k^{2} S\left(\tau n+H^{\prime}\right)\left(L_{1}^{*}+\frac{L_{2}^{*}}{P}\right)\left[I_{4}+\lambda n\left(E+h^{\prime} \varepsilon\right) I_{5}\right] \\
& \quad+k^{2} \frac{L_{2}^{*}}{\varepsilon}\left[\left(\frac{G-1}{G}\right) R(\tau n+H)-\lambda S\left(\tau n+H^{\prime}\right)\right] I_{6} \\
& +k^{2} \lambda n \frac{L_{2}^{*}}{\varepsilon}\left[\left(\frac{G-1}{G}\right) R(\tau n+H)\left(E^{\prime}+h^{\prime} \varepsilon\right)-S\left(\tau n+H^{\prime}\right)(E+h \varepsilon)\right] I_{7}
\end{align*}
$$

where

$$
\begin{aligned}
& I_{1}=\int_{0}^{1}\left(\left|D^{2} X\right|^{2}+2 k^{2}|D X|^{2}+k^{4}|X|^{2}\right) d z \\
& I_{2}=\int_{0}^{1}\left(|D X|^{2}+k^{2}|X|^{2}\right) d z \\
& I_{3}=\int_{0}^{1}\left(|X|^{2}\right) d z \\
& I_{4}=\int_{0}^{1}\left(|U|^{2}\right) d z \\
& I_{5}=\int_{0}^{1}\left(|D W|^{2}+k^{2}|W|^{2}\right) d z \\
& I_{6}=\int_{0}^{1}\left(|D U|^{2}+k^{2}|U|^{2}\right) d z \\
& I_{7}=\int_{0}^{1}\left(\left|D^{2} W\right|^{2}+2 k^{2}|D W|^{2}+k^{4}|W|^{2}\right) d z
\end{aligned}
$$

The integrals $I_{1}-I_{7}$ are all positive definite.
Putting $n=i n_{0}$, where $n_{0}$ is real, into Eq. (3.4) and equating imaginary parts, we obtain

$$
\begin{align*}
& n_{0}^{2}=\left\{\left[(E+h \varepsilon)+\lambda\left(E^{\prime}+h^{\prime} \varepsilon\right)\right] I_{2}+k^{2}\left[\left(\frac{G-1}{G}\right) R\left(\frac{H F}{p_{1}}+\frac{\tau h}{P}\right)\right.\right.  \tag{3.6}\\
&\left.-\lambda S\left(\frac{H^{\prime} F}{p_{1}}+\frac{\tau h^{\prime}}{P}\right)\right] I_{4}+\lambda k^{2}\left[S(E+h \varepsilon) H^{\prime}-\left(\frac{G-1}{G}\right) R\left(E^{\prime}+h^{\prime} \varepsilon\right) H\right] \\
&\left.\cdot\left(\frac{I_{5}}{P}+\frac{I_{7}}{\varepsilon}\right)+\frac{\tau k^{2}}{\varepsilon}\left[\left(\frac{G-1}{G}\right) R h-\lambda S h^{\prime}\right] I_{6}\right\} \\
& /\left\{\lambda k ^ { 2 } \left[-\left(\frac{G-1}{G}\right) R\left(E^{\prime}+h^{\prime} \varepsilon\right)\left\{\frac{\tau(f-h)}{p_{1}}+\frac{\tau^{2}}{P}\right\}\right.\right. \\
&+\left.S(E+h \varepsilon)\left\{\frac{\tau(f-h)}{p_{1}}+\frac{\tau^{2}}{P}\right\}\right] I_{5}+\frac{k^{2} \tau^{2}}{p_{1}}\left\{\left(\frac{G-1}{G}\right) R-\lambda S\right\} I_{4} \\
&\left.+\frac{k^{2} \tau^{2} \lambda}{\varepsilon}\left[-\left(\frac{G-1}{G}\right) R\left(E^{\prime}+h^{\prime} \varepsilon\right)+S(E+h \varepsilon)\right] I_{7}\right\}
\end{align*}
$$

or

$$
\begin{equation*}
n_{0}=0 \tag{3.7}
\end{equation*}
$$

In the absence of stable solute gradient, Eqs. (3.6) and (3.7) become

$$
\begin{equation*}
n_{0}^{2}=-\frac{\left(\frac{G}{G-1}\right)(E+h \varepsilon) I_{2}+k^{2} R\left\{p_{1}^{-1} H F+\frac{\tau h}{P}\right\} I_{4}+\frac{k^{2} \tau}{\varepsilon} R h I_{6}}{k^{2} \tau^{2} R p_{1}^{-1} I_{4}} \tag{3.8}
\end{equation*}
$$

or

$$
\begin{equation*}
n_{0}=0 \tag{3.9}
\end{equation*}
$$

Since the integrals are positive definite and $n_{0}$ is real, it follows that $n_{0}=0$ and the principle of exchange of stabilities is satisfied, in the absence of stable solute gradient. In the presence of stable solute gradient, the principle of exchange of stabilities is not satisfied and oscillatory modes come into play. The stable solute gradient, thus, introduces oscillatory modes which were non-existent in its absence.

## 4. Dispersion relation and discussion

When instability sets in as stationary convection, the marginal state will be characterized by $n=0$ and Eq. (2.15) reduces to

$$
\begin{equation*}
\left[\frac{1}{P}-\frac{1}{\varepsilon}\left(D^{2}-k^{2}\right)\right]\left(D^{2}-k^{2}\right)^{2} W=\left(\frac{G-1}{G}\right) k^{2} R H W-\lambda k^{2} S H^{\prime} W \tag{4.1}
\end{equation*}
$$

Considering the case of two free boundaries, it can be shown that all the even order derivatives of $W$ vanish on the boundaries and hence the proper solution of Eq. (4.1) characterizing the lowest mode is

$$
\begin{equation*}
W=W_{0} \sin \pi z \tag{4.2}
\end{equation*}
$$

where $W_{0}$ is a constant. Substituting the solution (4.2) in Eq. (4.1), we obtain

$$
\begin{equation*}
R=\frac{\left(\frac{G}{G-1}\right)\left[\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)\left(\pi^{2}+k^{2}\right)^{2}+\lambda k^{2} H^{\prime} S\right]}{k^{2} H} \tag{4.3}
\end{equation*}
$$

If $R_{c}$ denotes the critical Rayleigh number in the absence of compressibility and $\bar{R}_{c}$ stands for the critical Rayleigh number in the presence of compressibility, then we find that

$$
\bar{R}_{c}=\left(\frac{G}{G-1}\right) R_{c}
$$

Since critical Rayleigh number is positive and finite, so $G>1$ and we obtain a stabilizing effect of compressibility as its result is to postpone the onset of double-diffusive convection in a fluid-particle layer of porous medium.

It is evident from Eq. (4.3) that

$$
\begin{align*}
& \frac{d R}{d P}=-\left(\frac{G}{G-1}\right) \frac{\left(\pi^{2}+k^{2}\right)^{2}}{k^{2} H P^{2}} \\
& \frac{d R}{d H}=-\left(\frac{G}{G-1}\right) \frac{\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)\left(\pi^{2}+k^{2}\right)^{2}+\lambda k^{2} H^{\prime} S}{k^{2} H^{2}} \tag{4.4}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d R}{d S}=\lambda\left(\frac{G}{G-1}\right) \frac{H^{\prime}}{H} \tag{4.5}
\end{equation*}
$$

The medium permeability and suspended particles have thus destabilizing effects, whereas the stable solute gradient has a stabilizing effect on the thermosolutal convection in compressible fluids with suspended particles in a porous medium.

## 5. Effect of rotation

In this section, we consider the same problem as that studied above except that the system is in a state of uniform rotation $\Omega(0,0, \Omega)$. The Coriolis force acting on the particles is also neglected under the assumptions made in the problem. The linearized nondimensional perturbation equations of motion for the fluid are

$$
\begin{align*}
p_{1}^{-1} \frac{\partial u}{\partial t} & =-\frac{\partial}{\partial x} \delta p+\omega(l-u)+T_{A}^{1 / 2} v+\left(\frac{1}{\varepsilon} \nabla^{2}-\frac{1}{P}\right) u \\
p_{1}^{-1} \frac{\partial v}{\partial t} & =-\frac{\partial}{\partial y} \delta p+\omega(r-v)-T_{A}^{1 / 2} u+\left(\frac{1}{\varepsilon} \nabla^{2}-\frac{1}{P}\right) v  \tag{5.1}\\
p_{1}^{-1} \frac{\partial w}{\partial t} & =-\frac{\partial}{\partial z} \delta p+\omega(s-w)+R \theta-S \gamma+\left(\frac{1}{\varepsilon} \nabla^{2}-\frac{1}{P}\right) w
\end{align*}
$$

where $T_{A}=\frac{4 \Omega^{2} d^{4}}{\varepsilon^{2} \nu^{2}}$ is the nondimensional number accounting for rotation, and Eqs. (2.8) - (2.12) remain unaltered.

Eliminating $\mathbf{V}_{d}(l, r, s)$ with the help of (2.10) and then eliminating $u, v, \delta p$ between Eqs. (5.1), using (2.9) we obtain

$$
\begin{align*}
\left(L_{1}+\frac{L_{2}}{P}-\frac{L_{2}}{\varepsilon} \nabla^{2}\right)^{2} \nabla^{2} w+ & L_{2}^{2} T_{A} \frac{\partial^{2} w}{\partial z^{2}}  \tag{5.2}\\
& =L_{2}\left(L_{1}+\frac{L_{2}}{P}-\frac{L_{2}}{\varepsilon} \nabla^{2}\right) \nabla_{1}^{2}(R \theta-\lambda S \gamma)
\end{align*}
$$

Eliminating $\theta$ and $\gamma$ between Eqs. (2.13) $)_{2,3}$ and (5.2) and using expression (2.14), we get

$$
\begin{align*}
& {\left[D^{2}-k^{2}-n(E+h \varepsilon)\right]\left[D^{2}-k^{2}-\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right)\right]}  \tag{5.3}\\
& \cdot\left[\left\{L_{1}+\frac{L_{2}}{P}-\frac{L_{2}}{\varepsilon}\left(D^{2}-k^{2}\right)\right\}^{2}\left(D^{2}-k^{2}\right)+L_{2}^{2} T_{A} D^{2}\right] W \\
& =\left\{L_{1}+\frac{L_{2}}{P}-\frac{L_{2}}{\varepsilon}\left(D^{2}-k^{2}\right)\right\} k^{2}\left[\left(\frac{G-1}{G}\right)\left\{D^{2}-k^{2}-\lambda n\left(E^{\prime}+h^{\prime} \varepsilon\right)\right\}\right. \\
& \left.\cdot(\tau n+H) R-\lambda\left\{D^{2}-k^{2}-n(E+h \varepsilon)\right\}\left(\tau n+H^{\prime}\right) S\right] W
\end{align*}
$$

For the stationary convection, $n=0$ and Eq. (5.3) reduces to

$$
\begin{align*}
& \left(D^{2}-k^{2}\right)\left[\left\{\frac{1}{P}-\frac{D^{2}-k^{2}}{\varepsilon}\right\}^{2}\left(D^{2}-k^{2}\right)+T_{A} D^{2}\right] W  \tag{5.4}\\
& =k^{2}\left\{\frac{1}{P}-\frac{D^{2}-k^{2}}{\varepsilon}\right\}\left[\left(\frac{G-1}{G}\right) R H-\lambda S H^{\prime}\right] W
\end{align*}
$$

Considering again the case of two free boundaries with constant temperature and solute concentration and using the proper solution (4.2), we obtain from Eq. (5.4)

$$
\begin{equation*}
R=\left(\frac{G}{G-1}\right)\left[\frac{\pi^{2}+k^{2}}{k^{2} H}\left\{\frac{\left(\pi^{2}+k^{2}\right)\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)^{2}+\pi^{2} T_{A}}{\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)}\right\}+\lambda S \frac{H^{\prime}}{H}\right] \tag{5.5}
\end{equation*}
$$

It is evident from Eq. (5.5) that
(5.6) $\frac{d R}{d H}=-\left(\frac{G}{G-1}\right)\left(\pi^{2}+k^{2}\right)\left[\frac{\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)^{2}\left(\pi^{2}+k^{2}\right)+\pi^{2} T_{A}}{\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right) k^{2} H^{2}}+\lambda S \frac{H^{\prime}}{H^{2}}\right]$, $\frac{d R}{d S}=\lambda\left(\frac{G}{G-1}\right) \frac{H^{\prime}}{H}$.

Therefore the suspended particles have a destabilizing effect, whereas the rotation and stable solute gradient have stabilizing effects on the system under consideration.

Equation (5.5) also yields

$$
\begin{equation*}
\frac{d R}{d P}=\left(\frac{G}{G-1}\right) \frac{\left(\pi^{2}+k^{2}\right)}{k^{2} H}\left[-\frac{\pi^{2}+k^{2}}{P^{2}}+\frac{\pi^{2} T_{A}}{P^{2}\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)^{2}}\right] . \tag{5.7}
\end{equation*}
$$

If

$$
T_{A}>\left(1+\frac{k^{2}}{\pi^{2}}\right)\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)^{2},
$$

then $d R / d P$ is possitive.
If

$$
T_{A}<\left(1+\frac{k^{2}}{\pi^{2}}\right)\left(\frac{1}{P}+\frac{\pi^{2}+k^{2}}{\varepsilon}\right)^{2},
$$

then $d R / d P$ is negative.
Thus the medium permeability has both stabilizing and destabilizing effects, depending on the rotation parameter, on the thermosolutal convection in a compressible fluid with suspended particles rotating in a porous medium.
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# Stability of the wall jet formed by the impingement of a single-phase jet 

İ. B. ÖZDEMİR (ISTANBUL)


#### Abstract

This paper describes a theoretical investigation of the possibility that the large structures of the wall jet flow formed after oblique impingement of an axisymmetric jet were generated by the flow instabilities, so that the experimentally reported discrete frequencies were synonymous with instability modes. The wall jet flow was triple-decomposed into a time-independent, pseudolaminar motion defined by the time-averaged velocity field, upon which incoherent and coherent turbulent fluctuations were superimposed. Solution of the inviscid, one-dimensional flow equations with large coherent structures, which were modelled by spatially evolving waves, was given in detail and revealed that the distribution of the radial fluctuation intensity and the frequency of large structures compare well with the experiments justifying the deterministic nature of the coherent motion.


## Notations

## Symbols

$A_{p}, A_{r}, A_{z}, A_{\phi} \quad$ amplitude modulation functions,
$f$ real-valued frequency,
$\mathcal{F}(f) \quad$ complex amplitude of the rotating vector defined in Eq.(4.2),
$H$ nozzle-to-plate distance,
$i \sqrt{-1}$,
$m$ real-valued azimuthal wavenumber,
$\underset{\sim}{p}$ parameter defined in Eq. (3.2),
$\tilde{p}$ coherent pressure fluctuation,
$p^{\prime}$ incoherent pressure fluctuation,
$P$ instantaneous value of pressure,
$\bar{P}$ time-averaged value of pressure,
$\mathbb{P}(f) \quad$ total power associated with frequency $f$,
$r$ radial coordinate defined from geometrical impingement point, $r_{w} \quad$ wetted radius defined in Eq. (2.3),
Re Reynolds number,
$s$ parameter defined in Eq. (3.1),
$t$ time,
$\tilde{u}_{r}, \tilde{u}_{z}, \tilde{u}_{\phi}$ components of coherent velocity fluctuations in three directions,
$u_{r}^{\prime}, u_{z}^{\prime}, u_{\phi}^{\prime}$ components of incoherent velocity fluctuations in three directions,
$U_{r}, U_{z}, U_{\phi}$ components of instantaneous velocity ficld in three directions, $\bar{U}_{r}, \bar{U}_{z}, \bar{U}_{\phi}$ components of time-averaged velocity field in three directions,
$\bar{U}_{r, M}$ maximum of the time-averaged radial velocity component,
$z$ coordinate normal to the plate,
$z_{0.5}$ wall distance at which time-averaged radial velocity attains half of the maximum value,
()* superscript refers to nondimensional form of variables.

## Greek Symbols

$\alpha$ complex-valued wavenumber,
$\alpha_{i} \quad$ imaginary part of $\alpha$,
$\alpha_{r} \quad$ real part of $\alpha$,
$\beta$ real-valued circular frequency ( $2 \pi f$ ),
$\eta$ parameter defined in Eq. (3.1),
$\gamma$ half-cone angle of the inflowing jet,
$\lambda$ wavelength of the educed coherent structures,
$\nu$ kinematic viscosity of the air,
$\phi$ azimuthal coordinate,
$\varrho$ density of the air,
$\sigma$ parameter defined in Eq. (3.2),
$\theta$ angle of impingement,
$\zeta$ parameter defined in Eq. (3.2),
$\tau$ parameter defined in Eq. (3.2).

## 1. Introduction

The radial wall jet formed after impingement of an axisymmetric jet on a flat surface has been of interest in many engineering applications, including heat or mass transfer to or from the flow, and the interaction between the pressure waves radiating from the plate and coherent structures of the inflowing jet. In response to these enquiries, time-averaged flow fields have been explored for normal impingement usually in the vicinity of the stagnation region, but knowledge of the downstream evolution of the flow has remained elusive. Recently, the radial wall jet has attracted particular attention in terms of instantaneous patterns of large structures (Ho and Nosseir [1, 2], Landreth and Adrian [3]) whose characteristic dimensions are commensurate with the width of the wall jet and lead to the time-averaged flow field with higher turbulence intensities (Poreh, Tsuei and Cermak [4]) than in aerodynamic boundary layers. Özdemir and Whitelaw [5] investigated the downstream evolution of the time-averaged and instantaneous flow fields of a radial wall jet formed after oblique impingement of an axisymmetric jet, and showed that the symmetry of the toroidal vortices (Didden and Ho [6]) was distorted as impingement deviated from normal, resulting in a complex cluster of concentric yet asymmetric toroidal vortices.

It is known (Ho and Huerre [7]) that the evolution of vortical structures in laminar and turbulent shear layers is governed by essentially the same dynamical processes, so that the concepts of hydrodynamic stability can be applied to turbulent shear layers. Inflectional instability of the shear layers has taken a great deal of attention, as for example Gregory, Stuart and Walker [8] and Stuart [9], because disturbances generated near the point of inflection could dominate the fluctuations and propagate at a speed smaller than the corresponding velocity at the inflection point. Howard [10] and Tsusi et al. [11] argued that the number of
distinct unstable disturbances associated with the inflection points could not exceed the number of neutral modes. The roll-up of travelling instability waves into the periodic array of vortices in a plane mixing layer was studied by Michalke [12] and Michalke and Hermann [13] in that the evolution of disturbances in the basic flow direction seemed to be better modelled by spatially growing disturbances and, when the width of the flow region varied considerably, quantities controlled by the history of the flow development required an additional scaling parameter to account for the coordinate stretching (Bouthier [14], Gaster [15], Crighton and Gaster [16]).

The purpose of the present study was to examine the possibility that the large vortical structures observed by Özdemir and Whitelaw [5] in their radial wall jet were generated by the flow instabilities, so that the discrete frequencies measured were synonymous with instability modes. The conjecture that the wall jet flow was not so obviously nonlinear gave impetus to the present linear analysis and should not be far from reality, since the array of vortices observed was discrete and no nonlinear vortex interaction processes, such as vortex pairing or tearing as described by HusSain [17], were observed.

## 2. Equations for coherent structures

It can be envisaged that large scale motion of the wall jet was caused by deterministic instability waves which were, together with stochastic background fluctuations, superimposed on the pseudolaminar flow defined by the time-averaged velocity field. Therefore, since the wall flow was temporarily stationary, an instantaneous quantity can be decomposed into a time-independent mean, a coherent and an incoherent turbulence quantities (Hussain [17], Hussain and Reynolds [18]) and, in cylindrical coordinates, the instantaneous velocity vector can be given as (see Fig. 1, for the coordinate system and the flow domain)


Fig. 1. Schematic of the flow configuration.

$$
\begin{align*}
U_{r}(r, \phi, z, t) & =\bar{U}_{r}(r, \phi, z)+\widetilde{u}_{r}(r, \phi, z, t)+u_{r}^{\prime}(r, \phi, z, t), \\
U_{\phi}(r, \phi, z, t) & =\tilde{u}_{\phi}(r, \phi, z, t)+u_{\phi}^{\prime}(r, \phi, z, t),  \tag{2.1}\\
U_{z}(r, \phi, z, t) & =\bar{U}_{z}(r, \phi, z)+\widetilde{u}_{z}(r, \phi, z, t)+u_{z}^{\prime}(r, \phi, z, t),
\end{align*}
$$

with the pressure field

$$
P(r, \phi, z, t)=\bar{P}(r, \phi, z)+\widetilde{p}(r, \phi, z, t)+p^{\prime}(r, \phi, z, t),
$$

where the over-bar, tilda and prime refer the quantities for the mean flow, the coherent (wave motion) and incoherent (random) turbulent fluctuations, respectively. Note that, based on the surface flow visualisation experiments [5], the mean azimuthal velocity, $\bar{U}_{\phi}$, was assumed to be zero. Provided there is a large difference between the length scales of the coherent and incoherent motions (Strange and Crighton [19]), the incompressible Navier-Stokes equation can be used with the triple-decomposition to yield nonlinear equations for the wave motion (Özdemir [20]). Linearisation of such equations implies that the space-time evolution of one wavenumber associated with a given eddy size will not affect that of the others so that the coherent structures develop independently. Although the question often arises as to the extent of validity of linearised theory, Michalke [12] points out that the error due to the linearisation of the disturbance equations is larger for higher disturbance frequencies than for lower ones. This justifies the present linear analysis since the frequencies measured in the wall jet were fairly low.

Provided that the deterministic motion is associated with the discrete part of the spectrum accessible by the modal equations, the coherent components of fluid motion can be represented by instability modes even though the set is not complete (Betchov and Criminale [21], Drazin and Reid [22]). For the present analysis, disturbances travelling and evolving in the basic flow direction were of interest and, since the growth rates obtained from a stability calculation for temporally growing disturbances cannot be transformed linearly with the phase velocity into spatial growth rates (Michalke [12]), solutions to the linearised equations can be assumed of the form

$$
\begin{align*}
\tilde{u}_{r} & =A_{r}(z) \exp \{i(\alpha r-\beta t+m \phi)\}+(*), \\
\tilde{u}_{\phi} & =A_{\phi}(z) \exp \{i(\alpha r-\beta t+m \phi)\}+(*),  \tag{2.2}\\
\tilde{u}_{z} & =A_{z}(z) \exp \{i(\alpha r-\beta t+m \phi)\}+(*), \\
\tilde{p} & =A_{p}(z) \exp \{i(\alpha r-\beta t+m \phi)\}+(*),
\end{align*}
$$

where (*) refers the complex-conjugate term, $A_{r}, A_{z}, A_{\phi}$, and $A_{p}$ are the (complex) amplitude modulation functions of $\widetilde{u}_{r}, \widetilde{u}_{z}, \widetilde{u}_{\phi}$, and $\widetilde{p}$, respectively. $\beta$ is the real-valued circular-frequency $(2 \pi f)$ and $\alpha$ is the complex wavenumber defined as

$$
\alpha=\alpha_{r}+i \alpha_{i},
$$

where $\alpha_{r}$ is the spatial wavenumber $(2 \pi / \lambda)$, and $\alpha_{i}$ is the rate of spatial evolution of a given component. It should also be pointed out that the curvilinear coordinate, $\phi$, introduces a direction which can permit the evolution of the discrete
azimuthal modes of instability similar to the helical modes of the axisymmetric shear layer (Strange and Crighton [19], Plaschko [23], Cohen and Wygnanski [24]). Indeed, the azimuthal instability modes of the wall jet flow could be a continuation of the helical shear layer structures of the inflowing jet which were, in some cases, known to survive after impingement (Widnall and Tsai [25], Lugt [26]) leading to large correlation between the wall jet and inflowing jet turbulence. The above formulation, therefore, accounts for the presence of the spinning modes (with azimuthal wavenumber, $m$ ) which, in some cases, have been as unstable as the axisymmetric modes (COHEN and Wygnanski [24]).

Since the stability of the flow is a local characteristic, the radial velocity maximum, $\bar{U}_{r, M}(r, \phi)$, has to be selected as the velocity scale, and the wall distance, $z$, is assumed to scale with the half-velocity thickness, $z_{0.5}$. It was shown by Özdemir [27] that the azimuthal symmetry of the wall flow was distorted due to the angled impingement of the inflowing jet and, therefore, it was necessary to take into account the azimuthal variation of the radial spreading. However, transforming the distorted coordinates of the wall jet flow of the angled impingement to those of the normal impingement, which can be treated analytically by the cylindrical coordinate system centered at the geometrical impingement point, required knowledge of the function relating the azimuthal and radial coordinates, which is difficult to deduce from the contour plots of surface pressure, as for example Özdemir and Whitelaw [5] (their Fig. 2.6). Here a heuristic approach was followed in which the radial distance from the geometrical impingement point, $r$, is assumed to scale with a so-called wetted radius, $r_{w}(\theta, \phi)$, which varies azimuthally as

$$
\begin{equation*}
r_{w}(\theta, \phi)=H\{\sin (\theta \cos \phi)+\cos (\theta \cos \phi) \tan (\theta \cos (180-\phi)+\gamma)\} \tag{2.3}
\end{equation*}
$$

where $\gamma$ is half the cone angle of the spread of the inflowing jet and was taken as 15 degrees from the flow visualisation pictures. The distributions of $r_{w}$ are shown for $\theta=0$ and 20 degrees in Fig. 2 and assumes elliptical shapes with


Fig. 2. Polar plot of the azimuthal distributions of the wetted radius for the impingement angles of $\theta=0$ and 20 degrees.
increasing distance to the geometrical impingement point along the $\phi=180$ degree direction as impingement deviates from normal.

Further simplification of the formulation occurs when Reynolds number is large so that the viscous effects become very small, finally leading to
continuity:

$$
\begin{equation*}
i \alpha^{*} A_{r}^{*}+\frac{z_{0.5}}{r^{*} r_{w}} A_{r}^{*}+\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} A_{\phi}^{*}+\frac{d A_{z}^{*}}{d z}=0 \tag{2.4}
\end{equation*}
$$

$r$-momentum:
$(2.4)_{2}$

$$
\begin{aligned}
& -i \beta^{*} A_{r}^{*}+i \alpha^{*} \bar{U}_{r}^{*} A_{r}^{*}+\frac{z_{0.5}}{r_{w}}\left(\frac{\bar{U}_{r}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial r^{*}}+\frac{\partial \bar{U}_{r}^{*}}{\partial r^{*}}\right) A_{r}^{*} \\
& +\frac{z_{0.5}}{r^{*} r_{w}}\left(\frac{\bar{U}_{r}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial \phi}+\frac{\partial \bar{U}_{r}^{*}}{\partial \phi}\right) A_{\phi}^{*}+\bar{U}_{z}^{*} \frac{d A_{r}^{*}}{d z^{*}}+\frac{\partial \bar{U}_{r}^{*}}{\partial z^{*}} A_{z}^{*}+i \alpha^{*} A_{p}^{*}=0
\end{aligned}
$$

$\phi$-momentum:
$(2.4)_{3}-i \beta^{*} A_{\phi}^{*}+i \alpha^{*} \bar{U}_{r}^{*} A_{\phi}^{*}+\frac{\bar{U}_{r}^{*} z_{0.5}}{r^{*} r_{w}} A_{\phi}^{*}+\bar{U}_{z}^{*} \frac{d A_{\phi}^{*}}{d z^{*}}+\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} A_{p}^{*}=0$,
$z$-momentum:
$(2.4)_{4}$

$$
\begin{aligned}
& -i \beta^{*} A_{z}^{*}+i \alpha^{*} \bar{U}_{r}^{*} A_{z}^{*}+\frac{z_{0.5}}{r_{w}}\left(\frac{\bar{U}_{z}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial r^{*}}+\frac{\partial \bar{U}_{z}^{*}}{\partial r^{*}}\right) A_{r}^{*} \\
& \quad+\frac{z_{0.5}}{r^{*} r_{w}}\left(\frac{\bar{U}_{z}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial \phi}+\frac{\partial \bar{U}_{z}^{*}}{\partial \phi}\right) A_{\phi}^{*}+\bar{U}_{z}^{*} \frac{d A_{z}^{*}}{d z^{*}}+\frac{\partial \bar{U}_{z}^{*}}{\partial z^{*}} A_{z}^{*}+\frac{d A_{p}^{*}}{d z^{*}}=0
\end{aligned}
$$

Letting $A_{r}^{*}=Y_{1}, A_{\phi}^{*}=Y_{2}, A_{z}^{*}=Y_{3}, A_{p}^{*}=Y_{4}$, and rearranging, the following set of first-order ordinary differential equations can be obtained

$$
\begin{aligned}
& \frac{d Y_{1}}{d z^{*}}=\frac{1}{\bar{U}_{z}^{*}}\left\{i \beta^{*} Y_{1}-i \alpha^{*} \bar{U}_{r}^{*} Y_{1}-\frac{z_{0.5}}{r_{w}}\left(\frac{\bar{U}_{r}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial r^{*}}+\frac{\partial \bar{U}_{r}^{*}}{\partial r^{*}}\right) Y_{1}\right. \\
&\left.-\frac{z_{0.5}}{r^{*} r_{w}}\left(\frac{\bar{U}_{r}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial \phi}+\frac{\partial \bar{U}_{r}^{*}}{\partial \phi}\right) Y_{2}-\frac{\partial \bar{U}_{r}^{*}}{\partial z^{*}} Y_{3}-i \alpha^{*} Y_{4}\right\}
\end{aligned}
$$

$$
\begin{align*}
& \frac{d Y_{2}}{d z^{*}}=\frac{1}{\bar{U}_{z}^{*}}\left\{i \beta^{*} Y_{2}-i \alpha^{*} \bar{U}_{r}^{*} Y_{2}-\frac{\bar{U}_{r}^{*} z_{0.5}}{r^{*} r_{w}} Y_{2}-\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} Y_{4}\right\}  \tag{2.5}\\
& \frac{d Y_{3}}{d z^{*}}=-i \alpha^{*} Y_{1}-\frac{z_{0.5}}{r^{*} r_{w}} Y_{1}-\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} Y_{2}
\end{align*}
$$

[cont.]

$$
\begin{align*}
& \frac{d Y_{4}}{d z^{*}}=i \beta^{*} Y_{3}-i \alpha^{*} \bar{U}_{r}^{*} Y_{3}-\frac{z_{0.5}}{r_{w}}\left(\frac{\bar{U}_{z}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial r^{*}}+\frac{\partial \bar{U}_{z}^{*}}{\partial r^{*}}\right) Y_{1}  \tag{2.5}\\
&-\frac{z_{0.5}}{r^{*} r_{w}}\left(\frac{\bar{U}_{z}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial \phi}+\frac{\partial \bar{U}_{z}^{*}}{\partial \phi}\right) Y_{2} \\
&+\bar{U}_{z}^{*}\left(i \alpha^{*} Y_{1}\right.\left.+\frac{z_{0.5}}{r^{*} r_{w}} Y_{1}+\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} Y_{2}\right)-\frac{\partial \bar{U}_{z}^{*}}{\partial z^{*}} Y_{3}
\end{align*}
$$

Note that when $\bar{U}_{z}^{*} \rightarrow 0$, Eqs. (2.5) $)_{1,2}$ have singularities which were introduced by disregarding the terms in $\mathrm{Re}^{-1}$. The singularity due to diminishing value of $\bar{U}_{z}^{*}$ occurs at the wall $\left(z^{*}=0\right)$ and can occur at an interior point if there is a local vertical flow reversal within the flow domain. Indeed, the vertical flow reversal in radial wall jet was first observed by Landreth and Adrian [3], and there is a clear evidence that flow reversal becomes stronger in oblique impingement (Özdemir and Whitelaw [5]). The difficulties associated with the singularity are discussed in detail by Özdemir [27] and here the emphasis is given to one-dimensional mean flow for which the equations have no singularity. If the basic flow field is assumed to be locally parallel so that $\bar{U}_{r}^{*}$ is the only velocity component of the undisturbed wall jet, with $\bar{U}_{z}^{*}=0$ everywhere, the set (2.5) further simplifies to

$$
\begin{align*}
& \frac{d Y_{3}}{d z^{*}}=-i \alpha^{*} Y_{1}-\frac{z_{0.5}}{r^{*} r_{w}} Y_{1}-\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} Y_{2}, \\
& \frac{d Y_{4}}{d z^{*}}=i \beta^{*} Y_{3}-i \alpha^{*} \bar{U}_{r}^{*} Y_{3} \tag{2.6}
\end{align*}
$$

with $Y_{1}$ and $Y_{2}$ defined as

$$
\begin{align*}
Y_{1}=\left\{\frac{z_{0.5}}{r^{*} r_{w}}\left(\frac{\bar{U}_{r}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial \phi}+\frac{\partial \bar{U}_{r}^{*}}{\partial \phi}\right) Y_{2}+\frac{\partial \bar{U}_{r}^{*}}{\partial z^{*}} Y_{3}+i \alpha^{*} Y_{4}\right\} \\
\cdot \frac{1}{i \beta^{*}-i \alpha^{*} \bar{U}_{r}^{*}-\frac{z_{0.5}}{r_{w}}\left(\frac{\bar{U}_{r}^{*}}{\bar{U}_{r, M}} \frac{\partial \bar{U}_{r, M}}{\partial r^{*}}+\frac{\partial \bar{U}_{r}^{*}}{\partial r^{*}}\right)}  \tag{2.6'}\\
Y_{2}=\left(\frac{i m^{*} z_{0.5}}{r^{*} r_{w}} Y_{4}\right) /\left(i \beta^{*}-i \alpha^{*} \bar{U}_{r}^{*}-\frac{\bar{U}_{r}^{*} z_{0.5}}{r^{*} r_{w}}\right)
\end{align*}
$$

## 3. Mean flow, boundary conditions and solution procedure

In order to obtain the full transverse eigensolution at each radial position, the coefficients of the modal equations, which are functions of the mean flow parameters, are required. The streamwise development of the mean flow, therefore, affects the evolution of the instability modes, which has been considered with
multi-scale expansions defining the divergence of the mean flow (GASTER [15], Crighton and Gaster [16], Plaschko [23]) and, since the local mean velocity profiles are the results of the nonlinear interactions, an implicit nonlinearity is imposed on the solutions. In the present analysis, mean flow parameters and their variations were provided in the form of empirical relations (Özdemir and Whitelaw [5]) as representatives of the pseudolaminar motion upon which the perturbations were superimposed. The mean radial velocity profiles nondimensionalised by the local maximum were similar at large radial distances

$$
\begin{equation*}
\bar{U}_{r}^{*}=\frac{\bar{U}_{r}}{\bar{U}_{r, M}}=\frac{\left(z / z_{0.5}\right)^{\eta-1}}{\left(\frac{\eta-1}{\eta}\right)^{(\eta-1) / \eta}(\sqrt{2} s)^{\eta-1}} \exp \left\{-\left(\frac{z / z_{0.5}}{\sqrt{2} s}\right)^{\eta}+\frac{\eta-1}{\eta}\right\} \tag{3.1}
\end{equation*}
$$

(see also Table 1) with the streamwise evolution represented by
Table 1. Variation of $\eta$ and $s$.

| $\phi\left({ }^{\circ}\right):$ |  |  | 0 | 90 |
| :---: | :---: | :---: | :---: | :---: |
| $\eta$ | $:$ | 1.42 | 1.38 | 1.32 |
| $s$ | $:$ | 0.54 | 0.52 | 0.54 |

$$
\begin{equation*}
\bar{U}_{r, M}=\tau(r-\zeta)^{\mathrm{p}} \exp \left\{-\left(\frac{r-\zeta}{\sqrt{2} \sigma}\right)^{\tau}\right\} /(\sqrt{2} \sigma)^{\tau} \tag{3.2}
\end{equation*}
$$

which fits the experimental data (Fig. 3 and Table 2).


Fig. 3. Variation of the maximum of the mean radial velocity along the line of incidence.

Table 2. Parameters of Eq. (3.2).

| $\phi\left({ }^{\circ}\right):$ | 0 | 180 |  |
| :---: | :---: | :---: | :---: |
| $\zeta$ | $:$ | 0.015 | -0.015 |
| p | $:$ | 0.49 | 0.22 |
| $\tau$ | $:$ | 1.26 | 1.15 |
| $\sigma$ | $:$ | 0.045 | 0.078 |

The set of first-order differential equations requires a condition to be specified for each equation to obtain the transverse eigensolution. The vertical velocity component at the wall should be zero due to the impermeable plate and, thus,

$$
\begin{equation*}
A_{z}^{*}=0 \quad \text { at } \quad z^{*}=0 . \tag{3.3}
\end{equation*}
$$

The eigensolution is defined over a semi-infinite interval $\left[z^{*}=0, \quad z^{*}=\infty\right]$ with the upper boundary occurring at infinity but, for numerical purposes, it was replaced by a finite interval in which the condition at $z^{*}=\infty$ was assumed to occur at some finite $z^{*}=z_{\infty}^{*}$, so that the domain of the transverse eigensolution was forced to coincide with that of the mean flow where $\bar{U}_{r}^{*}=0$ and the pressure attained the ambient value, i.e.,

$$
\begin{equation*}
A^{*}{ }_{p}=0 \quad \text { at } \quad z^{*}=z_{\infty}^{*} . \tag{3.3'}
\end{equation*}
$$

The eigenvalue problem defined in Eqs. (2.6) includes two coupled first-order linear ordinary differential equations. The solution was sought for the eigenvalues, $\alpha$, and the corresponding transverse eigensolutions, $Y_{k}\left(z^{*}, \alpha\right)$, given the mean-flow parameters and the values of $\beta$ and $m$. The solution procedure was similar to that of Keller [28] with the reformulation of the equations, resulting in a nonlinear two-point boundary value problem. In order to avoid the growing solutions during the integration through the entire domain (Ветсно⿱ and Criminale [21]), the length of the domain of integration was divided into two in which a parallel shooting algorithm was used with the integration proceeding to an intermediate point by launching initial guesses from both ends of the interval and a matching of the solutions at the midpoint. The computations were performed on a DEC 5000 workstation in double precision and iterations for the multidimensional Newton-Raphson root finding technique concluded when the discrepancy vector was within some specified accuracy (typically $10^{-15}$ ).

## 4. Numerical results and comparisons with experiments

For the first ten azimuthal modes and temporal frequency from 0 to 100 Hz , the set of inviscid equations (2.6) was solved along the line of impingement at radial positions where the experimentally observed vortices were most apparent
and the mean radial velocity achieved the similar form. The nondimensional amplification rates at $r / r_{w}=2.274$ along the $\phi=0$ degree direction, Fig. 4 a, are negative for all the waves considered, indicating decaying characteristics. Except for the axisymmetric ( $m=0$ ) and the first three helical modes ( $m= \pm 1, \pm 2$ and $\pm 3$ ), the curves show similar trends where $-\alpha_{i} z_{0.5}$ first increases with $f$ and tends to a constant value which is lower for higher helical modes. For these four exceptions, there is a slight peak at around 7.5 Hz before the subsequent fall to a constant level, indicating a narrow range of frequencies at the lower end of the spectrum with the least damping relative to the other waves. It is interesting to note that the axisymmetric and the first helical modes have almost the same frequency response, which is consistent with the findings of COHEN and Wygnanski [24]. In order to trace the evolution of the waves, with attenuation occurring in the streamwise direction, the calculations were repeated for $r / r_{w}=$ 3.324 and the results of Fig. 4 b show similar trends but, as would be expected, the least damped wave was shifted to a lower frequency, $f=3.1 \mathrm{~Hz}$. This is consistent with the measured spatial evolution of the one-dimensional spectrum of radial fluctuation component of Özdemir and Whitelaw [5] in which a discrete frequency of 3.25 Hz was dominant at the same radial position. The results show that an increase of the width of the shear layer with the corresponding decrease in the mean energy along the streamwise direction, is accompanied by a negative amplification rate, i.e., attenuation with a continuous shift of the least attenuated instability waves towards lower frequencies.

The wavenumber-frequency spectra of Fig. 5 reveal that the wavenumbers are positive in the frequency range, where $-\alpha_{i} z_{0.5}$ has a maximum, and that a phase reversal occurs for the axisymmetric and some helical modes ( $-6 \leq m \leq 6$ ), so that negative wavenumbers at large frequencies indicate upstream moving waves. The least attenuated waves move downstream with a positive phase velocity and indicate convection of the coherent turbulence along the mainstream with a decay quantified by the rate of attenuation of the waves. The relatively higher attenuation of the upstream moving waves is interesting in that the propagation of disturbances from the edges of the wall jet cannot interfere with the turbulence structure of the wall flow, and this is consistent with the fact that wall jet is not dependent on the conditions downstream, but affected by the initial conditions of the inflowing jet even at large radial distances. It is clear that if different frequencies were dominant at different wall distances, a transversal (vertical) eigensolution structure with a phase reversal occurring at a certain wall distance could lead to a situation which would be similar to the spatial phase reversal observed by Sato [29].

An attempt was made to compare the calculated distribution of the one-sided power spectrum of the radial fluctuation intensity for axisymmetric structures ( $m=0$ ) with that of measurements at $r / r_{w}=2.274$ and 3.324 along the $\phi=0$ degree direction. From the Eq. $(2.2)_{1}$, with $\alpha=\alpha_{r}+i \alpha_{i}$, space-time variation of the radial fluctuation that would be measured with a probe fixed at a point in the


Fig. 4. Nondimensional amplification rates, a) $r / r_{w}=2.274$ and b) $r / r_{w}=3.324$.


Fig. 5. Wavenumber-frequency spectrum, a) $r / r_{w}=2.274$ and b) $r / r_{w}=3.324$.

Eulerian coordinate, can be written as

$$
\begin{equation*}
\left.\tilde{u}_{r}=\left[A_{r}(z) \exp \left\{i \alpha_{r} r-\alpha_{i} r+i m \phi\right)\right\}\right] \exp (-i \beta t)+(*), \tag{4.1}
\end{equation*}
$$

where the term inside the bracket represents the complex amplitude of the vector rotating at a circular frequency $\beta$ so that

$$
\begin{equation*}
\left.\mathcal{F}(f)=A_{r}(z) \exp \left\{i \alpha_{r} r-\alpha_{i} r+i m \phi\right)\right\} . \tag{4.2}
\end{equation*}
$$

As previously argued in Sec.2, the complex conjugate term, (*), in Eq. (4.1) implies that each component at a frequency $f$ is matched by a component at $-f$ which has equal amplitude so that, except for the case of $f=0$, the total power associated with frequency, $f$, is given (Randall [30])

$$
\begin{equation*}
\mathbb{P}(f)=\frac{\mathcal{F}(f)^{2}}{2}=\frac{\left.\left[A_{r}(z) \exp \left\{i \alpha_{r} r-\alpha_{i} r+i m \phi\right)\right\}\right]^{2}}{2} \tag{4.3}
\end{equation*}
$$

Since the eigenfunctions were determined except for the arbitrary multiplicative constant, the axis for the power spectrum in Figs. 6 and 7 has an arbitrary scale. A remarkable feature is that the large peak at the outer layer diminishes as the wall is approached and shifts towards slightly higher frequencies, and this is more evident in the contour plots. This trend is consistent with the measurements of Özdemir [27], where it was attributed to the restriction imposed on the growth of the inner vortex close to the wall by the outer free shear layer vortices, and the calculated values of the peak frequency are very close to those of the measurements particularly for $r / r_{w}=3.324$.

Figure 8 shows radial fluctuation intensities calculated from the one-sided power spectrum with $f$ ranging from 0 to 100 Hz for axisymmetric and spinning modes, $m= \pm 1, \pm 2, \pm 3, \pm 4, \pm 5, \pm 6, \pm 8$, and $\pm 10$ at a radial position $r / r_{w}=3.324$, where the radial fluctuation intensity completed its evolution towards two-peaked profile. By matching the amplitude of the radial velocity fluctuation component to the corresponding experimental value at the wall distance $z^{*}=1.25$, favorable agreement was found between theory and experiment for the whole vertical eigenstructure of the radial fluctuation intensity, with large magnitudes occurring near the outer inflection point. The satisfactory agreement of the theoretical radial fluctuation intensity with the experiments was expected, since the slightly attenuated waves were known to correlate over a large distance of the order of the inverse of their damping ratio (Landahl [31]), and tend to dominate the non-wave-like disturbances and the whole turbulent flow field. The upper subfigure shows the relative contributions of different spinning modes with respect to the axisymmetric mode, so that the first helical mode is almost as important as the axisymmetric mode and the contribution was almost negligible for $m \geq 10$. It is also of interest to note that the calculations performed at the previous radial position, $r / r_{w}=2.274$, along the $\phi=0$ degree direction yielded


Fig. 6. One-sided power spectrum of radial fluctuation intensity for axisymmetric structures $m=0, r / r_{w}=2.274\left(\widetilde{u}_{r}^{2}\right.$ axis has arbitrary scale).
very much the same fluctuation profile, although the measured fluctuation profle was different. Since the vertical mean profiles were different at these two radal positions, the results indicate that the mean radial velocity was dominant in the perturbed mean flow field but was not sufficient to describe the whole mean vorticity field which was responsible for the generation of the fluctuations (Stuart [32]). Thus, it appears that the evolution of the mean vertical velocity needs to be included in the analysis to account for local changes of the fluctuation distribution when the streamwise component of the mean flow field was similar. Also, contrary to the stability calculations of Brewster and Gebhart [33] for natual


Fig. 7. One-sided power spectrum of radial fluctuation intensity for axisymmetric structures, $m=0, r / r_{w}=3.324\left(\tilde{u}_{r}^{2}\right.$ axis has arbitrary scale $)$.
convection over a vertical hot plate, the present profiles of radial fluctuation intensity do not tend to diminish very close to the wall. This is to be expected since the present results are based on simplifications of inviscid equations.

Profiles of the induced pressure fluctuations, Fig.9, reveal that the pressure fluctuations can attain a value of $63 \%$ at the wall. Again, the relative contributions of different azimuthal modes are similar to those of the radial fluctuation intensities. It is interesting to note that the radial velocity fluctuations exhibit far more structure than is displayed by the pressure fluctuations but, since pressure was not measured across the wall jet, it is difficult to be conclusive about the


Fig. 8. Radial velocity fluctuation intensity for $f$ from 0 to 100 Hz and $m$ from 0 to $\pm 10$.


Fig. 9. Pressure fluctuation intensity for $f$ from 0 to 100 Hz and $m$ from 0 to $\pm 10$.
shape of the profiles. The azimuthal fluctuation intensity, on the other hand, exhibited a finite value at the wall and this vioiation of the no-slip condition must be due to that the fluctuation intensity was predicted by linear, inviscid stability analysis of one-dimensional basic flow, whereas the measured intensity was generated by apparently two-dimensional viscous basic flow. For the same reasons the agreement between vertical velocity fluctuations and the measured ones was poor.

## 5. Conclusions

The coherent turbulence characteristics of the radial wall jet were studied using discrete instability waves and linear analysis based on the assumption of a one-dimensional inviscid flow which was represented by time-averaged radial velocity. Calculations were performed in a region where the energy of mean flow was decaying so that the instability waves were attenuated with a phase reversal in frequency, in which the least attenuated waves were convected downstream while the others moved upstream. The trend of spectrum of the radial fluctuation component was well predicted with the dominant frequency shifted towards higher values close to the wall, and a good agreement was found in the evolution of the spectrum of radial fluctuation intensity in that the spectral information was closely correlated with the decay of the mean flow energy.

The shape of the calculated radial fluctuation intensity exhibited a trend with larger magnitudes at the outer inflection point, consistent with the experimentally observed array of vortices. The success of the inviscid predictions was attributed to the fact that the large coherent structures of the wall jet were associated with small wavenumbers, far remote from the viscous subrange, so that viscous dissipation did not play any important role in their dynamics (Townsend [34]). However, the shape of the radial fluctuation intensity repeated itself at different positions despite the variation observed experimentally, and this led to the conclusion that the observed variations in the shape of intensity profiles were caused by the influences of the other components of the mean flow field and particularly the mean vertical velocity, whose profiles varied with the radial coordinate, even though the radial velocity profiles were similar. In other words, the mean vorticity was the determining factor for the overall performance of the stability predictions.
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# Two-dimensional tensor function representations involving third-order tensors 

Q.-S. ZHENG (BEIJING)


#### Abstract

Among the physically possible infinitely many material symmetries of all kinds in a two-dimensional space, there exist eight kinds, i.e., the isotropy $C_{\infty \nu}$, hemitropy $C_{\infty}$, two symmetries $C_{1}$ and $C_{2}$ in the oblique system, $C_{1 \nu}$ and $C_{2 \nu}$ in the rectangular system, and $C_{3}$ and $C_{3 \nu}$ in the trigonal system, that can be characterized in terms of tensors of orders not higher than three. In this paper, the complete and irreducible representations relative to these eight symmetries are established for scalar-, vector-, second-order tensor- and third-order tensor-valued functions of any finite number of vectors, second-order tensors and third-order tensors. These representations allow to obtain, in the case of two-dimensional problems, general invariant forms of the physical laws; in particular, the constitutive equations involving thrid-order tensors.


## 1. Introduction

Recently, the complete and irreducible representations in two-dimensional space were established by ZHENG [7] relative to every kind of material symmetry for scalar-,vector- and second-order tensor-valued functions of any finite number of second-order symmetric tensors $\mathbf{A}_{1}, \ldots, \mathbf{A}_{N}$ (denoted by $\mathbf{A}_{\alpha}$ ), second-order skew-symmetric tensors $\mathbf{W}_{1}, \ldots, \mathbf{W}_{P}$ (denoted by $\mathbf{W}_{\xi}$ ) and vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{M}$ (denoted by $\mathbf{v}_{e}$ ). In contrast to these general results, complete and irreducible representations for tensor functions involving tensors of order higher than two are much less well understood (Pennisi [4], Zheng [9], Zheng and Betten [10], Betten and Helisch [1]). In particular, the problem of constructing of general, complete and irreducible tensor function representations which contain any finite number of third-order tensor agencies $\mathbf{T}_{1}, \ldots, \mathbf{T}_{L}$ (denoted by $\mathbf{T}_{\lambda}$ ), even for $L=1$, is still open, although its importance can be seen in many modern physical contexts (cf., Pennisi [4]).

Zheng and Boehler [11] have described and classified the physically possible infinitely many material symmetries of all kinds in two dimensions (and also in three dimensions). Among them, there are eight symmetries that can be characterized in terms of vector(s), second-order tensor(s), and/or third-order tensor, as shown below in Table 1 .

In this paper, notation is based on the following conventions. We denote by 1 the second-order intensity tensor, $\varepsilon$ the permutation tensor (a second-order skew-symmetric tensor), $\mathbf{R}(\theta)$ the rotation tensor of angle $\theta$, $\mathbf{a}$ and $\mathbf{b}$ two unit orthogonal vectors, $\mathbf{R}_{\mathbf{b}}$ the reflection transformation in $\mathbf{b}$ direction, and

$$
\begin{equation*}
\mathbf{P}=\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{a}-(\mathbf{a} \otimes \mathbf{b} \otimes \mathbf{b}+\mathbf{b} \otimes \mathbf{a} \otimes \mathbf{b}+\mathbf{b} \otimes \mathbf{b} \otimes \mathbf{a}) \tag{1.1}
\end{equation*}
$$

Table 1. All kinds of two-dimensional material symmetry that have structural tensors as vector(s), second-order tnsor(s), and/or third-order tensor.

| system | Schoenflies symbol | generators of symmetry group | structural tensors |
| :--- | :--- | :--- | :--- |
| oblique | $C_{1}$ | $\mathbf{R}(0)=\mathbf{1}$ | $\mathbf{a}, \varepsilon($ or $\mathbf{a}, \mathbf{b})$ |
|  | $C_{2}$ | $\mathbf{R}(\pi)=-\mathbf{1}$ | $\mathbf{M}, \varepsilon$ |
| rectangular | $C_{\mathbf{1}}$ | $\mathbf{R}_{\mathbf{b}}=\mathbf{a} \otimes \mathbf{a}-\mathbf{b} \otimes \mathbf{b}$ | $\mathbf{a}$ |
|  | $C_{2 \nu}=$ orthotropy | $\mathbf{R}(\pi), \mathbf{R}_{\mathbf{b}}$ | $\mathbf{M}=\mathbf{a} \otimes \mathbf{a}-\mathbf{b} \otimes \mathbf{b}$ |
| trigonal | $C_{3}$ | $\mathbf{R}(2 \pi / 3)$ | $\mathbf{P}, \boldsymbol{\varepsilon}$ |
|  | $C_{3 \nu}$ | $\mathbf{R}(2 \pi / 3), \mathbf{R}_{\mathbf{b}}$ | $\mathbf{P}$ |
| circle | $C_{\infty}=$ hemitropy | $\mathbf{R}(\theta)(0 \leq \theta<2 \pi$ | $\varepsilon$ |
|  | $C_{\infty \nu}=$ isotropy | $\mathbf{R}(\theta), \mathbf{R}_{\mathbf{b}}(0 \leq \theta<2 \pi)$ | $\mathbf{1}$ |

The operators $\otimes, \cdot,:$, and $\vdots$ mean tensor, scalar (or dot), double dot and triple dot products, respectively. Components of vectors and tensors are referred to an orthonormal frame, say $\left\{\mathbf{e}_{i}\right\}$, lower-case Latin indices $(i, j, k, \ldots)$ range from 1 to 2 , repeated indices are summed from 1 to 2 , and the abbreviations $\mathbf{e}_{i j}=\mathbf{e}_{i} \otimes \mathbf{e}_{j}$ and $\mathbf{e}_{i j k}=\mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k}$ are used. The prefix tr indicates trace.

A tensor $\mathbf{H}$ is termed as irreducible, if it is a completely symmetric and traceless:

$$
\begin{equation*}
H_{i j k \ldots l}=H_{j i k \ldots l}=H_{k j i \ldots l}=\ldots=H_{l j k \ldots i}, \quad H_{m m k \ldots l}=0_{k \ldots l}, \tag{1.2}
\end{equation*}
$$

where $0_{k \ldots l}$ corresponds to the zero-tensor of the relevant order. It is well known that any irreducible tensor $\mathbf{H}$ in two-dimensional space has only two independent components (e.g. $H_{111 \ldots 1}$ and $H_{211 \ldots 1}$ ). In particular, the relations among the components of an irreducible third-order tensor $\mathbf{T}$ are:

$$
\begin{equation*}
T_{122}=T_{212}=T_{221}=-T_{111}, \quad T_{112}=T_{121}=T_{211}=-T_{222} \tag{1.3}
\end{equation*}
$$

We can decompose any third-order tensor $\mathbf{D}$ into an irreducible third-order tensor $\mathbf{T}$ and three vectors $D_{i l l} \mathbf{e}_{i}, D_{l i l} \mathbf{e}_{i}, D_{l l i} \mathbf{e}_{i}$ in the form:

$$
\begin{array}{r}
T_{i j k}=4 D_{i j k}-\left(3 D_{l l k}-D_{l k l}-D_{k l l}\right) \delta_{i j}-\left(3 D_{l j l}-D_{j l l}-D_{l l j}\right) \delta_{i k}  \tag{1.4}\\
-\left(3 D_{i l l}-D_{l i l}-D_{l l i}\right) \delta_{j k}
\end{array}
$$

where $\delta_{i j}$ denotes the Kronecker symbol. An elementary method of reducing tensors of any order to sums of irreducible tensors is described by Spencer [6] and Hannabuss [3].

In view of (1.4) we further postulate that the third-order tensors $\mathrm{T}_{\lambda}$ (i.e., $\mathbf{T}_{1}, \ldots, \mathbf{T}_{L}$ ) are all irreducible. In this paper, we determine the complete and irreducible representations relative to the eight symmetries in Table 1 for scalar-, vector-, second-order tensor- and third-order tensor-valued functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}$, $\mathbf{v}_{e}$ and $\mathrm{T}_{\lambda}$.

## 2. Isotropic representations in different cases

In order to provide compact procedures of determining complete and irreducible tensor function representations relative to the eight symmetries given in Table 1, we derive in this section representations with respect to different cases of the variables $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{e}, \mathbf{T}_{\lambda}$. The method employed here is described by Zheng [7, 8].

It is profitable to introduce the following abbreviations and relations:

$$
\begin{aligned}
& \mathbf{t}^{\mathbf{A}}=\mathbf{T}: \mathbf{A}=T_{i j k} A_{j k} \mathbf{e}_{i} \\
& =\left(T_{111} \mathbf{e}_{1}+T_{211} \mathbf{e}_{2}\right)\left(A_{11}-A_{22}\right)+2\left(T_{211} \mathbf{e}_{1}-T_{111} \mathbf{e}_{2}\right) A_{12}, \\
& \mathbf{t}^{\mathbf{v}}=\mathbf{T}:(\mathbf{v} \otimes \mathbf{v})=T_{i j k} x_{j} x_{k} \mathbf{e}_{i} \\
& =\left(T_{111} \mathbf{e}_{1}+T_{211} \mathbf{e}_{2}\right)\left(x_{1}^{2}-x_{2}^{2}\right)+2\left(T_{211} \mathbf{e}_{1}-T_{111} \mathbf{e}_{2}\right) x_{1} x_{2}, \\
& \mathbf{T}^{\mathbf{v}}=\mathbf{T} \cdot \mathbf{v}=T_{i j k} x_{k} \mathbf{e}_{i j} \\
& =\left(T_{111} x_{1}+T_{211} x_{2}\right)\left(\mathbf{e}_{11}-\mathbf{e}_{22}\right)+\left(T_{211} x_{1}-T_{111} x_{2}\right)\left(\mathbf{e}_{12}+\mathbf{e}_{21}\right), \\
& \mathbf{T}: \mathbf{S}=T_{i k l} S_{k l j} \mathbf{e}_{i j} \\
& =2\left(T_{111} S_{111}+T_{211} S_{211}\right) \mathbf{1}+2\left(T_{111} S_{211}-T_{211} S_{111}\right)\left(\mathbf{e}_{12}-\mathbf{e}_{21}\right), \\
& \mathbf{T} \mathbf{W}=T_{i j l} W_{l k} \mathbf{e}_{i j k} \\
& =\left[T_{111}\left(\mathbf{e}_{112}+\mathbf{e}_{121}+\mathbf{e}_{211}-\mathbf{e}_{222}\right)+T_{211}\left(\mathbf{e}_{122}+\mathbf{e}_{212}+\mathbf{e}_{221}-\mathbf{e}_{111}\right)\right] W_{12},
\end{aligned}
$$

and

$$
\mathbf{T}: \mathbf{S}=T_{i j k} S_{i j k}=4\left(T_{111} S_{111}+T_{211} S_{211}\right)
$$

$$
\begin{align*}
& \left(\mathbf{x} \cdot \mathbf{t}_{\mathbf{x}}\right)^{2}+\left(\mathbf{x} \cdot \varepsilon \mathrm{t}_{\mathrm{x}}\right)^{2}=(\mathrm{T}: \mathbf{T})(\mathbf{x} \cdot \mathbf{x})^{3} / 4  \tag{2.2}\\
& \left(\mathbf{t}_{\mathbf{A}} \cdot \mathbf{A} \mathbf{t}_{\mathbf{A}}\right)^{2}+\left(\mathbf{t}_{\mathbf{A}} \cdot \varepsilon \mathbf{A} \mathbf{t}_{\mathbf{A}}\right)^{2}=(\mathbf{T}: \mathbf{T})^{2}\left[2 \operatorname{tr} \mathbf{A}^{2}-(\operatorname{tr} \mathbf{A})^{2}\right]^{3} / 64
\end{align*}
$$

where $\mathbf{T}$ and $\mathbf{S}$ denote any two irreducible third-order tensors, and $\mathbf{A}, \mathbf{W}$ and $\mathbf{v}$ any second-order symmetric tensor, second-order skew-symmetric tensor and vector, respectively. Let $\mathbf{D}$ be any third-order tensor. The symbol $\{\mathbf{D}\}$ denotes as a set of the following three tensors:

$$
\begin{equation*}
D_{i j k} \mathbf{e}_{i j k}, \quad D_{i j k} \mathbf{e}_{j k i}, \quad D_{i j k} \mathbf{e}_{k i j} \tag{2.3}
\end{equation*}
$$

and $\langle\mathbf{D}\rangle$ is the summation of the above three tensors, that is,

$$
\begin{equation*}
\langle\mathbf{D}\rangle=D_{i j k}\left(\mathbf{e}_{i j k}+\mathbf{e}_{j k i}+\mathbf{e}_{k i j}\right) \tag{2.4}
\end{equation*}
$$

### 2.1. Representations when there exists a non-zero vector $\mathbf{v}$ among $\mathbf{v}_{e}$

We can choose an orthonormal frame $\left\{\mathbf{e}_{i}\right\}$ so that $\mathbf{v}=\nu_{1} \mathbf{e}_{1}$ with $\nu_{1}>0$. Thus, we can write

$$
\begin{align*}
& \mathbf{v} \cdot \mathbf{v} \Rightarrow \nu_{1}, \quad \mathbf{v} \Rightarrow \mathbf{e}_{1}, \quad \mathbf{v} \cdot \mathbf{v}_{e} \Rightarrow \nu_{\varrho 1} \quad\left(\mathbf{v}_{\varrho} \neq \mathbf{v}\right), \\
& \mathbf{v} \otimes \mathbf{v}, \mathbf{1} \Rightarrow \mathbf{e}_{11}, \mathbf{e}_{22}, \quad \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{v}, \operatorname{tr} \mathbf{A}_{\alpha} \Rightarrow A_{\alpha 11}, A_{\alpha 22},  \tag{2.5}\\
& \mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\{\mathbf{v} \otimes \mathbf{1}\} \Rightarrow \mathbf{e}_{111},\left\{\mathbf{e}_{122}\right\}, \quad \mathbf{v} \cdot \mathbf{t}_{\lambda}^{v} \Rightarrow T_{\lambda 111} .
\end{align*}
$$

In this paper, the notation $\mathcal{A} \Rightarrow \mathcal{B}$ means that $\mathcal{B}$ is uniquely determined by $\mathcal{A}$. It is evident that the alternative of $\pm e_{2}$ does not affect (2.5). Thus, the undetermined quantities remain

$$
\nu_{e^{2}}, A_{\alpha 12}, W_{\xi 12}, T_{\lambda 211} ; \quad \mathbf{e}_{2} ; \quad \mathbf{e}_{12} \pm \mathbf{e}_{21} ; \quad \mathbf{e}_{222},\left\{\mathbf{e}_{112}\right\}
$$

If all $\nu_{\ell^{2}}, A_{\alpha 12}, W_{\xi 12}$, and $T_{\lambda 211}$ equal zero, we do not need to determine $\mathbf{e}_{2}, \mathbf{e}_{12} \pm \mathbf{e}_{21},\left\{\mathbf{e}_{112}\right\}$ and $\mathbf{e}_{222}$. Otherwise, keeping (2.5) in mind, we consider the following cases 1-4.

CASE 1. $W_{12} \neq 0$ for a tensor $\mathbf{W}$ among $\mathbf{W}_{\xi}$. We alternate $\pm \mathbf{e}_{2}$ so that $W_{12}>0$ and then give

$$
\begin{gather*}
\operatorname{tr} \mathbf{W}^{2} \Rightarrow W_{12}, \quad \mathbf{W} \mathbf{v} \Rightarrow \mathbf{e}_{2}, \quad \mathbf{v} \cdot \mathbf{W} \mathbf{v}_{\varrho} \Rightarrow \nu_{\varrho 2} \quad\left(\mathbf{v}_{\varrho} \neq \mathbf{v}\right), \\
\mathbf{v} \otimes \mathbf{W} \mathbf{v}+\mathbf{W} \mathbf{v} \otimes \mathbf{v} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{W} \mathbf{v} \Rightarrow A_{\alpha 12}, \\
\mathbf{W} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{W} \mathbf{W}_{\xi} \Rightarrow W_{\xi 12} \quad\left(\mathbf{W}_{\xi} \neq \mathbf{W}\right),  \tag{2.6}\\
\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{W} \mathbf{v}\rangle \quad\left(\begin{array}{l}
\text { or }
\end{array} \quad \mathbf{W} \mathbf{v} \otimes \mathbf{W} \mathbf{v} \otimes \mathbf{W} \mathbf{v}\right), \quad\{\mathbf{W} \mathbf{v} \otimes \mathbf{1}\} \Rightarrow \mathbf{e}_{222}, \quad\left\{\mathbf{e}_{112}\right\}, \\
\mathbf{v} \cdot \mathbf{W} \mathbf{t}_{\lambda}^{\mathbf{v}} \quad\left(\begin{array}{lll}
\text { or } & \left.\mathbf{v} \cdot \mathbf{W} \mathbf{t}_{\lambda}^{W \mathbf{v}}\right) \Rightarrow T_{\lambda 211} .
\end{array}\right.
\end{gather*}
$$

CASE 2. $u_{2} \neq 0$ for a vector $\mathbf{u}$ among $\mathbf{v}_{e}$. We can select $\pm \mathbf{e}_{2}$ so that $u_{2}>0$ and then have

$$
\begin{gather*}
\mathbf{u} \cdot \mathbf{u} \Rightarrow u_{2}, \quad \mathbf{u} \Rightarrow \mathbf{e}_{2}, \quad \mathbf{u} \cdot \mathbf{v}_{\varrho} \Rightarrow \nu_{\varrho 2} \quad\left(\mathbf{v}_{e} \neq \mathbf{v}, \mathbf{u}\right) \\
\mathbf{v} \otimes \mathbf{u} \pm \mathbf{u} \otimes \mathbf{v} \Rightarrow \mathbf{e}_{12} \pm \mathbf{e}_{21}, \quad \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{u} \Rightarrow A_{\alpha 12}, \quad \mathbf{v} \cdot \mathbf{W}_{\xi} \mathbf{u} \Rightarrow W_{\xi 12} \\
\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{u}\rangle \quad\left(\text { or } \mathbf{u} \otimes \mathbf{u} \otimes \mathbf{u}, \text { if } u_{2}^{2} \neq 3 u_{1}^{2}\right), \quad\{\mathbf{u} \otimes \mathbf{1}\} \Rightarrow \mathbf{e}_{222}, \quad\left\{\mathbf{e}_{112}\right\},  \tag{2.7}\\
\mathbf{u} \cdot \mathbf{t}_{\lambda}^{\mathbf{v}}\left(\text { or } \mathbf{u} \cdot \mathbf{t}_{\lambda}^{\mathbf{u}}, \quad \text { if } u_{2}^{2} \neq 3 u_{1}^{2}\right) \Rightarrow T_{\lambda 211} .
\end{gather*}
$$

CASE 3. $A_{12} \neq 0$ for a tensor $\mathbf{A}$ among $\mathbf{A}_{\alpha}$. By alternating $\pm \mathbf{e}_{2}$ we can arrive at $A_{12}>0$ and

$$
\begin{gathered}
\operatorname{tr} \mathbf{A}^{2} \Rightarrow A_{12}, \quad \mathbf{A} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{A} \mathbf{A}_{\alpha} \Rightarrow A_{\alpha 12} \quad\left(\mathbf{A}_{\alpha} \neq \mathbf{A}\right), \\
\mathbf{A} \mathbf{v} \Rightarrow \mathbf{e}_{2}, \quad \mathbf{v} \cdot \mathbf{A} \mathbf{v}_{\varrho} \Rightarrow \nu_{\varrho 2} \quad\left(\mathbf{v}_{\varrho} \neq \mathbf{v}\right), \\
\mathbf{v} \otimes \mathbf{A} \mathbf{v}-\mathbf{A} \mathbf{v} \otimes \mathbf{v} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \mathbf{v} \cdot \mathbf{A} \mathbf{W}_{\xi} \mathbf{v} \Rightarrow W_{\xi 12}, \\
\langle\mathbf{v} \otimes \mathbf{A}\rangle, \quad\{\mathbf{A} \mathbf{v} \otimes \mathbf{1}\} \Rightarrow e_{222}, \quad\left\{\mathbf{e}_{112}\right\}, \quad \mathbf{v} \cdot \mathbf{t}_{\lambda}^{\mathbf{A}} \Rightarrow T_{\lambda 211}
\end{gathered}
$$

CASE 4. $T_{211} \neq 0$ for a tensor $\mathbf{T}$ among $\mathbf{T}_{\lambda}$. Choosing $\pm \mathbf{e}_{2}$ so that $T_{211}>0$ can follow

$$
\begin{gather*}
\mathbf{T}: \mathbf{T} \Rightarrow T_{211}, \quad \mathbf{t}^{\mathbf{v}} \Rightarrow \mathbf{e}_{2}, \quad \mathbf{v}_{\varrho} \cdot \mathbf{t}^{\mathbf{v}} \Rightarrow \nu_{\varrho 2} \quad\left(\mathbf{v}_{\varrho} \neq \mathbf{v}\right), \\
\mathbf{T}^{\mathbf{v}} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \mathbf{v} \cdot \mathbf{t}^{\mathbf{A}_{\alpha}}=\operatorname{tr}\left(\mathbf{A}_{\alpha} \mathbf{T}^{\mathbf{v}}\right) \Rightarrow A_{\alpha 12}, \\
\mathbf{v} \otimes \mathbf{t}^{\mathbf{v}}-\mathbf{t}^{\mathbf{v}} \otimes \mathbf{v} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \mathbf{v} \cdot \mathbf{W}_{\xi} \mathbf{t}^{\mathbf{v}} \Rightarrow W_{\xi 12},  \tag{2.9}\\
\mathbf{T},\left\{\mathbf{t}^{\mathbf{v}} \otimes \mathbf{1}\right\} \Rightarrow \mathbf{e}_{222}, \quad\left\{\mathbf{e}_{112}\right\}, \quad \mathbf{T}: \mathbf{T}_{\lambda} \Rightarrow T_{\lambda 211} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}\right) .
\end{gather*}
$$

2.2. Representations when all vectors $\mathbf{v}_{e}$ equal zero, there exists a tensor $\mathbf{A}$ among $\mathbf{A}_{\alpha}$ which has two distinct principal values, and there exists a non-zero tensor $T$ among $T_{\lambda}$

By selecting $\pm e_{1}$ and $\pm e_{2}$ as orthogonal principal directions of $A$, we can express $\mathbf{A}=A_{11} \mathbf{e}_{11}+A_{22} \mathbf{e}_{22}$ and then we have

$$
\begin{align*}
& \operatorname{tr} \mathbf{A}, \operatorname{tr} \mathbf{A}^{2} \Rightarrow A_{11}, A_{22}, \quad \mathbf{1}, \mathbf{A} \Rightarrow \mathbf{e}_{11}, \mathbf{e}_{22} \\
& \operatorname{tr} \mathbf{A}_{\alpha}, \operatorname{tr} \mathbf{A} \mathbf{A}_{\alpha} \Rightarrow A_{\alpha 11}, A_{\alpha 22} \quad\left(\mathbf{A}_{\alpha} \neq \mathbf{A}\right) \tag{2.10}
\end{align*}
$$

Note that choices of $\pm \mathbf{e}_{1}$ and of $\pm \mathbf{e}_{2}$ do not influence (2.10). Since $\mathbf{T}$ is a non-zero irreducible third-order tensor, without loss of generality we can suppose that $T_{111}>0$ by alternating $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ and choosing $\pm \mathbf{e}_{1}$. It follows

$$
\begin{equation*}
\mathbf{T}: \mathbf{T}, \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{t}^{\mathbf{A}} \Rightarrow T_{111}, T_{211}^{2} \tag{2.11}
\end{equation*}
$$

For the remaining undetermined quantities:

$$
\nu_{Q^{i}}, A_{\alpha 12}, W_{\xi 12}, T_{\lambda i 11} ; \quad \mathbf{e}_{i} ; \quad \mathbf{e}_{12} \pm \mathbf{e}_{21} ; \quad \mathbf{e}_{i j k} \quad(i, j, k=1,2)
$$

we consider the following cases $\mathrm{i}-\mathrm{iv}$.
CASE i. $W_{12} \neq 0$ for a tensor $\mathbf{W}$ among $\mathbf{W}_{\xi}$. We choose $\pm \mathbf{e}_{2}$ so that $W_{12}>0$ and then we have

$$
\begin{gather*}
\operatorname{tr} \mathbf{W}^{2} \Rightarrow W_{12}, \quad \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{W} \mathbf{t}^{\mathbf{A}} \Rightarrow T_{211}, \quad \mathbf{t}^{\mathbf{A}}, \quad \mathbf{W} \mathbf{t}^{\mathbf{A}} \Rightarrow \mathbf{e}_{i} \\
\mathbf{A} \mathbf{W}-\mathbf{W} \mathbf{A} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{A} \mathbf{A}_{\alpha} \mathbf{W} \Rightarrow A_{\alpha 12} \quad\left(\mathbf{A}_{\alpha} \neq \mathbf{A}\right), \\
\mathbf{W} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{W} \mathbf{W}_{\xi} \Rightarrow W_{\xi 12} \quad\left(\mathbf{W}_{\xi} \neq \mathbf{W}\right),  \tag{2.12}\\
\mathbf{T}, \quad \mathbf{T} \mathbf{W}, \quad\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\}, \quad\left\{\mathbf{W} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\} \Rightarrow \mathbf{e}_{i j k}, \\
\mathbf{T}: \mathbf{T}_{\lambda}, \quad \operatorname{tr}\left(\mathbf{T}: \mathbf{T}_{\lambda}\right) \mathbf{W} \Rightarrow T_{\lambda i 11} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}\right) .
\end{gather*}
$$

CASE ii. $T_{111} T_{211} \neq 0$. Alternating $\pm \mathbf{e}_{2}$ can yield $T_{211}>0$ and then

$$
\begin{gather*}
\mathbf{T}: \mathbf{T}, \quad \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{t}^{\mathbf{A}} \Rightarrow T_{211}, \quad \mathbf{t}^{\mathbf{A}}, \quad \mathbf{A} \mathbf{t}^{\mathbf{A}} \Rightarrow \mathbf{e}_{i}, \\
\mathbf{t}^{\mathbf{A}} \otimes \mathbf{t}^{\mathbf{A}} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A}_{\alpha} \mathbf{t}^{\mathbf{A}} \Rightarrow A_{\alpha 12} \quad\left(\mathbf{A}_{\alpha} \neq \mathbf{A}\right), \\
\mathbf{t}^{\mathbf{A}} \otimes \mathbf{A} \mathbf{t}^{\mathbf{A}}-\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{t}^{\mathbf{A}} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{W}_{\xi} \mathbf{t}^{\mathbf{A}} \Rightarrow W_{\xi 12},  \tag{2.13}\\
\mathbf{T}, \quad\left\langle\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{A}\right\rangle, \quad\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\}, \quad\left\{\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\} \Rightarrow \mathbf{e}_{i j k}, \\
\mathbf{T}: \mathbf{T}_{\lambda}, \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{t}_{\lambda}^{\mathbf{A}} \Rightarrow T_{\lambda i 11} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}\right) .
\end{gather*}
$$

CASE iii. $T_{211}=0$ and $B_{12} \neq 0$ for a tensor $\mathbf{B}$ among $\mathbf{A}_{\alpha}$. Selecting $\pm \mathbf{e}_{2}$ so that $B_{12}>0$, we have

$$
\begin{gather*}
\operatorname{tr} \mathbf{B}^{2} \Rightarrow B_{12}, \quad \mathbf{t}^{\mathbf{A}}, \mathbf{t}^{\mathbf{B}} \Rightarrow \mathbf{e}_{i}, \\
\mathbf{B} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{B} \mathbf{A}_{\alpha} \Rightarrow A_{\alpha 12} \quad\left(\mathbf{A}_{\alpha} \neq \mathbf{A}, \mathbf{B}\right), \\
\mathbf{A} \mathbf{B}-\mathbf{B} \mathbf{A} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{A} \mathbf{B} \mathbf{W}_{\xi} \Rightarrow W_{\xi 12},  \tag{2.14}\\
\mathbf{T}, \quad \mathbf{T}(\mathbf{A} \mathbf{B}-\mathbf{B} \mathbf{A}), \quad\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\}, \quad\left\{\mathbf{t}^{\mathbf{B}} \otimes \mathbf{1}\right\} \Rightarrow \mathbf{e}_{i j k}, \\
\mathbf{T}: \mathbf{T}_{\lambda}, \quad \operatorname{tr}\left(\mathbf{T}: \mathbf{T}_{\lambda}\right) \mathbf{A} \mathbf{B} \Rightarrow T_{\lambda i 11} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}\right) .
\end{gather*}
$$

CASE iv. $T_{211}=0$ and $S_{211} \neq 0$ for a tensor $\mathbf{S}$ among $\mathbf{T}_{\lambda}$. Selecting $\pm \mathbf{e}_{2}$ so that $S_{211}>0$ can follow,

$$
\begin{gather*}
\mathbf{T}: \mathbf{S}, \mathbf{S}: \mathbf{S} \Rightarrow S_{111}, S_{211}, \quad \mathbf{t}^{\mathbf{A}}, \mathbf{s}^{\mathbf{A}} \Rightarrow \mathbf{e}_{i}, \\
\mathbf{A}(\mathbf{T}: \mathbf{S})-(\mathbf{S}: \mathbf{T}) \mathbf{A} \Rightarrow \mathbf{e}_{12}+\mathbf{e}_{21}, \\
\operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathbf{A} \mathbf{A}_{\alpha} \Rightarrow A_{\alpha 12} \quad\left(\mathbf{A}_{\alpha} \neq \mathbf{A}\right), \\
\mathbf{T}: \mathbf{S}-\mathbf{S}: \mathbf{T} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathbf{W}_{\xi} \Rightarrow W_{\xi 12},  \tag{2.15}\\
\mathbf{T}, \mathbf{S},\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\},\left\{\mathbf{s}^{\mathbf{A}} \otimes \mathbf{1}\right\} \Rightarrow \mathbf{e}_{i j k}, \\
\mathbf{T}: \mathbf{T}_{\lambda}, \mathbf{S}: \mathbf{T}_{\lambda} \Rightarrow T_{\lambda i 11} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}, \mathbf{S}\right) .
\end{gather*}
$$

2.3. Representations when all $\mathbf{v}_{e}$ are null vectors, all $\mathbf{A}_{\alpha}$ have not two distinct principal values, and there is a non-zero tensor $T$ among $T_{\lambda}$

Since $\mathbf{A}_{\alpha}$ have not two distinct principal values, we can express them as $\mathbf{A}_{\alpha}=$ $\left(\operatorname{tr} \mathbf{A}_{\alpha}\right) \mathbf{1} / 2$. It is known from Table 2 of Zheng and Spencer [12] that any rotation tensor $\mathbf{R}(\varphi)$ leaves $\mathbf{1}, \mathbf{e}_{12}-\mathbf{e}_{21}, \mathbf{A}_{\alpha}=\left(\operatorname{tr} \mathbf{A}_{\alpha} / 2\right) \mathbf{1}$ and $\mathbf{W}_{\xi}=W_{\xi 12}\left(\mathbf{e}_{12}-\mathbf{e}_{21}\right)$ unaltered. Then, we have the following transformation relations

$$
\begin{align*}
& \left(\mathbf{e}_{1}+\imath \mathbf{e}_{2}\right) \mapsto \exp ( \pm \imath \varphi)\left(\mathbf{e}_{1}+\imath \mathbf{e}_{2}\right) \\
& \left\{\left(\mathbf{e}_{1}+\imath \mathbf{e}_{2}\right) \otimes \mathbf{1}\right\} \mapsto \exp ( \pm \imath \varphi)\left\{\left(\mathbf{e}_{1}+\imath \mathbf{e}_{2}\right) \otimes \mathbf{1}\right\} \\
& \left.\left(\mathbf{e}_{11}-\mathbf{e}_{22}\right)+\imath\left(\mathbf{e}_{12}+\mathbf{e}_{21}\right) \mapsto \exp ( \pm \imath 2 \varphi)\left[\left(\mathbf{e}_{11}-\mathbf{e}_{22}\right)+\imath \mathbf{e}_{12}+\mathbf{e}_{21}\right)\right]  \tag{2.16}\\
& \left(\mathbf{e}_{111}-\left\langle\mathbf{e}_{122}\right\rangle\right)+\imath\left(\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}\right) \\
& \quad \mapsto \exp ( \pm \imath 3 \varphi)\left[\left(\mathbf{e}_{111}-\left\langle\mathbf{e}_{122}\right\rangle\right)+\imath\left(\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}\right)\right]
\end{align*}
$$

where $\imath=\sqrt{(-1)}$ is the unit imaginary number. Thus, we can rotate $\left\{\mathbf{e}_{i}\right\}$ until $T_{111}>0$ and $T_{211}=0$, and then give

$$
\begin{equation*}
\mathbf{T}: \mathbf{T} \Rightarrow T_{111}, \quad \mathbf{T} \Rightarrow \mathbf{e}_{111}-\left\langle\mathbf{e}_{122}\right\rangle, \quad \mathbf{T} \vdots \mathbf{T}_{\lambda} \Rightarrow T_{\lambda 111} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}\right) \tag{2.17}
\end{equation*}
$$

From (2.16) we can see that $\mathbf{R}(2 \pi / 3)$ leaves $\mathbf{e}_{111}-\left\langle\mathbf{e}_{122}\right\rangle,\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}$ and $\mathbf{T}_{\lambda}$ unaltered, but it varies $\mathbf{e}_{i}, \mathbf{e}_{11}-\mathbf{e}_{22}, \mathbf{e}_{12}+\mathbf{e}_{21}$ and $\left\{\mathbf{e}_{i} \otimes \mathbf{1}\right\}$ so that they do not
need to be determined in view of the isotropy condition. In other words, we only need to determine

$$
W_{\xi 12}, \quad T_{\lambda 211}, \quad \mathbf{e}_{12}-\mathbf{e}_{21}, \quad\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}
$$

If there exists a non-zero tensor $\mathbf{W}$ among $\mathbf{W}_{\xi}$ or there is a non-zero tensor $\mathbf{S}$ among $\mathbf{T}_{\lambda}$, we select $\pm \mathbf{e}_{2}$ so that $W_{12}>0$ or $S_{211}>0$, and then we write

$$
\begin{align*}
& \operatorname{tr} \mathbf{W}^{2} \Rightarrow W_{12}, \quad \mathbf{W} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \operatorname{tr} \mathbf{W} \mathbf{W}_{\xi} \Rightarrow W_{\xi 12} \quad\left(\mathbf{W}_{\xi} \neq \mathbf{W}\right)  \tag{2.18}\\
& \mathbf{T} \mathbf{W} \Rightarrow\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}, \quad \operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathbf{W}_{\xi} \Rightarrow T_{\lambda 211} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}\right)
\end{align*}
$$

or

$$
\begin{align*}
& \mathbf{S}: \mathbf{S} \Rightarrow \mathbf{S}_{211}, \quad \mathbf{T}: \mathbf{S}-\mathbf{S}: \mathbf{T} \Rightarrow \mathbf{e}_{12}-\mathbf{e}_{21}, \quad \operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathbf{W}_{\xi} \Rightarrow W_{\xi 12}  \tag{2.19}\\
& \mathbf{S} \Rightarrow\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}, \quad \mathbf{S}: \mathbf{T}_{\lambda} \Rightarrow T_{\lambda 211} \quad\left(\mathbf{T}_{\lambda} \neq \mathbf{T}, \mathbf{S}\right)
\end{align*}
$$

Otherwise, if all $T_{\lambda 211}$ and $W_{\xi 12}$ equal zero, we do not need to determine $\mathbf{e}_{12}-\mathbf{e}_{21}$ and $\left\langle\mathbf{e}_{112}\right\rangle-\mathbf{e}_{222}$.

### 2.4. Representation when all vectors $v_{Q}$ and third-order tensors $T_{\lambda}$ are equal to zero

Since the central inversion - 1 leaves tensors of even orders unaltered but changes the sign of tensors of odd orders, the isotropy condition requires that any isotropic vector- and third-order tensor-valued functions of second-order tensor $\mathbf{A}_{\alpha}$ and $\mathbf{W}_{\xi}$ should be only a zero-vector and a third-order zero-tensor, respectively. The complete and irreducible representations for scalar- and second-order tensor-valued functions of $\mathbf{A}_{\alpha}$ and $\mathbf{W}_{\xi}$ can be seen, for example, in Tables 2, 4 and 5 of Zheng [8].

## 3. The complete and irreducible tensor function representations

The complete and irreducible representations were established by ZhENG [8] for scalar-, vector-, second-order symmetric and skew-symmetric tensor-valued functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{\varrho}$ with respect to all kinds of symmetry, particularly, to the eight symmetries shown in Table 1. With these known results and the representations derived in the preceding section, we determine in the sequel the complete representations for the eight symmetries shown in Table 1. The irreducibility of the derived representations is verified in the next section.

### 3.1. Representation for isotropy $C_{\infty \nu}$

The complete representations for isotropic tensor functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{\varrho}$ and $\mathbf{T}_{\lambda}$ can be obtained by considering all the cases in Secs.2.1-2.3 i.e., from (2.5)-(2.19), as summarized in Tables 2 and 3.

Table 2. Irreducible function bases.

| $C_{\infty \nu}$ | $\begin{aligned} & \operatorname{tr} \mathbf{A}, \operatorname{tr} \mathbf{A}^{2}, \operatorname{tr} \mathbf{A B}, \operatorname{tr} \mathbf{W}^{2}, \operatorname{tr} A B W, \operatorname{tr} W V, \mathbf{v} \cdot \mathbf{v}, \\ & \mathbf{v} \cdot \mathbf{A v}, \mathbf{v} \cdot \mathbf{A W} \mathbf{v}, \mathbf{v} \cdot \mathbf{u}, \mathbf{v} \cdot \mathbf{A u}, \mathbf{v} \cdot \mathbf{W u ;} \mathbf{T}: \mathbf{T}, \\ & \mathbf{t}^{\mathbf{A} \cdot \mathbf{A} \mathbf{t}^{\mathbf{A}}, \mathbf{t}^{\mathbf{A}} \cdot \mathbf{B} \cdot \mathbf{A}^{\mathbf{A}}, \mathbf{T}^{\mathbf{A}} \cdot \mathbf{A W} \mathbf{t}^{\mathbf{A}}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{v}}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{A}}, \mathbf{v} \cdot W \mathbf{t}^{\mathbf{v}},} \\ & \mathbf{u} \cdot \mathbf{t}^{\mathbf{v}}, \mathbf{T}: \mathbf{S}, \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{s}^{\mathbf{A}}, \operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathbf{A B}, \operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathbf{W} \end{aligned}$ | $C_{\infty}$ | $\begin{aligned} & \operatorname{tr} A, \operatorname{tr} A^{2}, \operatorname{tr} A B, \operatorname{tr} A B \varepsilon, \operatorname{tr} \varepsilon W, \\ & v \cdot v, v \cdot A v, v \cdot A \varepsilon v, v \cdot u, v \cdot \varepsilon u ; \\ & T: T, t^{A} \cdot A t^{A}, t^{A} \cdot A \varepsilon t^{\mathbf{A}}, v \cdot t^{\mathbf{v}}, \\ & v \cdot \varepsilon t^{\mathbf{v}}, T: S, \operatorname{tr}(T: S) \varepsilon \end{aligned}$ |
| :---: | :---: | :---: | :---: |
| $C_{3 \nu}$ | $\operatorname{tr} A, \operatorname{tr} A^{2}, p^{A} \cdot A p^{A}, \operatorname{tr} A B, p^{A} \cdot B^{A}, \operatorname{tr} W^{2}$, $\mathbf{p}^{\mathbf{A}} \cdot \mathbf{A W} \mathbf{p}^{\mathbf{A}}, \operatorname{tr} A B W, \operatorname{tr} W V, v \cdot v, v \cdot p^{v}, v \cdot A v$, $\mathbf{v} \cdot \mathbf{p}^{\mathbf{A}}, \mathbf{v} \cdot \mathbf{W p}^{\mathbf{v}}, \mathbf{v} \cdot \mathbf{A W v}, \mathbf{v} \cdot \mathbf{u}, \mathbf{u} \cdot \mathbf{p}^{\mathbf{v}}, \mathbf{v} \cdot \mathbf{W} \mathbf{u}$; <br> $T: T, P: T, p^{A} \cdot A t^{A}, \operatorname{tr}(P: T) W, v \cdot t^{\mathbf{v}}, v \cdot t^{\mathbf{A}}$, $\mathbf{v} \cdot(\mathbf{P}: \mathbf{T}) \mathbf{u}, \operatorname{tr}(\mathbf{P}: \mathbf{T}) \mathbf{A B}, \mathbf{T}: \mathbf{S}$ | $C_{3}$ | $\begin{aligned} & \operatorname{tr} \mathbf{A}, \mathbf{p}^{\mathbf{A}} \cdot \mathbf{A p}^{\mathbf{A}}, \mathbf{p}^{\mathbf{A}} \cdot \mathbf{A} \varepsilon \mathbf{p}^{\mathbf{A}}, \operatorname{tr} \mathbf{A B}, \\ & \operatorname{tr} \mathbf{A B} \boldsymbol{B}, \operatorname{tr} \varepsilon W, \mathbf{v} \cdot \mathbf{p}^{\mathbf{v}}, \mathbf{v} \cdot \varepsilon \mathbf{p}^{\mathbf{v}}, \\ & \mathbf{v} \cdot \mathbf{A v}, \mathbf{v} \cdot \mathbf{A \varepsilon v}, \mathbf{v} \cdot \mathbf{u}, \mathbf{v} \cdot \varepsilon \mathbf{u} ; \\ & \mathbf{P}: \mathbf{T}, \operatorname{tr}(\mathbf{P}: \mathbf{T}) \varepsilon \end{aligned}$ |
| $C_{2 \nu}$ | $\operatorname{tr} A, \operatorname{tr} A^{2}, \operatorname{tr} M A, \operatorname{tr} A B, \operatorname{tr} W^{2}, \operatorname{tr} M A W, \operatorname{tr} W V$, $\mathbf{v} \cdot \mathbf{v}, \mathbf{v} \cdot \mathbf{M v}, \mathbf{v} \cdot \mathbf{A v}, \mathbf{v} \cdot \mathrm{MWv}, \mathbf{v} \cdot \mathbf{u}, \mathrm{v} \cdot \mathrm{Mu}, \mathrm{v} \cdot \mathrm{Au}$, <br> $\mathbf{v} \cdot \mathbf{W u} ; \mathbf{T}: \mathbf{T}, \mathbf{t}^{\mathrm{M}} \cdot \mathbf{M} \mathbf{t}^{\mathrm{M}}, \mathrm{t}^{\mathrm{M}} \cdot \mathrm{At}^{\mathrm{M}}, \mathrm{t}^{\mathrm{M}} \cdot \mathrm{MW} \mathbf{t}^{\mathrm{M}}$, <br> $\mathbf{v} \cdot \mathbf{t}^{\mathbf{v}}, \mathbf{v} \cdot \mathbf{t}^{\mathrm{M}}, \mathbf{v} \cdot \mathrm{t}^{\mathbf{A}}, \mathbf{v} \cdot W \mathrm{t}^{\mathrm{M}}, \mathrm{T} \vdots \mathrm{S}, \mathrm{t}^{\mathrm{M}} \cdot \mathrm{M} \mathrm{s}^{\mathrm{M}}$, <br> $\operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathrm{MA}, \operatorname{tr}(\mathbf{T}: \mathbf{S}) \mathrm{W}$ | $C_{2}$ |  |
| $C_{1 \nu}$ | $\begin{aligned} & \operatorname{tr} A, \operatorname{tr} A^{2}, \mathbf{a} \cdot A \mathbf{A}, \operatorname{tr} A B, \operatorname{tr} W^{2}, \mathbf{a} \cdot A W a, \operatorname{tr} W V, \\ & \mathbf{v} \cdot \mathbf{v}, \mathbf{a} \cdot \mathbf{v}, \mathbf{a} \cdot \mathbf{A} \mathbf{v}, \mathbf{a} \cdot \mathbf{W} \mathbf{v}, \mathbf{v} \cdot \mathbf{u} ; \mathbf{T}: \mathbf{T}, \mathrm{a} \cdot \mathrm{t}^{\mathbf{a}}, \mathrm{a} \cdot \mathrm{t}^{\mathbf{A}}, \\ & \mathbf{a} \cdot \mathbf{W} \mathbf{t}^{\mathbf{a}}, \mathbf{v} \cdot \mathrm{t}^{\mathbf{a}}, \mathbf{T}: \mathbf{S} \end{aligned}$ | $C_{1}$ | $\begin{aligned} & \mathrm{a} \cdot \mathrm{~A} a, \mathrm{~b} \cdot \mathrm{~A} b, \mathrm{a} \cdot \mathrm{~A} b, \operatorname{tr} \varepsilon \mathrm{~W}, \\ & \mathrm{a} \cdot \mathrm{v}, \mathrm{~b} \cdot \mathrm{v} ; \mathrm{a} \cdot \mathrm{t}^{\mathrm{a}}, \mathrm{~b} \cdot \mathrm{t}^{\mathrm{b}} \end{aligned}$ |

In Tables 2 and 3, the following abbreviations are employed:

$$
\begin{array}{rlrll}
\mathbf{A}=\mathbf{A}_{\alpha}, & \mathbf{B}=\mathbf{A}_{\beta}, & \mathbf{W}=\mathbf{W}_{\xi}, & & \mathbf{V}=\mathbf{W}_{\zeta}, \\
\mathbf{v}=\mathbf{v}_{e}, & \mathbf{u}=\mathbf{v}_{\sigma}, & \mathbf{T}=\mathbf{T}_{\lambda}, & \mathbf{S}=\mathbf{T}_{\mu},
\end{array}
$$

with $\alpha, \beta=1, \ldots, N$ and $\alpha<\beta ; \xi, \zeta=1, \ldots, M$ and $\xi<\zeta ; \varrho, \sigma=1, \ldots, P$ and $\varrho<\sigma$; and $\lambda, \mu=1, \ldots, L$ and $\lambda<\mu$.

An explanation of the redundancy of one of $\mathbf{u} \cdot \mathbf{t}^{\mathbf{v}}$ and $\mathbf{v} \cdot \mathbf{t}^{\mathbf{u}}$ may be required. Without loss of generality, we set $\mathbf{T}=\mathbf{e}_{111}-\left\langle\mathbf{e}_{122}\right\rangle$. Denote by ( $\mathbf{v}, \mathbf{u}$ ) and ( $\overline{\mathbf{v}}, \overline{\mathbf{u}}$ ) two solutions of the equations

$$
\begin{equation*}
\mathbf{v} \cdot \mathbf{v}, \mathbf{u} \cdot \mathbf{u}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{v}}, \mathbf{u} \cdot \mathbf{t}^{\mathbf{u}}, \mathbf{v} \cdot \mathbf{u}, \mathbf{u} \cdot \mathbf{t}^{\mathbf{v}}=\text { const. } \tag{3.2}
\end{equation*}
$$

Because of $\mathbf{v} \cdot \mathbf{v}=\overline{\mathbf{v}} \cdot \overline{\mathbf{v}}$ and $\mathbf{u} \cdot \mathbf{u}=\overline{\mathbf{u}} \cdot \overline{\mathbf{u}}$, we may assume that $\mathbf{v}=\cos \theta \mathbf{e}_{1}+\sin \theta \mathbf{e}_{2}$, $\mathbf{u}=\cos \varphi \mathbf{e}_{1}+\sin \varphi \mathbf{e}_{2}, \overline{\mathbf{v}}=\cos \bar{\theta} \mathbf{e}_{1}+\sin \bar{\theta} \mathbf{e}_{2}$ and $\overline{\mathbf{u}}=\cos \bar{\varphi} \mathbf{e}_{1}+\sin \bar{\varphi} \mathbf{e}_{2}$. The equations $\mathbf{v} \cdot \mathbf{t}^{\mathbf{v}}, \mathbf{u} \cdot \mathbf{t}^{\mathbf{u}}, \mathbf{v} \cdot \mathbf{u}, \mathbf{u} \cdot \mathbf{t}^{\mathbf{v}}=$ constans yield immediately.

$$
\begin{align*}
\cos 3 \theta & =\cos 3 \bar{\theta}, & \cos 3 \varphi & =\cos 3 \bar{\varphi}, \\
\cos (\theta-\varphi) & =\cos (\bar{\theta}-\bar{\varphi}), & \cos (2 \theta+\varphi) & =\cos (2 \bar{\theta}+\bar{\varphi}) . \tag{3.3}
\end{align*}
$$

It follows that $\cos (\theta+2 \varphi)=\cos (\bar{\theta}+2 \bar{\varphi})$, i.e., $\mathbf{v} \cdot \mathbf{t}^{\mathbf{u}}=\overline{\mathbf{v}} \cdot \mathbf{t}^{\mathrm{u}}$. Therefore, $\mathbf{v} \cdot \mathbf{t}^{\mathbf{u}}$ is redundant.

In a similar manner we can verify the redundancy of one of $\mathbf{t}^{\mathbf{A}} \cdot \mathbf{B} \mathbf{t}^{\mathbf{A}}$ and $\mathbf{t}^{\mathbf{B}} \cdot \mathbf{A t}^{\mathbf{B}}$, and one of $\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{u}\rangle$ and $\langle\mathbf{u} \otimes \mathbf{u} \otimes \mathbf{v}\rangle$.

Table 3. Complete and irreducible tensor-valued function representations.

| vector-valued |  |  |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & C_{\infty \nu} \\ & C_{3 \nu} \\ & C_{2 \nu} \\ & C_{1 \nu} \end{aligned}$ |  | $\begin{aligned} & C_{\infty} \\ & C_{3} \\ & C_{2} \\ & C_{1} \end{aligned}$ | $\begin{aligned} & \mathbf{v}, \varepsilon \mathbf{v} ; \mathbf{t}^{\mathbf{A}}, \mathbf{A t ^ { \mathbf { A } }} \\ & \mathbf{v}, \varepsilon \mathbf{v} ; \mathbf{p}^{\mathbf{A}}, \varepsilon \mathbf{p}^{\mathbf{A}} \\ & \mathbf{v}, \boldsymbol{\varepsilon v} ; \mathrm{t}^{\mathrm{M}}, \varepsilon \mathrm{t}^{\mathbf{M}} \\ & \mathbf{a}, \mathbf{b} \end{aligned}$ |
| second-order symmetric tensor-valued |  |  |  |
| $C_{\infty \nu}$ | $\begin{aligned} & \mathbf{1 , A}, \mathbf{A} W-W \mathbf{A}, \mathbf{v} \otimes \mathbf{v}, \mathbf{v} \otimes \mathbf{W} \mathbf{v}+\mathbf{W} \mathbf{v} \otimes \mathbf{v}, \\ & \mathbf{v} \otimes \mathbf{u}+\mathbf{u} \otimes \mathbf{v} ; \mathbf{t}^{\mathbf{A}} \otimes \mathbf{t}^{\mathbf{A}}, \mathbf{A}(\mathbf{T}: \mathbf{S})-(\mathbf{T}: \mathbf{S}) \mathbf{A} \end{aligned}$ | $C_{\infty}$ | $\begin{aligned} & 1, \mathbf{A}, \mathbf{A \varepsilon}-\varepsilon \mathbf{A}, \mathbf{v} \otimes \mathbf{v}, \\ & \mathbf{v} \otimes \varepsilon \mathbf{v}+\varepsilon \mathbf{v} \otimes \mathbf{v} \end{aligned}$ |
| $C_{3 \nu}$ | $\begin{aligned} & \mathbf{1 , A ,}, \mathbf{p}^{\mathbf{A}} \otimes \mathbf{p}^{\mathbf{A}}, \mathbf{A W}-\mathbf{W A}, \mathbf{v} \otimes \mathbf{v}, \mathbf{P}^{\mathbf{v}}, \\ & \mathbf{v} \otimes \mathbf{W} \mathbf{v}+\mathbf{W} \mathbf{v} \otimes \mathbf{v} ; \mathbf{T}^{\mathbf{v}}, \mathbf{A}(\mathbf{P}: \mathbf{T})-(\mathbf{P}: \mathbf{T}) \mathbf{A} \end{aligned}$ | $C_{3}$ | $\begin{aligned} & 1, \mathbf{A}, \mathbf{A \varepsilon}-\varepsilon \mathbf{A}, \mathbf{v} \otimes \mathbf{v}, \\ & \mathbf{v} \otimes \varepsilon \mathbf{v}+\varepsilon \mathbf{v} \otimes \mathbf{v} \end{aligned}$ |
| $C_{2 \nu}$ | $\begin{aligned} & \mathbf{1 ,} \mathbf{M}, \mathbf{A}, \mathbf{M W}-\mathbf{W} \mathbf{M}, \mathbf{v} \otimes \mathbf{v}, \mathbf{v} \otimes \mathbf{u}+\mathbf{u} \otimes \mathbf{v} ; \\ & \mathbf{T}^{\mathbf{v}}, \mathbf{t}^{\mathbf{M}} \otimes \mathbf{t}^{\mathrm{M}}, \mathbf{M}(\mathbf{T}: \mathbf{S})-(\mathbf{T}: S) \mathbf{M} \end{aligned}$ | $C_{2}$ | $1, \mathrm{M}, \mathrm{Me}$ |
| $C_{1 \nu}$ | $\mathbf{1 , a} \otimes \mathrm{a}, \mathrm{A}, \mathrm{a} \otimes \mathrm{W} \mathbf{a}+\mathrm{Wa} \otimes \mathrm{a}, \mathrm{a} \otimes v+\mathrm{v} \otimes \mathrm{a} ; \mathrm{T}^{\mathbf{a}}$ | $C_{1}$ | $\mathbf{a} \otimes \mathbf{a}, \mathbf{b} \otimes \mathbf{b}, \mathbf{a} \otimes \mathbf{b}+\mathbf{b} \otimes \mathbf{a}$ |
| second-order skew-symmeric tensor-valued |  |  |  |
| $C_{\infty \nu}$ | $\begin{aligned} & \mathbf{A B}-\mathbf{B} \mathbf{A}, \mathbf{W}, \mathbf{v} \otimes \mathbf{A} \mathbf{v}-\mathbf{A} \mathbf{v} \otimes \mathbf{v}, \mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v} \\ & \mathbf{t}^{\mathbf{A}} \otimes \mathbf{A} \mathbf{t}^{\mathbf{A}}-\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{t}^{\mathbf{A}}, \mathbf{v} \otimes \mathbf{t}^{\mathbf{v}}-\mathbf{t}^{\mathbf{v}} \otimes \mathbf{v}, \mathbf{T}: \mathbf{S}-\mathbf{S}: \mathbf{T} \end{aligned}$ | $C_{\infty}$ | $\varepsilon$ |
| $C_{3 \nu}$ | $\begin{aligned} & \mathbf{p}^{\mathbf{A}} \otimes \mathbf{A} \mathbf{p}^{\mathbf{A}}-\mathbf{A} \mathbf{p}^{\mathbf{A}} \otimes \mathbf{p}^{\mathbf{A}}, \mathbf{A B}-\mathbf{B A}, \mathbf{W}, \mathbf{v} \otimes \mathbf{p}^{\mathbf{v}}-\mathbf{p}^{\mathbf{v}} \otimes \mathbf{v}, \\ & \mathbf{v} \otimes \mathbf{A} \mathbf{v}-\mathbf{A} \mathbf{v} \otimes \mathbf{v}, \mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v} ; \mathbf{P}: \mathbf{T}-\mathbf{T}: \mathbf{P} \end{aligned}$ | $C_{3}$ | $\varepsilon$ |
| $\mathrm{C}_{2 \nu}$ | $\begin{aligned} & \mathbf{W}, \mathbf{M A}-\mathbf{A} \mathbf{M}, \mathbf{v} \otimes \mathbf{M} \mathbf{v}-\mathbf{M v} \otimes \mathbf{v}, \mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v} ; \\ & \mathbf{v} \otimes \mathbf{t}^{\mathbf{M}}-\mathbf{t}^{\mathbf{M}} \otimes \mathbf{v}, \mathbf{t}^{\mathbf{v}} \otimes \mathbf{M} \mathbf{t}^{\mathbf{v}}-\mathbf{M} \mathbf{t}^{\mathbf{v}} \otimes \mathbf{t}^{\mathbf{v}}, \mathbf{T}: \mathbf{S}-\mathbf{S}: \mathbf{T} \end{aligned}$ | $C_{2}$ | $\varepsilon$ |
| $C_{1 \nu}$ | $\mathbf{a} \otimes \mathbf{A a}-\mathbf{A} a \otimes \mathbf{a}, \mathbf{W}, \mathbf{a} \otimes v-v \otimes a ; a \otimes t^{\mathbf{a}}-\mathbf{t}^{\mathbf{a}} \otimes \mathbf{a}$ | $C_{1}$ | $\varepsilon$ |
| third-order tensor-valued |  |  |  |
| $C_{\infty \nu}$ | $\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\{\mathbf{v} \otimes \mathbf{1}\},\langle\mathbf{v} \otimes \mathbf{A}\rangle,\{\mathbf{A} \mathbf{v} \otimes 1\},\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{W} \mathbf{v}\rangle$, $\{\mathbf{W} \mathbf{v} \otimes \mathbf{1}\},\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{u}\rangle ; \mathbf{T},\left\langle\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{A}\right\rangle,\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\}$, $\left\{A^{A} \otimes 1\right\}, T(A B-B A), T W,\left\{W t^{A} \otimes 1\right\},\left\{t^{\mathbf{v}} \otimes 1\right\}$ | $C_{\infty}$ | $\begin{aligned} & \mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\langle\mathbf{v} \otimes \mathbf{v} \otimes \varepsilon \mathbf{v}\rangle, \\ & \{\mathbf{v} \otimes 1\},\{\varepsilon \mathbf{v} \otimes 1\} ; \mathbf{T}, \mathbf{T} \varepsilon, \\ & \left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\},\left\{\varepsilon \mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\} \end{aligned}$ |
| $C_{3 \nu}$ | $\begin{aligned} & \mathbf{P},\left\langle\mathbf{A} \mathbf{p}^{\mathbf{A}} \otimes \mathbf{A}\right\rangle,\left\{\mathbf{p}^{\mathbf{A}} \otimes \mathbf{1}\right\},\left\{\mathbf{A} \mathbf{p}^{\mathbf{A}} \otimes 1\right\}, \mathbf{P}(\mathbf{A} \mathbf{B}-\mathbf{B} \mathbf{A}), \\ & \mathbf{P W},\left\{\mathbf{W} \mathbf{p}^{\mathbf{A}} \otimes \mathbf{1}\right\}, \mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\{\mathbf{v} \otimes 1\},\left\{\mathbf{p}^{\mathbf{v}} \otimes 1\right\},\langle\mathbf{v} \otimes \mathbf{A}\rangle, \\ & \{\mathbf{W} \mathbf{v} \otimes \mathbf{1}\}, \mathbf{P}(\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v}), \mathbf{T},\left\{\mathbf{t}^{\mathbf{V}} \otimes \mathbf{1}\right\},\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\} \end{aligned}$ | $C_{3}$ | $\begin{aligned} & \mathrm{P}, \mathrm{P} \varepsilon,\left\{\mathbf{p}^{\mathbf{A}} \otimes 1\right\}, \\ & \left\{\varepsilon \mathrm{P}^{\mathbf{A}} \otimes 1\right\},\{\mathbf{v} \otimes 1\}, \\ & \{\varepsilon \mathbf{v} \otimes 1\} \end{aligned}$ |
| $C_{2 \nu}$ | $\begin{aligned} & \mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\langle\mathbf{v} \otimes \mathbf{M}\rangle,\{\mathbf{v} \otimes \mathbf{1}\},\{\mathbf{M} \mathbf{v} \otimes \mathbf{1}\},\langle\mathbf{v} \otimes \mathbf{A}\rangle, \\ & \{\mathbf{A} \mathbf{v} \otimes \mathbf{1}\},\langle\mathbf{W} \mathbf{v} \otimes \mathbf{M}\rangle,\{\mathbf{W} \mathbf{v} \otimes \mathbf{1}\} ; \mathbf{T},\left\langle\mathbf{M} \mathbf{t}^{\mathbf{M}} \otimes \mathbf{M}\right\rangle, \\ & \left\{\mathbf{t}^{\mathbf{M}} \otimes \mathbf{1}\right\},\left\{\mathbf{M} \mathbf{t}^{\mathbf{M}} \otimes \mathbf{1}\right\}, \mathbf{T W}, \mathbf{T}(\mathbf{M A}-\mathbf{A} \mathbf{M}), \\ & \left\{\mathbf{W} \mathbf{t}^{\mathbf{M}} \otimes \mathbf{1}\right\},\left\{\mathbf{t}^{\mathbf{A}} \otimes \mathbf{1}\right\} \end{aligned}$ | $C_{2}$ | $\begin{aligned} & \langle\mathbf{v} \otimes \mathbf{M}\rangle,\langle\varepsilon \mathbf{v} \otimes \mathbf{M}\rangle,\{\mathbf{v} \otimes \mathbf{1}\}, \\ & \{\varepsilon \mathbf{v} \otimes 1\} ; \mathbf{T}, \mathbf{T \varepsilon},\left\{\mathrm{t}^{\mathbf{M}} \otimes \mathbf{1}\right\}, \\ & \left\{\varepsilon \mathrm{t}^{\mathbf{M}} \otimes 1\right\} \end{aligned}$ |
| $C_{1 \nu}$ | $\begin{aligned} & \mathbf{a} \otimes \mathbf{a} \otimes \mathbf{a},\{\mathbf{a} \otimes \mathbf{1}\},\langle\mathbf{a} \otimes \mathbf{A}\rangle,\{\mathbf{A} \mathbf{a} \otimes \mathbf{1}\},\langle\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{W} \mathbf{a}\rangle, \\ & \{\mathbf{W} \mathbf{a} \otimes \mathbf{1}\},\langle\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{v}\rangle,\{\mathbf{v} \otimes \mathbf{1}\} ; \mathbf{T},\left\{\mathbf{t}^{\mathbf{a}} \otimes \mathbf{1}\right\} \end{aligned}$ | $C_{1}$ | $\begin{aligned} & \mathbf{a} \otimes \mathbf{a} \otimes \mathbf{a},\{\mathbf{a} \otimes 1\}, \\ & \mathbf{b} \otimes \mathbf{b} \otimes \mathbf{b},\{\mathbf{b} \otimes \mathbf{1}\} \end{aligned}$ |

3.2. Representations for hemitropy $C_{\infty}(\varepsilon)$

From the fact that $\varepsilon$ characterizes the group $C_{\infty}$ it follows that the hemitropic functions of $\mathbf{A}, \mathbf{W}, \mathbf{v}$ and $\mathbf{T}$ may be considered as isotropic functions of $\mathbf{A}, \mathbf{W}, \mathbf{v}$, $\mathbf{T}$ and $\varepsilon$. Noting that $\varepsilon$ is a non-zero second-order skew-symmetric tensor, from (2.5), (2.6), (2.10)-(2.12), (2.17) and (2.18), by substituting $\varepsilon$ for $W$ in (2.6), (2.12) and (2.18), we obtain complete representations for hemitropic tensor functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{\boldsymbol{e}}$ and $\mathbf{T}_{\lambda}$, as shown in Tables 2 and 3.

### 3.3. Representations for $C_{3 \nu}(\mathbf{P})$

To determine the complete isotropic tensor function representations of $\mathbf{A}_{\alpha}$, $\mathbf{W}_{\xi}, \mathbf{v}_{\varrho}, \mathbf{T}_{\lambda}$ and $\mathbf{P}$, we consider the following cases instead of the cases in Sec.2.1. First suppose that $P_{211}=0$. We have the following invariants and form-invariants instead of those in (2.5)-(2.9), respectively.

Second, suppose that $P_{211} \neq 0$. Instead of (2.5) and (2.9), respectively, we have

$$
\begin{align*}
& \mathbf{v} \cdot \mathbf{v}, \mathbf{v} \cdot \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{v}, \operatorname{tr} \mathbf{A}_{\alpha}, \mathbf{v} \cdot \mathbf{p}^{\mathbf{v}}, \mathbf{v} \cdot \mathbf{t}_{\lambda}^{\mathbf{v}} ; \mathbf{v} ; \mathbf{v} \otimes \mathbf{v}, \mathbf{1} ; \mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\{\mathbf{v} \otimes \mathbf{1}\} \\
& \mathbf{v}_{\varrho} \cdot \mathbf{p}^{\mathbf{v}}, \mathbf{v} \cdot \mathbf{p}^{\mathbf{A}_{\alpha}}, \mathbf{v} \cdot \mathbf{W}_{\xi} \mathbf{p}^{\mathbf{v}}, \mathbf{P}: \mathbf{T}_{\lambda} ; \mathbf{p}^{\mathbf{v}} ; \mathbf{P}^{\mathbf{v}} ; \mathbf{v} \otimes \mathbf{p}^{\mathbf{v}}-\mathbf{p}^{\mathbf{v}} \otimes \mathbf{v} ; \mathbf{P},\left\{\mathbf{p}^{\mathbf{v}} \otimes \mathbf{1}\right\} \tag{3.5}
\end{align*}
$$

Finally, from (3.4), (3.5) as well as (2.10)-(2.15), replacing $\mathbf{T}$ by $\mathbf{P}$, we can obtain the complete representations for tensor functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{\varrho}$ and $\mathbf{T}_{\lambda}$ under $C_{3 \nu}$, as shown in Tables 2 and 3.

### 3.4. Representations for $C_{3}(\mathbf{P}, \varepsilon)$

If there exists a non-zero vector $\mathbf{v}$ among $\mathbf{v}_{e}$, we can write, instead of (2.5) and (2.6), the equations

$$
\begin{equation*}
\mathbf{v} \cdot \mathbf{v}_{\varrho}, \mathbf{v} \cdot \varepsilon \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{p}^{\mathbf{v}}, \mathbf{v} \cdot \varepsilon \mathbf{p}^{\mathbf{v}}, \operatorname{tr} \mathbf{A}_{\alpha}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{v}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \varepsilon \mathbf{v}, \operatorname{tr} \varepsilon \mathbf{W}_{\xi}, \mathbf{P}: \mathbf{T}_{\lambda} \tag{3.6}
\end{equation*}
$$

$$
\operatorname{tr}\left(\mathbf{P}: \mathbf{T}_{\lambda}\right) \varepsilon ; \mathbf{v}, \varepsilon \mathbf{v} ; \mathbf{1}, \mathbf{v} \otimes \mathbf{v}, \mathbf{v} \otimes \varepsilon \mathbf{v}+\varepsilon \mathbf{v} \otimes \mathbf{v} ; \varepsilon ; \mathbf{P}, \mathbf{P} \varepsilon,\{\mathbf{v} \otimes \mathbf{1}\},\{\varepsilon \mathbf{v} \otimes \mathbf{1}\}
$$

$$
\begin{align*}
& \mathbf{v} \cdot \mathbf{v}, \mathbf{v} \cdot \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{v}, \operatorname{tr} \mathbf{A}_{\alpha}, \mathbf{v} \cdot \mathbf{p}^{\mathbf{v}}, \mathbf{P}: \mathbf{T}_{\lambda} ; \mathbf{v} ; \mathbf{v} \otimes \mathbf{v}, \mathbf{1} ; \mathbf{P},\{\mathbf{v} \otimes \mathbf{1}\}, \\
& \operatorname{tr} \mathbf{W}^{2}, \mathbf{v} \cdot \mathbf{W} \mathbf{v}_{e}, \operatorname{tr} \mathbf{W} \mathbf{W}_{\xi}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{W} \mathbf{v}, \operatorname{tr}\left(\mathbf{P}: \mathbf{T}_{\lambda}\right) \mathbf{W} ; \mathbf{W} \mathbf{v} ; \\
& \mathbf{v} \otimes \mathbf{W} \mathbf{v}+\mathbf{W} \mathbf{v} \otimes \mathbf{v} ; \mathbf{W} ; \mathbf{P} \mathbf{W},\{\mathbf{W} \mathbf{v} \otimes \mathbf{1}\}, \\
& \mathbf{u} \cdot \mathbf{u}, \mathbf{u} \cdot \mathbf{v}_{\varrho}, \mathbf{u} \cdot \mathbf{p}^{\mathbf{A}_{\alpha}}, \mathbf{v} \cdot \mathbf{W}_{\xi} \mathbf{u}, \mathbf{v} \cdot\left(\mathbf{P}: \mathbf{T}_{\lambda}\right) \mathbf{u} ; \mathbf{u} ; \\
& \mathbf{P}^{\mathbf{u}}, \mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v}, \mathbf{P}(\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v}),\{\mathbf{u} \otimes \mathbf{1}\},  \tag{3.4}\\
& \operatorname{tr} \mathbf{A}^{2}, \operatorname{tr} \mathbf{A} \mathbf{A}_{\alpha}, \mathbf{v}_{e} \cdot \mathbf{p}^{\mathbf{A}}, \mathbf{v} \cdot \mathbf{A} \mathbf{W}_{\xi} \mathbf{v}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{A}} ; \mathbf{p}^{\mathbf{A}} ; \\
& \mathbf{A} ; \mathbf{v} \otimes \mathbf{A} \mathbf{v}-\mathbf{A} \mathbf{v} \otimes \mathbf{v} ; \quad\langle\mathbf{v} \otimes \mathbf{A}\rangle, \quad\left\{\mathbf{p}^{\mathbf{A}} \otimes \mathbf{1}\right\}, \\
& \mathbf{T}: \mathbf{T}, \mathbf{v}_{e} \cdot(\mathbf{P}: \mathbf{T}) \mathbf{v}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{A}_{\alpha}}, \operatorname{tr}(\mathbf{P}: \mathbf{T}) \mathbf{W}_{\xi}, \mathbf{T}: \mathbf{T}_{\lambda} ; \\
& \mathbf{t}^{\mathbf{v}} ; \mathbf{T}^{\mathbf{v}} ; \mathbf{P}: \mathbf{T}-\mathbf{T}: \mathbf{P} ; \quad \mathbf{T},\left\{\mathbf{t}^{\mathbf{v}} \otimes \mathbf{1}\right\} .
\end{align*}
$$

where the obviously redundant invariant $v \cdot v$ has been removed because of the identity $(\mathbf{v} \cdot \mathbf{v})^{3}=\left(\mathbf{v} \cdot \mathbf{p}^{\mathbf{v}}\right)^{2}+\left(\mathbf{v} \cdot \mathbf{p}^{\mathbf{v}}\right)^{2}$ according to (2.2). Setting $\mathbf{T}=\mathbf{P}$ and $\mathbf{W}=\varepsilon$ in (2.10)-(2.12), (2.17) and (2.18) together with (3.6), we arrive at the complete representations under $C_{3}$, as shown in Tables 2 and 3 .

### 3.5. Representations for $C_{2 \nu}(\mathbf{M})$

To determine the complete isotropic tensor functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{\varrho}, \mathbf{T}_{\lambda}$ and M, we consider the following cases instead of the cases in Sec.2.1. First, suppose that $M_{12}=0$. We have the following invariants and form-invariants instead of those in (2.5) - (2.9), respectively.

Second, suppose that $M_{12} \neq 0$. Instead of (2.5) and (2.7), respectively, we have

$$
\begin{align*}
& \mathbf{v} \cdot \mathbf{v}, \mathbf{v} \cdot \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{v}, \mathbf{v} \cdot \mathbf{M} \mathbf{v}, \operatorname{tr} \mathbf{A}_{\alpha}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{v}} ; \mathbf{v} ; \mathbf{v} \otimes \mathbf{v}, \mathbf{1} ; \mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v},\{\mathbf{v} \otimes \mathbf{1}\} \\
& \operatorname{tr} \mathbf{M} \mathbf{A}_{\alpha}, \mathbf{v} \cdot \mathbf{M} \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{M} \mathbf{W}_{\xi} \mathbf{v}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{M}}{ }_{\lambda} ; \mathbf{M} \mathbf{v} ; \mathbf{M} ; \tag{3.8}
\end{align*}
$$

$$
\mathbf{v} \otimes \mathbf{M} \mathbf{v}-\mathbf{M} \mathbf{v} \otimes \mathbf{v} ; \quad\langle\mathbf{v} \otimes \mathbf{M}\rangle, \quad\{\mathbf{M} \mathbf{v} \otimes \mathbf{1}\} .
$$

Finally, from (3.7), (3.8) as well as (2.9) - (2.14), replacing $\mathbf{A}$ by $\mathbf{M}$, we can obtain complete representations for tensor functions of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{e}$ and $\mathbf{T}_{\lambda}$ under $C_{2 \nu}$, as shown in Tables 2 and 3.

### 3.6. Representations for $C_{2}(\mathbf{M}, \varepsilon)$

Instead of (2.5) and (2.6) we have

$$
\begin{align*}
& \mathbf{v} \cdot \mathbf{M} \mathbf{v}, \mathbf{v} \cdot \mathbf{M} \varepsilon \mathbf{v}, \mathbf{v} \cdot \mathbf{v}_{e}, \mathbf{v} \cdot \varepsilon \mathbf{v}_{e}, \operatorname{tr} \mathbf{A}_{\alpha}, \operatorname{tr} \mathbf{M} \mathbf{A}_{\alpha}, \operatorname{tr} \mathbf{M} \mathbf{A}_{\alpha} \varepsilon, \mathbf{v} \cdot \mathbf{t}^{\mathbf{M}}{ }_{\lambda},  \tag{3.9}\\
& \mathbf{v} \cdot \varepsilon \mathbf{t}^{\mathbf{M}}, \operatorname{tr} \varepsilon \mathbf{W}_{\xi} ; \mathbf{v}, \boldsymbol{\varepsilon} \mathbf{v} ; \mathbf{1}, \mathbf{M}, \mathbf{M} \varepsilon ; \boldsymbol{\varepsilon} ; \\
&\langle\mathbf{v} \otimes \mathbf{M}\rangle,\langle\varepsilon \mathbf{v} \otimes \mathbf{M}\rangle,\{\mathbf{v} \otimes \mathbf{1}\},\{\varepsilon \mathbf{v} \otimes \mathbf{1}\},
\end{align*}
$$

where the redundant invariant $\mathbf{v} \cdot \mathbf{v}$ is removed due to the identity $(\mathbf{v} \cdot \mathbf{v})^{2}=$ $(\mathbf{v} \cdot \mathbf{M} \mathbf{v})^{2}+(\mathbf{v} \cdot \mathbf{M} \varepsilon \mathbf{v})^{2}$. Setting $\mathbf{A}=\mathbf{M}$ and $\mathbf{W}=\varepsilon$ in (2.10)-(2.12) together with (3.9), we immediately obtain the complete representations under $C_{2}$, as presented in Tables 2 and 3 .

$$
\begin{align*}
& \mathbf{v} \cdot \mathbf{v}, \mathbf{v} \cdot \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{M} \mathbf{v}, \operatorname{tr} \mathbf{M} \mathbf{A}_{\alpha}, \operatorname{tr} \mathbf{A}_{\alpha}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{M}}{ }_{\lambda} ; \mathbf{v} ; \mathbf{M}, \mathbf{1} ;\langle\mathbf{v} \otimes \mathbf{M}\rangle,\{\mathbf{v} \otimes \mathbf{1}\}, \\
& \operatorname{tr} \mathbf{W}^{2}, \mathbf{v} \cdot \mathbf{W} \mathbf{v}_{e}, \operatorname{tr} \mathbf{W} \mathbf{W}_{\xi}, \operatorname{tr} \mathbf{M} \mathbf{A}_{\alpha} \mathbf{W}, \mathbf{v} \cdot \mathbf{W} \mathbf{t}^{\mathbf{M}}{ }_{\lambda} ; \mathbf{W} \mathbf{v} ; \\
& \mathbf{M W}-\mathbf{W M} ; \mathbf{W} ; \quad\langle\mathbf{W} \mathbf{v} \otimes \mathbf{M}\rangle, \quad\{\mathbf{W} \mathbf{v} \otimes \mathbf{1}\}, \\
& \mathbf{u} \cdot \mathbf{u}, \mathbf{u} \cdot \mathbf{v}_{\varrho}, \mathbf{v} \cdot \mathbf{A}_{\alpha} \mathbf{u}, \mathbf{v} \cdot \mathbf{W}_{\xi} \mathbf{u}, \mathbf{u} \cdot \mathbf{t}^{\mathbf{M}}{ }_{\lambda} ; \mathbf{u} ; \mathbf{v} \otimes \mathbf{u} \pm \mathbf{u} \otimes \mathbf{v} ;\langle\mathbf{u} \otimes \mathbf{M}\rangle,\{\mathbf{u} \otimes \mathbf{1}\},  \tag{3.7}\\
& \operatorname{tr} \mathbf{A}^{2}, \mathbf{v} \cdot \mathbf{A} \mathbf{v}_{e}, \operatorname{tr} \mathbf{A} \mathbf{A}_{\alpha}, \operatorname{tr} \mathbf{M} \mathbf{A} \mathbf{W}_{\xi}, \mathbf{v} \cdot \mathbf{t}^{\mathbf{A}}{ }_{\lambda} ; \mathbf{A} \mathbf{v} ; \\
& \mathbf{A} ; \mathbf{M A}-\mathbf{A} \mathbf{M} ;\langle\mathbf{v} \otimes \mathbf{A}\rangle,\{\mathbf{A v} \otimes \mathbf{1}\}, \\
& \mathbf{T}: \mathbf{T}, \mathbf{v}_{\varrho} \cdot \mathbf{t}^{\mathbf{M}}, \mathbf{v} \cdot \mathbf{t}_{\mathbf{A}_{\alpha}}, \mathbf{v} \cdot \mathbf{W}_{\xi} \mathbf{t}^{\mathbf{M}}, \mathbf{T}: \mathbf{T}_{\lambda} ; \mathbf{t}^{\mathbf{M}} ; \mathbf{T}^{\mathbf{v}} ; \mathbf{M} \mathbf{T}^{\mathbf{v}}-\mathbf{T}^{\mathbf{v}} \mathbf{M} ; \mathbf{T},\left\{\mathbf{t}^{\mathbf{M}} \otimes \mathbf{1}\right\} .
\end{align*}
$$

### 3.7. Representations for $C_{1 \nu}$ (a)

Setting $\mathbf{v}=\mathbf{a}$ in (2.5)-(2.9) yields immediately the complete isotropic tensor function representations of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{e}, \mathbf{T}_{\lambda}$ and $\mathbf{a}$; namely, the complete tensor function representations of $\mathbf{A}_{\alpha}, \mathbf{W}_{\xi}, \mathbf{v}_{e}$ and $\mathbf{T}_{\lambda}$ under $C_{1 \nu}$ as given in Tables 2 and 3.

### 3.8. Representations for $C_{1}(\mathbf{a}, \varepsilon)$

Setting $\mathbf{v}=\mathbf{a}$ and $\mathbf{W}=\boldsymbol{\varepsilon}$ in (2.5) and (2.6) yields immediately the complete representations with respect to $C_{1}$, as given in Tables 2 and 3 , where $\varepsilon \mathbf{a}$ is replaced by $\mathbf{b}$ because of $\boldsymbol{\varepsilon} \mathbf{a}= \pm \mathbf{b}$.

## 4. Proof of the irreducibility of the derived representations

To verify the irreducibility of the representations established above in Sec.3, we employ the technique developed by Pennisi and Trovato [5]. It is obvious that the representations in Tables 2 and 3 with respect to $C_{1}, C_{2}$ and $C_{3}$ are irreducible. With respect to $C_{\infty \nu}, C_{\infty}, C_{3 \nu}, C_{2 \nu}$ and $C_{1 \nu}$, the irreducibility of all invariants, vector form-invariants, and second-order tensor form-invariants in Tables 2 and 3 when $\mathbf{T}_{\lambda}=0$ has ben proved by ZHENG [8]; the irreducibility of all additional invariants and form-invariants when non-zero tensors exist among $\mathbf{T}_{\lambda}$, is verified in Tables 4 and 5, respectively; and the irreducibility of all third-order tensor form invariants is confirmed in Table 6.

Table 4. Irreducibility of the function bases.

| variables | invariant | variables | invariant |
| :---: | :---: | :---: | :---: |
| $C_{\infty \nu}$ |  |  |  |
| $\begin{aligned} & \mathbf{T}=\mathbf{0} \text { and } \mathbf{P} \\ & \mathbf{T}=\mathbf{P}, \mathbf{A}= \pm \mathbf{M} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{A}=\mathbf{M}, \\ & \mathbf{B}=\mathbf{M} \pm \sqrt{3} \mathbf{M} \boldsymbol{\varepsilon} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{A}=\mathbf{M}, \mathbf{W}= \pm \varepsilon \\ & \mathbf{T}=\mathbf{P}, \mathbf{v}= \pm \mathbf{a} \\ & \mathbf{T}=\mathbf{P}, \mathbf{A}=\mathbf{M}, \mathbf{v}= \pm \mathbf{a} \end{aligned}$ |  | $\begin{aligned} & \mathbf{T}=\mathbf{P}, \mathbf{v}=\mathbf{u}, \mathbf{W}= \pm \varepsilon \\ & \mathbf{T}=\mathbf{P}, \mathbf{v}=\mathbf{b}, \mathbf{u}=\mathbf{b} \pm \sqrt{3} \mathbf{a} \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}= \pm \mathbf{P} \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P} \varepsilon, \mathbf{A}= \pm \mathbf{M} \boldsymbol{\varepsilon} \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P} \varepsilon, \mathbf{A}=\mathbf{M}, \\ & \mathbf{B}=\mathbf{M} \pm \sqrt{3} \mathbf{M} \varepsilon \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P} \varepsilon, \mathbf{W}= \pm \varepsilon \end{aligned}$ |  |
| $C_{\infty}$ |  |  |  |
| $\begin{aligned} & \mathbf{T}=\mathbf{0} \text { and } \mathbf{P} \\ & \mathbf{T}=\mathbf{P}, \mathbf{A}= \pm \mathbf{M} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \boldsymbol{\varepsilon}, \mathbf{A}=\mathbf{M} \\ & \mathbf{T}=\mathbf{P}, \mathbf{v}= \pm \mathbf{a} \end{aligned}$ | $\begin{aligned} & \mathrm{T}: \mathbf{T} \\ & \mathbf{t}^{\mathbf{A} \cdot} \cdot \mathbf{A} \mathbf{t}^{\mathbf{A}} \\ & \mathbf{t}^{\mathbf{A}} \cdot \mathbf{A} \varepsilon \mathrm{t}^{\mathbf{A}} \\ & \mathbf{v} \cdot \mathrm{t}^{\mathbf{v}} \end{aligned}$ | $\begin{aligned} & \mathbf{T}=\mathbf{P}, \mathbf{v}= \pm \mathbf{b} \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}= \pm \mathbf{P} \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}= \pm \mathbf{P} \boldsymbol{\varepsilon} \end{aligned}$ | $\mathrm{v} \cdot \varepsilon \mathrm{t}^{\mathrm{v}}$ <br> T:S <br> $\operatorname{tr}(\mathbf{T}: \mathbf{S}) \varepsilon$ |

Table 4 [cont.]

| variables | invariant | variables | invariant |
| :---: | :---: | :---: | :---: |
| $C_{3 \nu}$ |  |  |  |
| $\begin{aligned} & \mathbf{T}=\mathbf{0} \text { and } \mathbf{P} \boldsymbol{\varepsilon} \\ & \mathbf{T}= \pm \mathbf{P} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{A}= \pm \mathbf{M} \varepsilon, \\ & \mathbf{T}=\mathbf{P} \varepsilon \mathbf{W}= \pm \boldsymbol{W} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{A}=\mathbf{M}, \mathbf{B}=\mathbf{M} \pm \sqrt{3} \mathbf{M} \varepsilon \end{aligned}$ | $\begin{aligned} & \mathbf{T}: \mathbf{T} \\ & \mathbf{P}: \mathbf{T} \\ & \mathbf{p}^{\mathbf{A}} \cdot \mathbf{A} \mathbf{A}^{\mathbf{A}} \\ & \operatorname{tr}(\mathbf{P}: \mathbf{T}) \mathbf{W} \\ & \operatorname{tr}(\mathbf{P}: \mathbf{T}) \mathbf{A B} \end{aligned}$ | $\begin{aligned} & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{v}= \pm \mathbf{b} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{A}=\mathbf{M} \pm \sqrt{3} \mathbf{M} \varepsilon, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{v}=\mathbf{a}, \mathbf{u}=\mathbf{a} \pm \sqrt{3} \mathbf{b} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{S}= \pm \mathbf{P} \varepsilon, \end{aligned}$ | $\begin{aligned} & v \cdot \mathbf{t}^{\mathbf{v}} \\ & \mathbf{v} \cdot \mathrm{t}^{\mathrm{A}} \\ & \mathbf{u} \cdot(\mathbf{P}: T) \mathbf{v} \\ & \mathrm{T}: S \end{aligned}$ |
| $C_{2 \nu}$ |  |  |  |
| $\begin{aligned} & \mathbf{T}=\mathbf{0} \text { and } \mathbf{P}+\mathbf{P} \varepsilon \\ & \mathbf{T}=\mathbf{P} \text { and } \mathbf{P} \boldsymbol{\varepsilon} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{A}= \pm \mathbf{M} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{W}= \pm \varepsilon \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{v}= \pm(\mathbf{a}-\mathbf{b}) \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{v}= \pm(\mathbf{a}+\mathbf{b}) \end{aligned}$ | $\begin{aligned} & \mathrm{T} \cdot \mathbf{T} \\ & \mathrm{t}^{\mathrm{M}} \cdot \mathrm{Mt}^{\mathrm{M}} \\ & \mathrm{t}^{\mathrm{M}} \cdot \mathrm{At}^{\mathrm{M}} \\ & \mathrm{t}^{\mathrm{M}} \cdot \mathrm{M}^{(2} \mathrm{t}^{\mathrm{M}} \\ & \mathrm{v} \cdot \mathrm{t}^{\mathrm{v}} \\ & \mathrm{v} \cdot \mathrm{t}^{\mathrm{M}} \end{aligned}$ | $\begin{aligned} & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{A}= \pm \mathbf{M} \varepsilon, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{W}= \pm \varepsilon, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{S}= \pm(\mathbf{P}+\mathbf{P} \varepsilon) \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{S}= \pm(\mathbf{P}-\mathbf{P} \varepsilon \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P} \varepsilon, \mathbf{A}= \pm \mathbf{M} \varepsilon \\ & \mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P} \varepsilon, \mathbf{W}= \pm \varepsilon \end{aligned}$ | $\begin{aligned} & \mathrm{v} \cdot \mathrm{t}^{\mathbf{A}} \\ & \mathrm{v} \cdot \mathbf{W} \mathrm{t}^{\mathrm{M}} \\ & \mathrm{~T}: \mathbf{S} \\ & \mathrm{t}^{\mathrm{M}} \cdot \mathrm{Ms}^{\mathrm{M}} \\ & \operatorname{tr}(\mathrm{~T}: \mathrm{S}) \mathrm{MA} \\ & \operatorname{tr}(\mathrm{~T}: \mathrm{S}) \mathrm{W} \end{aligned}$ |
| $C_{1 \nu}$ |  |  |  |
| $\begin{aligned} & \mathbf{T}=0 \text { and } \mathbf{P} \boldsymbol{\varepsilon} \\ & \mathbf{T}= \pm \mathbf{P} \\ & \mathbf{T}=\mathbf{P} \boldsymbol{\varepsilon}, \mathbf{A}= \pm \mathbf{M} \end{aligned}$ | $\begin{aligned} & \mathrm{T}: \mathrm{T} \\ & \mathrm{a} \cdot \mathrm{t}^{\mathrm{a}} \\ & \mathrm{a} \cdot \mathrm{t}^{\mathrm{A}} \end{aligned}$ | $\begin{aligned} & T=P \varepsilon, W= \pm \varepsilon \\ & T=P \varepsilon, v= \pm b \\ & T=P \varepsilon, S= \pm P \varepsilon \end{aligned}$ | $\begin{aligned} & a \cdot W t^{a} \\ & v \cdot t^{a} \\ & T: S \end{aligned}$ |

Table 5. Irreducibility of vector- and second-order tensor-valued function representations.

|  | variables | form-invariant | variables | form-invariant |
| :---: | :---: | :---: | :---: | :---: |
| vector-valued |  |  |  |  |
| $\begin{aligned} & C_{\infty \nu} \\ & C_{\infty} \\ & C_{3 \nu} \\ & C_{2 \nu} \\ & C_{1 \nu} \end{aligned}$ | $\begin{aligned} & \mathbf{T}=\mathbf{P}+\mathbf{P} \boldsymbol{\varepsilon}, \mathbf{A}=\mathbf{M} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \boldsymbol{\varepsilon}, \mathbf{A}=\mathbf{M} \\ & \mathbf{T}=\mathbf{P}, \mathbf{A}=\mathbf{M} \\ & \mathbf{T}=\mathbf{P} \boldsymbol{\varepsilon}, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \boldsymbol{\varepsilon} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \boldsymbol{\varepsilon} \\ & \mathbf{T}=\mathbf{P} \boldsymbol{\varepsilon} \end{aligned}$ | $t^{A}$ <br> $A t^{A}$ <br> $\mathbf{t}^{\mathbf{A}}$ <br> $\mathbf{t}^{v}$ <br> $\mathbf{t}^{\mathrm{M}}$ <br> $\mathrm{Mt}^{\mathrm{M}}$ <br> a, $\mathbf{t}^{\mathrm{a}}$ | $\begin{aligned} & \mathrm{T}=\mathrm{P}, \mathbf{A}=\mathbf{M}, \mathbf{W}=\boldsymbol{\varepsilon} \\ & \mathbf{T}=\mathbf{P}, \mathbf{v}=\mathbf{b} \\ & \mathbf{T}=\mathbf{P}, \mathbf{A}=\mathbf{M} \\ & \mathbf{T}=\mathbf{P}, \mathbf{A}=\mathbf{M} \varepsilon \\ & \mathbf{T}=\mathbf{P}, \mathbf{W}=\varepsilon \\ & \mathbf{T}=\mathbf{P} \boldsymbol{\varepsilon} \end{aligned}$ | $W^{\text {t }}$ <br> $\mathbf{t}^{\mathrm{x}}$ <br> $\varepsilon \mathrm{t}^{\mathrm{A}}$ <br> $\mathbf{t}^{\mathbf{A}}$ <br> $W^{\text {m }}$ <br> $t^{a}$ |
| second-order symmetric tensor-valued |  |  |  |  |
| $C_{\infty \nu}$ <br> $C_{3 \nu}$ <br> $C_{2 \nu}$ <br> $C_{1 \nu}$ | $\begin{aligned} & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{A}=\mathbf{M} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P}+\mathbf{P} \varepsilon \\ & \mathbf{T}=\mathbf{P} \varepsilon, \mathbf{v}=\mathbf{a} \\ & \mathbf{T}=\mathbf{P} \boldsymbol{\varepsilon} \end{aligned}$ | $\begin{aligned} & \mathbf{t}^{\mathbf{A}} \otimes \mathbf{t}^{\mathbf{A}} \\ & \mathbf{T}^{\mathbf{v}} \\ & \mathbf{T}^{\mathbf{v}} \\ & \mathbf{t}^{\mathbf{M}} \otimes \mathbf{t}^{\mathbf{M}} \\ & \mathrm{T}^{\mathbf{v}} \\ & \mathbf{T}^{\mathbf{a}} \end{aligned}$ | $\begin{aligned} & T=P, S=P \varepsilon, A=M \\ & T=P \varepsilon, A=M \\ & T=P, S=P \varepsilon \end{aligned}$ | $\begin{aligned} & \mathbf{A}(\mathbf{T}: \mathbf{S})-(\mathbf{S}: \mathbf{T}) \mathbf{A} \\ & \mathbf{A}(\mathbf{P}: \mathbf{T})-(\mathbf{T}: \mathbf{P}) \mathbf{A} \\ & \mathbf{M}(\mathbf{T}: \mathbf{S})-(\mathbf{S}: \mathbf{T}) \mathbf{M} \end{aligned}$ |

Table 5 [cont.]

|  | variables | form-invariant | variables | form-invariant |
| :--- | :--- | :--- | :--- | :--- |
| second-order skew-symmetric tensor-valued |  |  |  |  |
| $C_{\infty \nu}$ | $\mathbf{T}=\mathbf{P}+\mathbf{P \varepsilon}, \mathbf{A}=\mathbf{M}$ | $\mathbf{t}^{\mathbf{A}} \otimes \mathbf{A} \mathbf{t}^{\mathbf{A}}-\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{t}^{\mathbf{A}}$ | $\mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P \varepsilon}$ | $\mathbf{T}: \mathbf{S}-\mathbf{S}: \mathbf{T}$ |
|  | $\mathbf{T}=\mathbf{P}+\mathbf{P \varepsilon}, \mathbf{v}=\mathbf{a}$ | $\mathbf{v} \otimes \mathbf{t}^{\mathbf{V}}-\mathbf{t}^{\mathbf{V}} \otimes \mathbf{v}$ |  |  |
| $C_{3 \nu}$ | $\mathbf{T}=\mathbf{P \varepsilon}$ | $\mathbf{P}: \mathbf{T}-\mathbf{T}: \mathbf{P}$ |  |  |
| $C_{2 \nu}$ | $\mathbf{T}=\mathbf{P}+\mathbf{P \varepsilon}$ | $\mathbf{t}^{\mathbf{M}} \otimes \mathbf{M} \mathbf{t}^{\mathbf{M}}-\mathbf{M} \mathbf{t}^{\mathbf{M}} \otimes \mathbf{t}^{\mathbf{M}}$ | $\mathbf{T}=\mathbf{P}, \mathbf{S}=\mathbf{P \varepsilon}$ | $\mathbf{T}: \mathbf{S}-\mathbf{S}: \mathbf{T}$ |
| $C_{1 \nu}$ | $\mathbf{T}=\mathbf{P \varepsilon}, \mathbf{v}=\mathbf{a}$ | $\mathbf{v} \otimes \mathbf{t}^{\mathbf{M}}-\mathbf{t}^{\mathbf{M}} \otimes \mathbf{v}$ |  |  |
| $\mathbf{T}=\mathbf{P \varepsilon}$ | $\mathbf{a} \otimes \mathbf{t}^{\mathbf{a}}-\mathbf{t}^{\mathbf{a}} \otimes \mathbf{a}$ |  |  |  |

Table 6. Irreducibility of third-order tensor-valued function representations.

|  | variables | form-invariant | variables | form-invariant |
| :---: | :---: | :---: | :---: | :---: |
| $C_{\infty \nu}$ | $\mathbf{v}=\mathbf{a}$ | $\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v}$ | $\mathrm{T}=\mathbf{P}+\mathrm{P} \varepsilon, \mathrm{A}=\mathrm{M}$ | T |
|  | $\mathrm{v}=\mathbf{a}$ | $\{\mathrm{v} \otimes 1\}$ | $\mathrm{T}=\mathbf{P}+\mathbf{P \varepsilon}, \mathrm{A}=\mathrm{M}$ | $\left\langle\mathbf{A} \mathbf{t}^{\mathbf{A}} \otimes \mathbf{A}\right\rangle$ |
|  | $\mathrm{A}=\mathrm{M} \mathrm{\varepsilon}, \mathrm{v}=\mathbf{a}$ | $\langle\mathbf{v} \otimes \mathbf{A}\rangle$ | $\mathrm{T}=\mathrm{P}+\mathrm{P} \varepsilon, \mathrm{A}=\mathrm{M}$ | $\left\{\mathrm{t}^{\mathbf{A}} \otimes 1\right\}$ |
|  | $\mathrm{A}=\mathrm{M} \mathrm{\varepsilon}, \mathrm{v}=\mathbf{a}$ | $\{A v \otimes 1\}$ | $\mathbf{T}=\mathbf{P}+\mathbf{P \varepsilon}, \mathbf{A}=\mathbf{M}$ | $\left\{\mathbf{A t}^{\mathbf{A}} \otimes 1\right\}$ |
|  | $\mathbf{W}=\boldsymbol{\varepsilon}, \mathrm{v}=\mathbf{a}$ | $\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{W} \mathbf{v}\rangle$ | $\begin{aligned} & \mathrm{T}=\mathrm{P}+\mathrm{P} \boldsymbol{\varepsilon}, \mathbf{A}=\mathbf{M}, \\ & \mathbf{B}=\mathbf{M}+\sqrt{3} \mathbf{M} \boldsymbol{m} \end{aligned}$ | T(AB-BA) |
|  | $\mathrm{W}=\varepsilon, \mathrm{v}=\mathrm{a}$ | $\{\mathrm{Wv} \otimes 1\}$ | $\mathrm{T}=\mathrm{P}, \mathrm{W}=\varepsilon$ |  |
|  | $\mathbf{v}=\mathbf{a}, \mathbf{u}=\mathbf{a}+\sqrt{3} \mathbf{b}$ | $\langle\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{u}\rangle$ | $\begin{aligned} & \mathrm{T}=\mathrm{P}, \mathrm{~A}=\mathrm{M}, \mathrm{~W}=\varepsilon \\ & \mathrm{T}=\mathrm{P}+\mathrm{P} \varepsilon, \mathrm{v}=\mathrm{a} \end{aligned}$ | $\left\{W t^{A} \otimes 1\right\}$ $\left\{t^{v} \otimes 1\right\}$ |
| $C_{\infty}$ | $\mathrm{v}=\mathbf{a}$ | $\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v}$ | $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M}$ |  |
|  | $\mathrm{v}=\mathbf{a}$ | $\langle\mathbf{v} \otimes \mathbf{v} \otimes \varepsilon \mathbf{v}\rangle$ | $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M}$ | Te |
|  | v | $\{v \otimes 1\}$ | $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M}$ | $\left\{\mathrm{t}^{\mathbf{A}} \otimes 1\right\}$ |
|  | v | $\{\varepsilon \mathbf{v} \otimes 1\}$ | $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M}$ | $\left\{\varepsilon t^{A} \otimes 1\right\}$ |
| $C_{3 \nu}$ | $\mathrm{A}=\mathrm{M} \boldsymbol{\varepsilon}$ |  | $\mathrm{A}=\mathrm{M}, \mathrm{B}=\mathrm{M}+\sqrt{3} \mathrm{M} \varepsilon$ | $\mathbf{P}(\mathrm{AB}-\mathrm{BA})$ |
|  | $A=M \varepsilon$ | $\left\langle A^{A}{ }^{\text {A }} \otimes \mathrm{A}\right\rangle$ | $\mathrm{A}=\mathrm{M}, \mathrm{W}=\varepsilon$ | $\left\{W^{A} \otimes 1\right\}$ |
|  | $\mathrm{A}=\mathrm{M} \mathrm{\varepsilon}$ | $\left\{\mathrm{p}^{\mathrm{A}} \otimes 1\right\}$ | $A=M+\sqrt{3} M \varepsilon, v=a$ | $\langle\mathbf{v} \otimes \mathrm{A}\rangle$ |
|  | A $=\mathrm{M} \varepsilon$ | $\left\{\mathrm{Ap}^{\mathbf{A}} \otimes 1\right\}$ | $\mathrm{W}=\varepsilon, \mathrm{v}=\mathrm{a}$ | $\{W v \otimes 1\}$ |
|  | $\mathrm{W}=\boldsymbol{\varepsilon}$ | PW | $\mathbf{v}=\mathbf{a}, \mathbf{u}=\mathbf{a}+\sqrt{3} \mathbf{b}$ | $\mathbf{P}(\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v})$ |
|  | $\mathbf{v}=\mathbf{b}$ $\mathbf{v}=\mathbf{b}$ | $\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v}$ $\{\mathbf{v} \otimes 1\}$ | $\mathrm{T}=\mathrm{P} \varepsilon, \mathrm{A}=\mathrm{M}$ $\mathrm{T}=\mathrm{P} \varepsilon, \mathrm{A}=\mathrm{M}$ | $\begin{aligned} & \mathrm{T} \\ & \left\{\mathrm{t}^{\mathrm{A}} \otimes 1\right\} \end{aligned}$ |
|  | $\mathrm{v}=\mathrm{b}$ | $\left\{p^{v} \otimes 1\right\}$ | $\mathrm{T}=\mathrm{P} \varepsilon, \mathrm{v}=\mathrm{a}$ | $\left\{\mathbf{t}^{\mathbf{v}} \otimes 1\right\}$ |
| $C_{2 \nu}$ | $v=a+b$ | $\mathbf{v} \otimes \mathbf{v} \otimes \mathbf{v}$ | $\mathrm{T}=\mathrm{P}+\mathrm{P} \mathrm{\varepsilon}$ |  |
|  | $\mathbf{v}=\mathbf{a}+\mathrm{b}$ | $\langle\mathbf{v} \otimes \mathbf{M}\rangle$ | $\mathrm{T}=\mathrm{P}+\mathrm{P} \boldsymbol{\varepsilon}$ | $\left\langle\mathbf{M} \mathbf{t}^{\mathbf{M}} \otimes \mathbf{M}\right\rangle$ |
|  | v $=\mathbf{a}+\mathbf{b}$ | $\{v \otimes 1\}$ | $\mathrm{T}=\mathbf{P}+\mathbf{P \varepsilon}$ | $\left\{\mathrm{t}^{\mathrm{M}} \otimes 1\right\}$ |
|  | $\mathrm{v}=\mathrm{a}+\mathrm{b}$ $\mathbf{A}=\mathbf{M \varepsilon , v}=\mathbf{a}$ |  | $\mathrm{T}=\mathrm{P}+\mathrm{P} \varepsilon$ $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M} \boldsymbol{\varepsilon}$ | $\left\{M T T^{M} \otimes 1\right\}$ |
|  | $\mathrm{A}=\mathrm{M} \boldsymbol{\mathrm { C }}, \mathrm{v}=\mathbf{a}$ $\mathrm{A}=\mathrm{M} \mathrm{\varepsilon}, \mathrm{v}=\mathbf{a}$ | $\langle\mathbf{v} \otimes A\rangle$ $\{\mathbf{A v} \otimes 1\}$ | $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M} \varepsilon$ $\mathrm{T}=\mathrm{P}, \mathrm{A}=\mathrm{M} \varepsilon$ | $\begin{aligned} & \text { T(MA-AM) } \\ & \left\{\mathbf{t}^{\mathbf{A}} \otimes 1\right\} \end{aligned}$ |
|  | $\mathbf{W}=\varepsilon, v=a$ | $\langle\mathbf{W} \mathbf{v} \otimes \mathbf{M}\rangle$ | $\mathrm{T}=\mathrm{P}, \mathrm{W}=\varepsilon$ | TW |
|  | $\mathbf{W}=\varepsilon, \mathbf{v}=\mathbf{a}$ | $\{\mathbf{W v} \otimes 1\}$ | $\mathrm{T}=\mathrm{P}, \mathrm{W}=\varepsilon$ | $\left\{W^{M} \otimes 1\right\}$ |
| $C_{1 \nu}$ | $\mathrm{A}=\mathrm{M} \boldsymbol{\varepsilon}$ | $\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{a}$ | $\mathrm{W}=\varepsilon$ | $\{W \mathrm{~W} \otimes 1\}$ |
|  | $A+M \varepsilon$ $A=M \varepsilon$ | $\langle\mathbf{a} \otimes \mathbf{A}\rangle$ | $\mathbf{v}=\mathrm{b}$ $\mathrm{v}=\mathrm{b}$ | $\langle\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{v}\rangle$ |
|  | $A=M \varepsilon$ $A=M \varepsilon$ | $\begin{aligned} & \{a \otimes 1\} \\ & \{A a \otimes 1\} \end{aligned}$ | $\mathbf{v}=\mathrm{b}$ $\mathrm{T}=\mathrm{P} \varepsilon$ | $\begin{aligned} & \{\mathbf{v} \otimes 1\} \\ & \mathbf{T} \end{aligned}$ |
|  | $\mathbf{W}=\boldsymbol{\varepsilon}$ | $\langle\mathbf{a} \otimes \mathbf{a} \otimes \mathbf{W} \mathbf{a}\rangle$ | $T=P \varepsilon$ | $\left\{\mathbf{t}^{\mathbf{v}} \otimes 1\right\}$ |
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# Travelling wave solutions to model equations of van der Waals fluids 

K. PIECHÓR (WARSZAWA)


#### Abstract

We Consider the existence and uniqueness of travelling wave solutions to the model hydrodynamics equations (without capillarity) obtained from a four-velocity kinetic model of van der Waals fluids. We analyze both the Euler and the Navier-Stokes equations. The Euler equations are shown to change their type. The Rankine-Hugoniot conditions are discussed in detail. It is shown that the Hugoniot locus can be disconnected even if the equations are hyperbolic. Using the Navier-Stokes equations we show how to modify the Oleinik-Liu conditions of admissibility of shock waves to such situations. The shock-wave structures are found numerically. In particular, the so-called impending shock splitting is obtained.


## 1. Introduction

The van der Waals fluid is such a hypothetical one whose equation of state reads [1]

$$
\begin{equation*}
p(w, T)=\frac{R T}{w-b}-\frac{a}{w^{2}}, \tag{1.1}
\end{equation*}
$$

where $a, b$ are positive constants characterizing the fluid, $p(w, T)$ is the pressure, $R$ is the gas constant, $T$ is the temperature, and $w>b$ is the specific volume. Now much more sophisticated equations of state are known [2, 3, 4], but Eq. (1.1) is still in use since it describes qualitatively correctly the thermodynamic behaviour of real one-component fluids.

If

$$
\begin{equation*}
T>\frac{81}{256} \frac{a}{b R}, \tag{1.2}
\end{equation*}
$$

then the isotherms in the $p-w$ plane are monotonically decreasing convex curves. This is the case of classical gases. The mathematical background is the Lax theory of hyperbolic conservation laws [5].

If

$$
\begin{equation*}
\frac{8}{27} \frac{a}{b R}<T<\frac{81}{256} \frac{a}{b R}, \tag{1.3}
\end{equation*}
$$

then the isotherms in the $p-w$ plane are still monotonically decreasing - but they are no longer convex. This occurs in the so-called retrograde or Bethe-ZeldovichThompson fluids. Such materials were considered in many papers [6-17].

The third case is when $T$ satisfies

$$
\begin{equation*}
\frac{1}{4} \frac{a}{b R}<T<\frac{8}{27} \frac{a}{b R} \tag{1.4}
\end{equation*}
$$

The left-hand inequality guarantees that the pressure is positive for all $w>$ $b$. Now, the isotherms are nonmonotone curves in the $p-w$ plane, and the Euler equations are of mixed hyperbolic-elliptic type. In this case there is no one prevailing theory, and various approaches can be found [18-35]. Closely related problems are met in the theory of elastic rods [36-48].

The equations studied in [4-48] are those of phenomenological thermodynamics. However, at least as fluids are concerned, such a theory cannot describe correctly the structures of neither the shock waves nor the phase boundaries because, in those regions, the gradients of the flow parameters are very large. Hence, the use of kinetic theory seems to be inevitable. Usually one proceeds as follows: the Boltzmann equation is used in the gaseous domain and the fluid bulk is treated as a source (evaporation) or $\sin k$ (condensation) of particles. References [49-51] represent three of many papers on the topic.

We propose a more radical approach consisting in the use of one kinetic equation both to the liquid and the gaseous phase. Thus, in a sense, we attempt to follow the lines of the van der Waals' philosophy of fluids [1], which is used in the quoted papers [ $2-35$ ] on liquid-vapour phase transitions. In the papers, one system of hydrodynamic equations with one equation of state suited for liquid-vapour systems is used without any splitting into liquid and gaseous domains. The essential difference between this approach and that of ours consists in that that we want to replace the hydrodynamic description of the system with a kinetic one, and next to compare the results.

The fundamental trouble is the lack of such a universal and fully satisfactory kinetic equation. But this does not mean that there are no models that could be suitable for our purpose. We have chosen the Enskog-Vlasov equation because: i) it is relatively simple; ii) there are some results in [52,53] suggesting its usefulness. Recently, we showed in [54] that the capillarity equations used in [18-21, 28,32 ] can be deduced, at the formal level, from this equation.

Unfortunately, if we want to investigate any flow by means of the Enskog-Vlasov equation, we find it to be too complicated. That is why we elaborated its discrete velocity models (see $[55,56])$. In this way we obtain a more tractable system of equations. Basing on the successes of discrete kinetic theory of ideal gases ([57-59]) we hope that this approach will not be a failure in the case of interest.

There are many problems which can be posed. First of all we have to give evidence that our discrete velocity model can be successfully applied to at least some of the phase transition problems. The next question is the relation between the results of our approach and those of [49-51], where kinetic theory was applied to the gaseous phase only.

Another group of problems concerns the connection between the fluid dynamic and kinetic descriptions of phase changes. We know from the theory of the true Boltzmann equation [60] as well as from the theory of its discrete velocity models [57,61] that the phenomenological fluid dynamics describes correctly the shock wave structure only if the shock is sufficiently weak. In the case under consideration the situation seems to be much more complicated. Namely, in [56] we considered the stagnant phase boundary problem. It turned out that both the model kinetic and generated by it fluid dynamic equations have exactly the same solution. The description of the phase boundary obtained in [56] agrees both with the physics of equilibrium phase transitions and the theoretical analysis of [18], hence it favours our model. But, on the other hand, this result is in contrast with the results of kinetic theory of ideal gases ([57, 60, 61]), because the stagnant phase boundary by no means can be treated as a "weak" shock wave. The explanation of this apparent paradox must be sought in the structure of the local equilibrium, i.e. the Euler equations. In the case of the ideal gases both the true and the model Euler equations are strictly hyperbolic, and the characteristic speeds are either genuinely nonlinear or linearly degenerate in the sense of Lax [5]. It is worth to add that all the existing papers on the hydrodynamic limit of the true Boltzmann $[62,63,65]$ or the Enskog equation [64, 65], or else the discrete Broadwell model [66-68], and more generally some hyperbolic systems of similar structure as the latter ones $[69,70]$ make an essential use of the strict hyperbolicity of the local equilibrium conservation equations. Very clearly it is pointed out in [70].

In our problem, as we show it later in this paper, the local equilibrium equations, i.e. the Euler equations, can change type from hyperbolic to elliptic. The question arises: how important is it? This will be discussed in our future papers, but for the time being let us notice that: i) the stagnant phase boundary discussed in [56] is admissible only due to the change of the type of the Euler equations; ii) if the formally deduced local equilibrium equations are elliptic, then they cannot serve as an approximation, as the Knudsen number tends to zero, to the kinetic equations if the latter are strictly hyperbolic. A brilliant example is given in [70]. Hence, the Euler, Navier-Stokes and other equations deduced from the kinetic theory should, with a great caution, be treated as "approximation" to the corresponding kinetic equations.

With the present paper we open systematic studies of various "approximations" to the model kinetic equations. Now we limit ourselves to the Euler and Navier-Stokes equations only, but most of the present results will be used in the future.

In the next Section we classify the Euler equations and give sufficient and necessary criteria for their being of a definite type.

In Sec. 3 we consider shock waves and discuss the solvability of the Rank-ine-Hugoniot conditions. The properties of these solutions are investigated in Sec. 4.

Section 5 deals with the shock waves in the Navier - Stokes equations. The most important result is Theorem 5.8 stating the sufficient and necessary conditions for existence and uniqueness of the travelling wave solutions to our equations.

In Sec. 6 we give some numerical results concerning the structures of the shock waves discussed in Sec. 5. Our results agree qualitatively with those of [4]. In this way we obtain a consecutive confirmation of usefulness of our model for the qualitative analysis of the dynamic phase changes.

## 2. Classification of the Euler equations

In the lowest order of approximation to a four-velocity model of the En-skog-Vlasov equation, we obtained in [56] the following system

$$
\begin{align*}
& \frac{\partial w}{\partial t}-\frac{\partial u}{\partial x}=0  \tag{2.1}\\
& \frac{\partial u}{\partial t}+\frac{\partial p}{\partial x}=0 \tag{2.2}
\end{align*}
$$

where $t \geq 0$ is the time, $x \in \mathbb{R}$ is the Lagrangian mass coordinate, $u$ is the velocity, $w$ is the specific volume, and $p$ is the pressure.

The pressure formula reads

$$
\begin{equation*}
p=p(w, u)=\frac{1-u^{2}}{2(w-b)}-\frac{a}{w^{2}}, \tag{2.3}
\end{equation*}
$$

where $a$ and $b$ are positive constants; $a$ is the ratio of the mean value of the potential of the attractive tail to the mean kinetic energy, and $b$ can be taken to be unity.

Equations (2.1) - (2.3) form the Euler equations for our model hydrodynamics. We consider them in the following domain:

$$
\begin{equation*}
w>b, \quad \frac{a}{2 b}<1, \quad u^{2}<1-\frac{a}{2 b} . \tag{2.4}
\end{equation*}
$$

The set of $(w, u)$ satisfying (2.4) is denoted by $\mathcal{D}$.
Condition (2.4) $)_{1}$ is obvious: the density $1 / w$ does not exceed the close-packing density $1 / b$. The remaining constraints result from the physically reasonable demand that the pressure $p$ is positive. Indeed, the immediate consequence of that and (2.3) is

$$
\begin{equation*}
\frac{1-u^{2}}{2}>\frac{a(w-b)}{w^{2}} \tag{2.5}
\end{equation*}
$$

But for every $w>b$ the following estimates hold

$$
0<\frac{a(w-b)}{w^{2}} \leq \frac{a}{4 b}
$$

Hence, if for some $u_{0}$

$$
\frac{1-u_{0}^{2}}{2} \leq \frac{a}{4 b}
$$

then there is $w_{0}>b$ such that $p\left(w_{0}, u_{0}\right)<0$, contrary to our assumption. Therefore we have to admit only such values of $u$ that $(2.3)_{3}$ holds.

It we denote

$$
\begin{equation*}
T=\frac{1-u^{2}}{2} \tag{2.6}
\end{equation*}
$$

then (2.3) takes the well-known form of the van der Waals equation of state (1.1) provided that $T$ given by (2.6) is interpreted as the temperature.

We rewrite the Euler equations in the matrix form

$$
\begin{equation*}
\frac{\partial}{\partial t}\binom{w}{u}+\mathbb{M}(w, u) \cdot \frac{\partial}{\partial x}\binom{w}{u}=0 \tag{2.7}
\end{equation*}
$$

where

$$
\mathbb{M}=\left[\begin{array}{cc}
0 & -1  \tag{2.8}\\
-\frac{1-u^{2}}{2(w-b)^{2}}+\frac{2 a}{w^{3}} & -\frac{u}{w-b}
\end{array}\right]
$$

The eigenvalues of $\mathbb{M}$ are called the characteristic speeds. They are solutions of

$$
\begin{equation*}
\lambda^{2}-\frac{\partial p(w, u)}{\partial u} \lambda+\frac{\partial p(w, u)}{\partial w}=0 \tag{2.9}
\end{equation*}
$$

or explicitly

$$
\begin{equation*}
\lambda^{2}+\frac{u}{w-b} \lambda-\left[\frac{1-u^{2}}{2(w-b)^{2}}-\frac{2 a}{w^{3}}\right]=0 \tag{2.10}
\end{equation*}
$$

The system (2.1), (2.2) is called strictly hyperbolic if Eq. (2.9) has two real solutions, and elliptic if both solutions of (2.9) are complex.

We have
Lemma 1.
i) If

$$
\begin{equation*}
\frac{a}{2 b}<\frac{27}{37} \tag{2.11}
\end{equation*}
$$

then for every $(w, u) \in \mathcal{D}$ the Euler equations are strictly hyperbolic;
ii) if

$$
\begin{equation*}
\frac{27}{37}<\frac{a}{2 b}<\frac{27}{32} \tag{2.12}
\end{equation*}
$$

then they are hyperbolic-elliptic. The domain $\mathcal{H}$ of hyperbolicity is simply connected and separates the two components of the domain of ellipticity $\mathcal{E}$;
iii) if

$$
\begin{equation*}
\frac{27}{32}<\frac{a}{2 b}<1, \tag{2.13}
\end{equation*}
$$

then the Euler equations continue to be hyperbolic-elliptic, but the domain of ellipticity $\mathcal{E}$ is simply connected and separates the two components of the domain of hyperbolicity $\mathcal{H}$.

Cases ii) and iii) are shown in Figs. 2 and 3 where the domain of ellipticity is shaded.

Proo f. Equation (2.10) has two real solutions if and only if

$$
\begin{equation*}
\Delta(w, u)=\frac{2-u^{2}}{(w-b)^{2}}-\frac{8 a}{w^{3}} \tag{2.14}
\end{equation*}
$$

is positive. This is equivalent to

$$
\begin{equation*}
u^{2}<\left[1-\frac{4 a(w-b)^{2}}{w^{3}}\right] . \tag{2.15}
\end{equation*}
$$

However, for any $w>b$

$$
0<\frac{4 a(w-b)^{2}}{w^{3}} \leq \frac{16}{27} \frac{a}{b},
$$

and the equality sign takes place for $w=3 b$ only. Therefore, if $a / b$ is such that

$$
u^{2}<1-\frac{a}{2 b}<2\left(1-\frac{16}{27} \frac{a}{b}\right),
$$

then we have i). If

$$
0<2\left(1-\frac{16}{27} \frac{a}{b}\right)<u^{2}<1-\frac{a}{2 b},
$$

we have ii), and if

$$
1-\frac{16}{27} \frac{a}{b}<0,
$$

we have iii). The proof is complete.
The change of type of the Euler equations is physically interpreted as the phase transition. Case iii) of Lemma 1 is of particular interest since it resembles the situation met in the theory of the true van der Waals fluids (see [18-48]).

Proposition 1.
i) If $\left(w_{0}, u_{0}\right) \in \mathcal{E}$, and $(w, u) \in \mathcal{E}$, then

$$
\begin{equation*}
\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}>\frac{u_{0}^{2}}{4(w-b)\left(w_{0}-b\right)} \tag{2.16}
\end{equation*}
$$

ii) If $\left(w_{0}, u_{0}\right) \in \mathcal{H},(w, u) \in \mathcal{H}$, and the interval $\left\langle\left(w_{0}, u_{0}\right),(w, u)\right\rangle \subset \mathcal{H}$, then

$$
\begin{equation*}
\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}<\frac{u_{0}^{2}}{4(w-b)\left(w_{0}-b\right)} . \tag{2.17}
\end{equation*}
$$

Proof. First, let us notice that if $\left(w_{0}, u_{0}\right) \in \mathcal{E},(w, u) \in \mathcal{E}$ then the interval $\left\langle\left(w_{0}, u_{0}\right),\left(w, u_{0}\right)\right\rangle \subset \mathcal{E}$. On the other hand, if $\left(w_{0}, u_{0}\right) \in \mathcal{H},\left(w, u_{0}\right) \in \mathcal{H}$ then, in general, this is not true, and that is why we have to strengthen the assumptions in the hyperbolic Case ii).

Secondly, let us notice that the left-hand sides of (2.16) and (2.17) are symmetric in their arguments $w$ and $w_{0}$. Therefore it is enough to prove these inequalities in the case of $w>w_{0}$ only. We have

$$
\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}=\frac{1}{w-w_{0}} \int_{w_{0}}^{w} \frac{\partial}{\partial \zeta} p\left(\zeta, u_{0}\right) d \zeta
$$

Case i)
For every $w_{0} \leq \zeta \leq w$, we have $\Delta\left(\zeta, u_{0}\right)<0$. Therefore

$$
\begin{equation*}
\frac{\partial}{\partial \zeta} p\left(\zeta, u_{0}\right)>\frac{1}{4}\left(\frac{\partial p\left(\zeta, u_{0}\right)}{\partial u}\right)^{2}-\frac{u_{0}^{2}}{4(\zeta-b)^{2}} \tag{2.18}
\end{equation*}
$$

Hence

$$
\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}>\frac{u_{0}^{2}}{4\left(w-w_{0}\right)} \int_{w_{0}}^{w} \frac{d \zeta}{(\zeta-b)^{2}}-\frac{u_{0}^{2}}{4(w-b)\left(w_{0}-b\right)}
$$

and (2.16) is proved.
To prove (2.17) we proceed in a similar way, the only difference being that in (2.18) it is necessary to change the direction of the inequality sign. The proof is complete.

## 3. The shock speed problem

A discontinuous solution

$$
(w, u)(x, t)= \begin{cases}\left(w_{l}, u_{l}\right) & \text { for } \quad x<s t  \tag{3.1}\\ \left(w_{r}, u_{r}\right) & \text { for } \quad x>s t\end{cases}
$$

of Eq. (2.1), with shock speed $s$, is called a shock wave. Here, $\left(w_{l}, u_{l}\right)$ and ( $w_{r}, u_{r}$ ) are some constant values. To simplify the notation we write $(w, u)$ for $\left(w_{l}, u_{l}\right)$ or ( $w_{r}, u_{r}$ ), and $\left(w_{0}, u_{0}\right)$ for $\left(w_{r}, u_{r}\right)$ or $\left(w_{l}, u_{l}\right)$, respectively. These values have to satisfy the Rankine-Hugoniot conditions

$$
\begin{align*}
s w+u & =s w_{0}+u_{0} \\
-s u+p(w, u) & =-s u_{0}+p\left(w_{0}, u_{0}\right) \tag{3.2}
\end{align*}
$$

Eliminating $u$, and making use of (2.3) we obtain an equation for $s=s\left(w ; w_{0}, u_{0}\right)$ which reads

$$
\begin{equation*}
\frac{w^{2}+w_{0}-2 b}{2(w-b)} s^{2}+\frac{u_{0}}{w-b} s-\left[\frac{1-u_{0}^{2}}{2\left(w_{0}-b\right)(w-b)}-\frac{a\left(w+w_{0}\right)}{w_{0}^{2} w^{2}}\right]=0 \tag{3.3}
\end{equation*}
$$

This equation has two real solutions if and only if

$$
\begin{equation*}
D\left(w ; w_{0}, u_{0}\right)=\frac{\left(w+w_{0}-2 b\right)-\left(u_{0}^{2}(w-b)\right.}{\left(w_{0}-b\right)(w-b)^{2}}-\frac{2 a\left(w+w_{0}-2 b\right)\left(w+w_{0}\right)}{w_{0}^{2} w^{2}(w-b)} \tag{3.4}
\end{equation*}
$$

is positive.
Lemma 2. Let $\left(w_{0}, u_{0}\right)$ be such that $p\left(w_{0}, u_{0}\right)>0$. Then the set

$$
\left\{w>b: D\left(w ; w_{0}, u_{0}\right)<0\right\}
$$

is either empty or it is a finite interval contained in $\{x \in \mathbb{R}: x>b\}$.
Proof. We rewrite $D\left(w ; w_{0}, u_{0}\right)$ in the form

$$
D\left(w ; w_{0}, u_{0}\right)=\frac{1}{w^{2}(w-b)^{2}} P_{3}(w-b)
$$

where $P(x)$ is the polynomial of grade three.

$$
\begin{aligned}
P_{3}(x)=2 p\left(w_{0}, u_{0}\right) x^{3}+[1+ & \left.\frac{2 b\left(1-u_{0}^{2}\right)}{w_{0}-b}-\frac{4 a}{w_{0}}\right] x^{2} \\
& +\left[2 b\left(1-\frac{a}{b}\right)+\frac{b^{2}\left(1-u_{0}^{2}\right)}{w_{0}-b}+\frac{2 a b}{w_{0}^{2}}\right] x+b^{2}
\end{aligned}
$$

Since $P_{3}(0)=b^{2}>0, P_{3}(x)>0$ for sufficiently large positive $x$, and $P_{3}(x)<0$ for sufficiently large negative $x$, then this polynomial can take negative values in the domain $x>0$ in a finite interval only. The proof is complete.

In principle, we could make use of the theory of the cubic polynomials to get the precise answer to the question of the sign of $P_{3}(x)$. Unfortunately, in our
case, the coefficients in $P_{3}(x)$ are so complicated that we are unable to draw any conclusions. Therefore, we present only partial answers to the question of the sign of $D\left(w ; w_{0}, u_{0}\right)$.

Lemma 3.
i) If

$$
\begin{equation*}
\frac{p(w, 0)-p\left(w_{0}, 0\right)}{w-w_{0}}>0 \tag{3.5}
\end{equation*}
$$

then $D\left(w ; w_{0}, u_{0}\right)<0$;
ii) if

$$
\begin{equation*}
\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}<0 \tag{3.6}
\end{equation*}
$$

then $D\left(w ; w_{0}, u_{0}\right)>0$.
Proof. We have the following identity

$$
D\left(w ; w_{0}, u_{0}\right)=-2\left[\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}+\frac{w_{0}-b}{w-b} \frac{p(w, 0)-p\left(w_{0}, 0\right)}{w-w_{0}}\right]
$$

The assertion follows immediately from the above and the estimate

$$
\begin{equation*}
\frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}} \geq \frac{p(w, 0)-p\left(w_{0}, 0\right)}{w-w_{0}} \tag{3.7}
\end{equation*}
$$

for $w>b, w_{0}>b, u_{0}^{2}<1$. The proof is complete.
Corollary 1. If $0<u_{0}^{2}<1-16 a / 27 b$, then for every $w>b, w_{0}>b$, $D\left(w ; w_{0}, u_{0}\right)>0$.

Proof. If the assumption is satisfied, then $\partial p\left(w, u_{0}\right) / \partial w<0$ for every $w>b$. Hence, (3.6) holds. The proof is complete.

Lemma 4. If $\left(w_{0}, u_{0}\right) \in \mathcal{E},\left(w, u_{0}\right) \in \mathcal{E}$, and $w>w_{0}$, then $D\left(w ; w_{0}, u_{0}\right)<0$.
Proof. We write

$$
\begin{equation*}
D\left(w ; w_{0}, u_{0}\right)=\frac{u_{0}^{2}}{(w-b)^{2}}-\frac{w+w_{0}-2 b}{2(w-b}\left[4 \frac{p\left(w, u_{0}\right)-p\left(w_{0}, u_{0}\right)}{w-w_{0}}\right] \tag{3.8}
\end{equation*}
$$

Making use of (2.16) we obtain

$$
D\left(w ; w_{0}, u_{0}\right) \leq-\frac{u_{0}^{2}\left(w-w_{0}\right)}{2\left(w_{o}-b\right)(w-b}<0
$$

The proof is complete.

## Lemma 5.

i) There are such pairs $\left(w_{0}, u_{0}\right) \in \mathcal{E},\left(w, u_{0}\right) \in \mathcal{E}$ with $w<w_{0}$ that $D\left(w ; w_{0}, u_{0}\right)>0$;
ii) also, there are other pairs $\left(w_{0}, u_{0}\right) \in \mathcal{E},\left(w, u_{0}\right) \in \mathcal{E}, w<w_{0}$ such that $D\left(w ; w_{0}, u_{0}\right)<0$.

Proof. Let $w_{0}>b$ be such that

$$
\begin{equation*}
0<2-\frac{8 a\left(w_{0}-b\right)^{2}}{w_{0}^{3}}<1-\frac{a}{2 b} \tag{3.9}
\end{equation*}
$$

and let $\varepsilon>0$ be sufficiently small. We take

$$
\begin{equation*}
u_{0}^{2}=2+\varepsilon-\frac{8 a\left(w_{0}-b\right)^{2}}{w_{0}^{3}} \tag{3.10}
\end{equation*}
$$

Of course, then $\Delta\left(w_{0}, u_{0}\right)<0$. Using (3.7) in (3.4) we obtain

$$
\begin{align*}
& D\left(w ; w_{0}, u_{0}\right)=-\frac{w-w_{0}}{w-b}\left[\frac{1}{\left(w_{0}-b\right)(w-b)}\right.  \tag{3.11}\\
& \left.\quad-\frac{2 a\left[\left(3 w_{0}-4 b\right)\left(w-w_{0}\right)+2 w_{0}\left(2 w_{0}-3 b\right)\right]}{w_{0}^{3} w^{3}}\right]-\frac{\varepsilon}{\left(w_{0}-b\right)(w-b)} .
\end{align*}
$$

Owing to $D\left(w_{0} ; w_{0}, u_{0}\right)<0$, there is $\bar{w}$ such that $b<\bar{w}<w_{0}$ and

$$
\begin{equation*}
D\left(\bar{w} ; w_{0}, u_{0}\right)=0 \tag{3.12}
\end{equation*}
$$

and $D\left(w ; w_{0}, u_{0}\right)<0$ for $\bar{w}<w \leq w_{0}$. From (3.11), (3.12) we obtain

$$
\begin{equation*}
\bar{w}=w_{0}-\frac{\varepsilon\left(w_{0}-b\right)}{1-\frac{4 a\left(w_{0}-b\right)^{2}\left(2 w_{0}-3 b\right)}{w_{0}^{4}}}+O\left(\varepsilon^{2}\right) \tag{3.13}
\end{equation*}
$$

We assume additionally that

$$
\begin{equation*}
1-\frac{4 a\left(w_{0}-b\right)^{2}\left(2 w_{0}-3 b\right)}{w_{0}^{4}}>0 \tag{3.14}
\end{equation*}
$$

for, of course, sufficiently small $\varepsilon>0$ and $\bar{w}<w_{0}$.
Let us evaluate $\Delta\left(\bar{w}, u_{0}\right)$. Using (3.10) and (3.13) in (2.14) we obtain

$$
\Delta\left(\bar{w}, u_{0}\right)=-\varepsilon \frac{1-\frac{12 a b\left(w_{0}-b\right)^{2}}{w_{0}^{4}}}{1-\frac{4 a\left(w_{0}-b\right)^{2}\left(2 w_{0}-3 b\right)}{w_{0}^{4}}}+O\left(\varepsilon^{2}\right)
$$

If there is $w_{0}$ satisfying (3.9), (3.14) and

$$
\begin{equation*}
1-\frac{12 a b\left(w_{0}-b\right)^{2}}{w_{0}^{4}}<0, \tag{3.15}
\end{equation*}
$$

then we obtain i), since it is enough to take $\left(w, u_{0}\right) \in \mathcal{E}$ such that $w<\bar{w}$. On the other hand, if there is $w_{0}$ such that

$$
\begin{equation*}
1-\frac{12 a b\left(w_{0}-b\right)^{2}}{w_{0}^{4}}>0, \tag{3.16}
\end{equation*}
$$

then we obtain ii) because then there is $\bar{w}<w<w_{0}$ satisfying our demands.
Hence, it remains to show that there is $w_{0}$ satisfying (3.9), (3.14), (3.15), and that there is, possibly different from the previous one, another $w_{0}$ satisfying (3.9), (3.14), and (3.16).

The positive answers are readily available by noticing that (3.14) and (3.15) can be rewritten as

$$
\begin{equation*}
1-\frac{4 a\left(w_{0}-b\right)^{2}}{w_{0}^{3}}-\frac{4 a\left(w_{0}-b\right)^{2}\left(w_{0}-3 b\right)}{w_{0}^{4}}>0, \tag{3.14'}
\end{equation*}
$$

$$
\begin{equation*}
1-\frac{4 a\left(w_{0}-b\right)^{2}}{w_{0}^{3}}+\frac{4 a\left(w_{0}-b\right)^{2}\left(w_{0}-3 b\right)}{w_{0}^{4}}<0 ; \tag{3.15'}
\end{equation*}
$$

whereas (3.14), (3.16) can be rewritten in the form (3.14) and

$$
1-\frac{4 a\left(w_{0}-b\right)^{2}}{w_{0}^{3}}+\frac{4 a\left(w_{0}-b\right)^{2}\left(w_{0}-3 b\right)}{w_{0}^{4}}>0 .
$$

The proof is complete.
Lemma 6. If $\left(w_{0}, u_{0}\right) \in \mathcal{H},\left(w, u_{0}\right) \in \mathcal{H}, w \leq w_{0}$, and the interval $\left\langle\left(w, u_{0}\right),\left(w_{0}, u_{0}\right)\right\rangle \subset \mathcal{H}$, then $D\left(w ; w_{0}, u_{0}\right)>0$.

Proof. Use (3.8) and (2.17).
Lemma 7. If

$$
\frac{27}{37}<\frac{a}{2 b}<\frac{27}{32}
$$

then there is $u_{0}$ such that $\Delta\left(w, u_{0}\right)>0$ for every $w>b$, and there are $\left(w_{0}, u_{0}\right) \in$ $\mathcal{H},\left(w, u_{0}\right) \in \mathcal{H}, w>w_{0}$ such that $D\left(w ; w_{0}, u_{0}\right)<0$.

Proof. Let $\varepsilon>0$ be sufficiently small. Let us take

$$
\begin{equation*}
w_{0}=b(3-\varepsilon), \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{0}^{2}=2-\frac{a\left(w_{0}-b\right)\left(w_{0}+b\right)^{2}}{b w_{0}^{3}} \tag{3.18}
\end{equation*}
$$

Then $0<u_{0}^{2}<1-(a / 2 b)$, and

$$
\begin{aligned}
\Delta\left(w, u_{0}\right)= & \frac{2}{(w-b)^{2}}\left[1-\frac{4 a(w-b)^{2}}{w^{3}}\right]-\frac{u_{0}^{2}}{(w-b)^{2}} \\
& \geq \frac{1}{(w-b)^{2}}\left[2-\frac{32 a}{27 b}-u_{0}^{2}\right]=\frac{16 a \varepsilon^{2}}{81 b w_{0}^{3}(w-b)}\left(1-\frac{7}{12} \varepsilon\right)>0
\end{aligned}
$$

for $\varepsilon$ sufficiently small.
Next, we rewrite $D\left(w ; w_{0}, u_{0}\right)$ in the form

$$
\begin{align*}
D(w ; w, u)=\frac{1}{2\left(w_{0}-b\right)(w-b)^{2}} & {\left[\left(w+w_{0}-2 b\right)\right.}  \tag{3.19}\\
-u_{0}^{2}\left(2-u_{0}^{2}\right. & \left.\left.-\frac{a\left(w_{0}-b\right)\left(w_{0}+b\right)^{2}}{b w_{0}^{3}}\right)+\left(w_{0}-w\right) u_{0}^{2}\right] \\
& +\frac{a\left(w+w_{0}-2 b\right)\left[\left(w_{0}-b\right) w-2 b w_{0}\right]^{2}}{2 b w_{0}^{3} w^{2}(w-b)^{2}}
\end{align*}
$$

We take also

$$
\begin{equation*}
w=\frac{2 b w_{0}}{w_{0}-b} \tag{3.20}
\end{equation*}
$$

Then

$$
w-w_{0}=\varepsilon b \frac{3-\varepsilon}{2-\varepsilon}>0
$$

Inserting (3.17), (3.18), and (3.20) into (3.19) one gets

$$
D\left(w ; w_{0}, u_{0}\right)=-\frac{\varepsilon b w_{0} u_{0}^{2}}{2\left(w_{0}-b\right)^{2}(w-b)^{2}}<0
$$

The proof is complete. The profiles $s\left(w ; w_{0}, u_{0}, a\right)$ for some values of $w_{0}, u_{0}$ and $a$ are shown in Fig. 1. We can see that these profiles depend very strongly on the values of the three parameters. They can be nonmonotonic or even undefined for some values of the specific volume $w$. Also, the change of sign of $s\left(w ; w_{0}, u_{0}, a\right)$ is noticeable. On the other hand, the profile in Fig. 1c is very much like that in the case of ideal gases, despite the fact that now the system of the Euler equations is hyperbolic-elliptic, and the domain of hyperbolicity is disconnected.


Fig. 1. The function $s\left(w ; w_{0}, u_{0}, a\right)$ versus $w$ for some values of $w_{0}, u_{0}, a$. a) $a=1.65, w_{0}=2.25, u_{0}=0.25$;
b) $a=1.65, w_{0}=2.3, u_{0}=0.25$; c) $a=1.9, w_{0}=1.7, u_{0}=0$; d) $a=1.9, w_{0}=6.5, u_{0}=0$.

## 4. Properties of shock speed and the Hugoniot locus

In this Section we investigate properties of the shock speed $s\left(w ; w_{0}, u_{0}\right)$ assuming, of course, its existence.

Proposition 2. Let $\bar{s}=s\left(\bar{w} ; w_{0}, u_{0}\right)$ be given. If

$$
\begin{equation*}
\bar{w}>\frac{b w_{0}}{w_{0}-b} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
0<s^{2}\left(\bar{w} ; w_{0}, u_{0}\right)<\frac{a\left(w_{0} \bar{w}-b\left(w_{0}+\bar{w}\right)\right)^{2}}{2 b w_{0}^{3} \bar{w}^{3}} \tag{4.2}
\end{equation*}
$$

then there are exactly two $\bar{w}_{1}>b, \bar{w}_{2}>b, \bar{w}_{1} \neq \bar{w}, \bar{w}_{2} \neq \bar{w}$ such that

$$
\begin{equation*}
s\left(\bar{w}_{1} ; w_{0}, u_{0}\right)=s\left(\bar{w}_{2} ; w_{0}, u_{0}\right)=s\left(\bar{w} ; w_{0}, u_{0}\right) \tag{4.3}
\end{equation*}
$$

In other words, any value of $s$ can be taken at most three times.
Proof. Let $\bar{s}=s\left(\bar{w} ; w_{0}, u_{0}\right)$ be given. Then the following identity is true

$$
\begin{equation*}
\frac{\bar{w}+w_{0}-2 b}{2(\bar{w} \cdot b} \bar{s}^{2}+\frac{u_{0}}{\bar{w}-b} \bar{s}-\left[\frac{1-u_{0}^{2}}{2\left(w_{0}-b\right)(\bar{w}-b)}-\frac{a\left(\bar{w}+w_{0}\right)}{w_{0}^{2} \bar{w}^{2}}\right]=0 \tag{4.4}
\end{equation*}
$$

Now, let us consider Eq. (3.3) with $s=\bar{s}$, but with unknown $w$. Using the identity (4.4) to eliminate $u_{0} \bar{s}$ from Eq. (3.3) we obtain

$$
\begin{array}{r}
(w-\bar{w})\left\{\bar{s}^{2}(w-b)^{2}+2\left[\bar{s}^{2} b-\frac{a\left(\bar{w} w_{0}-b\left(\bar{w}+w_{0}\right)\right)}{w_{0}^{2} \bar{w}^{2}}\right](w-b)\right.  \tag{4.5}\\
\left.+b^{2}\left[\bar{s}^{2}+\frac{2 a\left(\bar{w}+w_{0}\right)}{w_{0}^{2} \bar{w}^{2}}\right]\right\}=0
\end{array}
$$

One solution is trivial: $w=\bar{w}$. This equation has two other solutions if and only if (4.2) holds. These two solutions are of the same sign. They are positive if additionally

$$
\begin{equation*}
\bar{s}^{2}<\frac{a\left(\bar{w} w_{0}-b\left(\bar{w}+w_{0}\right)\right)}{b w_{0}^{2} \bar{w}^{2}} \tag{4.6}
\end{equation*}
$$

This condition is not contradictory if the term on the right-hand side is positive. In turn, it happens if and only if (4.1) holds. We show now that (4.1), (4.2) imply (4.6). Indeed,

$$
\begin{array}{r}
\frac{a\left(w_{0} \bar{w}-b\left(w_{0}+\bar{w}\right)^{2}\right)}{2 b w_{0}^{3} \bar{w}^{3}}=\frac{1}{2}\left(1-\frac{b}{w_{0}}-\frac{b}{w}\right) \frac{a\left(w_{0} \bar{w}-b\left(w_{0}+\bar{w}\right)\right)}{b w_{0}^{2} \bar{w}^{2}} \\
<\frac{a\left(w_{0} \bar{w}-b\left(w_{0}+\bar{w}\right)\right)}{b w_{0}^{2} \bar{w}^{2}}
\end{array}
$$

The proof is complete.

Proposition 3. If $\Delta\left(w_{0}, u_{0}\right)>0$, then the equation

$$
\begin{equation*}
s\left(w ; w_{0}, u_{0}\right)=\lambda\left(w_{0}, u_{0}\right) \tag{4.7}
\end{equation*}
$$

has at least one solution, namely $w=w_{0}$. If additionally

$$
\begin{equation*}
w_{0}>2 b \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda^{2}\left(w_{0}, u_{0}\right)<\frac{a\left(w_{0}-2 b\right)^{2}}{2 b w_{0}^{4}} \tag{4.9}
\end{equation*}
$$

then there are two other solutions $w_{1}, w_{2}$ satisfying $w_{1}>b, w_{2}>b, w_{1} \neq w_{0}$, $w_{2} \neq w_{0}$.

Proof. Since $D\left(w_{0} ; w_{0}, u_{0}\right)=\Delta\left(w_{0}, u_{0}\right)$, then $w=w_{0}$ is a solution of (4.7). If (4.8) and (4.9) hold, then $\bar{w}=w_{0}$, and $\bar{s}=\lambda\left(w_{0}, u_{0}\right)$ satisfy (4.1), (4.2). Therefore, making use of Proposition 2 we obtain the second thesis. The proof is complete.

Lemma 8. If

$$
\begin{equation*}
\left.\frac{d}{d w} s\left(w ; w_{0}, u_{0}\right)\right|_{w=\bar{w}}=0 \tag{4.10}
\end{equation*}
$$

then $\bar{w}$ satisfies

$$
\begin{equation*}
\bar{w}>\frac{2 b w_{0}}{w_{0}-b} . \tag{4.11}
\end{equation*}
$$

Moreover, there is exactly one $\widehat{w} \neq \bar{w}$ such that $s\left(\widehat{w} ; w_{0}, u_{0}\right)=s\left(\bar{w} ; w_{0}, u_{0}\right) ; \widehat{w}$ is given by

$$
\begin{equation*}
\widehat{w}=\frac{b w_{0} \bar{w}}{\bar{w}\left(w_{0}-b\right)-2 b w_{0}}>b \tag{4.12}
\end{equation*}
$$

Proof. Differentiating Eq. (3.3) with respect to $w$ we obtain

$$
\begin{align*}
{\left[\frac{w+w_{0}-2 b}{w-b} s+\frac{u_{0}}{w_{0}-b}\right] \frac{d s}{d w} } & =\frac{w_{0}-b}{2(w-b)^{2}} s^{2}+\frac{u_{0} s}{(w-b)^{2}}  \tag{4.13}\\
& -\left[\frac{1-u_{0}^{2}}{2\left(w_{0}-b\right)(w-b)^{2}}-\frac{a\left(w+2 w_{0}\right)}{w_{0}^{2} w^{3}}\right]
\end{align*}
$$

We use Eq. (3.3) to eliminate $u_{0} s$ and obtain

$$
\left[\frac{w+w_{0}-2 b}{w-b} s+\frac{u_{0}}{w_{0}-b}\right] \frac{d s}{d w}=-\frac{1}{2(w-b)}\left\{s^{2}-\frac{2 a\left[\left(w_{0}-b\right) w-2 b w_{0}\right]}{w_{0}^{2} w^{3}}\right\}
$$

Hence, (4.10) holds if and only if

$$
\begin{equation*}
s^{2}\left(\bar{w} ; w_{0}, u_{0}\right)=\frac{2 a\left[\left(w_{0}-b\right) \bar{w}-2 b w_{0}\right]}{w_{0}^{2} \bar{w}^{3}} . \tag{4.14}
\end{equation*}
$$

The right-hand side is positive for

$$
\bar{w} \geq \frac{2 b w_{0}}{w_{0}-b}
$$

only.
Inserting (4.14) into Eq. (4.5) we find easily that it has one double solution $w=\bar{w}$, the third one is given by (4.12). The proof is complete.

Let $\left(w_{0}, u_{0}\right)$ be given. The Hugoniot locus $H\left(w_{0}, u_{0}\right)$ is defined as the set of all states $(w, u) \in \mathcal{D}$ which satisfy (3.2) for some real $s$. For any ( $w_{0}, u_{0}$ ) and $w>b$, if $D\left(w ; w_{0}, u_{0}\right) \geq 0, H\left(w_{0}, u_{0}\right)$ consists of two branches $H_{ \pm}\left(w_{0}, u_{0}\right)$, and each of them is defined by

$$
H_{ \pm}\left(w_{0}, u_{0}\right)=\left\{(w, u): \quad u=u_{0}-s_{ \pm}\left(w ; w_{0}, u_{0}\right)\left(w-w_{0}\right)\right\}
$$

where

$$
\begin{equation*}
s_{ \pm}\left(w ; w_{0}, u_{0}\right)=\frac{w-b}{w+w_{0}-2 b}\left[-\frac{u_{0}}{w-b} \pm \sqrt{D\left(w ; w_{0}, u_{0}\right)}\right] . \tag{4.16}
\end{equation*}
$$

Of course, $\left(w_{0}, u_{0}\right) \in H_{+}\left(w_{0}, u_{0}\right) \cap H_{-}\left(w_{0}, u_{0}\right)$. However, there can be other states $(w, u)$ belonging both to $H_{+}\left(w_{0}, u_{0}\right)$ and $H_{-}\left(w_{0}, u_{0}\right)$. As it is seen from (4.16), it occurs if $D\left(w ; w_{0}, u_{0}\right)=0, w \neq w_{0}$. Then $H\left(w_{0}, u_{0}\right)$ forms loops. Also, let us notice that the Hugoniot locus can be disconnected.

The shapes of the Hugoniot loci for a few values of $w_{0}, u_{0}$, and $a$ are shown in Figs. 2 and 3. Figure 2 presents them for the case when the domain of hyperbolicity is connected. As we can see, the curves can be either connected or disconnected. In the latter case they can form loops, and enter the domain of ellipticity where the speed of sound is complex.

In Fig. 3, four examples of the Hugoniot loci are given for the case of disconnected domain of hyperbolicity. The ineresting thing is that they can traverse the domain of ellipticity. Also, loops to the right (Fig.3b) or to the left (Fig.3d) of the point $\left(w_{0}, u_{0}\right)$ can be formed. In Fig. 3 c the point $\left(w_{0}, u_{0}\right)$ belongs to the domain of ellipticity. In this case, the Hugoniot locus consists of three components: the left-hand branch, the sole point ( $w_{0}, u_{0}$ ), and the right-hand branch.

We have to add that these do not exhaust all possible interesting situations. We establish two auxiliary results.


Fig. 2. The Hugoniot loci for some values of $w_{0}, u_{0}$. The domain of hyperbolicity is connected. a) $a=1.65, w_{0}=1.7, u_{0}=0.25$; b) $a=1.65, w_{0}=1.95, u_{0}=0.25$; c) $a=1.65, w_{0}=2.25, u_{0}=0.25$; d) $a=1.65, w_{0}=2.3, u_{0}=0.25$.


Fig. 3. The Hugoniot loci for some values of $w_{0}, u_{0}$. The domain of ellipticity is connected. a) $a=1.9, w_{0}=1.7, u_{0}=0$;
b) $a=1.9, w_{0}=1.8, u_{0}=0 ;$ c) $a=1.9, w_{0}=2.5, u_{0}=0$; The cross $\times$ denotes the position of ( $w_{0}, u_{0}$ ) in the domain of ellipticity. d) $a=1.9, w_{0}=6.5, u_{0}=0$.

Proposition 4. Let $s=s\left(w ; w_{0}, u_{0}\right)$ be a solution of Eq. (3.3). Then

$$
\begin{align*}
& \left(w-w_{0}\right)\left\{\frac{w_{0}-b}{2(w-b)^{2}} s^{2}+\frac{u_{0} s}{(w-b)^{2}}\right.  \tag{4.17}\\
& \left.\quad-\left[\frac{1-u_{0}^{2}}{2\left(w_{0}-b\right)(w-b)^{2}}+\frac{a\left(w+2 w_{0}\right)}{w_{0}^{2} w^{3}}\right]\right\} \\
& =-\left\{\frac{(w-b)^{2}+\left(w_{0}-b\right)^{2}}{2(w-b)^{2}} s^{2}+\frac{u_{0} s\left(w_{0}-b\right)}{(w-b)^{2}}-\left[\frac{1-u_{0}^{2}}{2(w-b)^{2}}-\frac{2 a}{w^{3}}\right]\right\}
\end{align*}
$$

Proo f. Let $\mathcal{L}$ be the left-hand side of (4.17). We have trivially: $\mathcal{L}=\mathcal{L}-0$, and substituting the left-hand side of (3.3) for zero we obtain the right-hand side of (4.17). The proof is complete.

Proposition 5. If $(w, u) \in H\left(w_{0}, u_{0}\right)$, then

$$
\begin{align*}
& {\left[s\left(w ; w_{0}, u_{0}\right)-\lambda_{+}(w, u)\right]\left[s\left(w ; w_{0}, u_{0}\right)-\lambda_{-}(w, u)\right]}  \tag{4.18}\\
& \quad=\frac{(w-b)^{2}+\left(w_{0}-b\right)^{2}}{2(w-b)^{2}} s^{2}+\frac{s u_{0}\left(w_{0}-b\right)}{(w-b)^{2}}-\left[\frac{1-u_{0}^{2}}{2(w-b)^{2}}-\frac{2 a}{w^{3}}\right]
\end{align*}
$$

where $\lambda_{ \pm}(w, u)$ are the solutions of (2.10)

$$
\lambda_{ \pm}(w, u)=\frac{1}{2}\left(-\frac{u}{w-b} \pm \sqrt{\Delta(w, u)}\right)
$$

Proof. Setting $u=u_{0}-s\left(w-w_{0}\right)$ in Eq. (2.10) we obtain

$$
\begin{equation*}
\lambda_{+}(w, u)+\lambda_{-}(w, u)=-\frac{u_{0}-s\left(w-w_{0}\right)}{w-b} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{+}(w, u) \lambda_{-}(w, u)=\frac{s^{2}\left(w-w_{0}\right)^{2}}{2(w-b)^{2}}-\frac{s u_{0}\left(w-w_{0}\right)}{(w-b)^{2}}-\left[\frac{1-u_{0}^{2}}{2(w-b)^{2}}-\frac{2 a}{w^{3}}\right] \tag{4.20}
\end{equation*}
$$

Equation (4.18) is an immediate consequence of these identities. The proof is complete.

Lemma 9. Let $D\left(w ; w_{0}, u_{0}\right)>0$.
i) If $(w, u) \in H_{+}\left(w_{0}, u_{0}\right)$, then

$$
\left(w-w_{0}\right) \frac{d s_{+}}{d w}>0 \quad\left(\text { respectively : } \quad\left(w-w_{0}\right) \frac{d s_{+}}{d w}<0\right)
$$

if and only if

$$
\lambda_{-}(w, u)<s_{+}\left(w ; w_{0}, u_{0}\right)<\lambda_{+}(w, u)
$$

(respectively: $s_{+}\left(w ; w_{0}, u_{0}\right)<\lambda_{-}(w, u)$ or $\left.s_{+}\left(w ; w_{0}, u_{0}\right)>\lambda_{+}(w, u)\right)$.
ii) If $(w, u) \in H_{-}\left(w_{0}, u_{0}\right)$, then

$$
\left(w-w_{0}\right) \frac{d s_{-}}{d w}>0 \quad\left(\text { respectively }: \quad\left(w-w_{0}\right) \frac{d s_{-}}{d w}<0\right)
$$

if and only if $s_{-}\left(w ; w_{0}, u_{0}\right)<\lambda_{-}(w, u)$ or $s_{-}\left(w ; w_{0}, u_{0}\right)>\lambda_{+}(w, u)$ (respectively: $\left.\lambda_{-}(w, u)<s_{-}\left(w ; w_{0}, u_{0}\right)<\lambda_{+}(w, u)\right)$.

Proof. Owing to (4.13), (4.17), and (4.18) we have

$$
\begin{equation*}
\left[\frac{w+w_{0}-2 b}{w-b} s+\frac{u_{0}}{w-b}\right] \frac{d s}{d w}=-\frac{\left(s-\lambda_{+}\right)\left(s-\lambda_{-}\right)}{w-w_{0}} . \tag{4.21}
\end{equation*}
$$

But on $H_{+}\left(w_{0}, u_{0}\right)$

$$
\frac{w+w_{0}-2 b}{w-b} s+\frac{u_{0}}{w-b}=\sqrt{D\left(w ; w_{0}, u_{0}\right)}
$$

Therefore on $H_{+}\left(w_{0}, u_{0}\right)$

$$
\sqrt{D\left(w ; w_{0}, u_{0}\right)}\left(w-w_{0}\right) \frac{d s_{+}}{d w}=-\left(s_{+}-\lambda_{-}\right)\left(s_{+}-\lambda_{+}\right)
$$

Assertion i) is an immediate consequence of this identity. To prove ii) we use

$$
\sqrt{D\left(w ; w_{0}, u_{0}\right)}\left(w-w_{0}\right) \frac{d s_{-}}{d w}=\left(s_{-}-\lambda_{-}\right)\left(s_{-}-\lambda_{+}\right)
$$

on $H_{-}\left(w_{0}, u_{0}\right)$. The proof is complete.
Lemma 10. If

$$
\begin{equation*}
\left.\frac{d}{d w} s\left(w ; w_{0}, u_{0}\right)\right|_{w=\bar{w}}=0 \tag{4.22}
\end{equation*}
$$

then $s\left(\bar{w} ; w_{0}, u_{0}\right)=\lambda_{+}(\bar{w}, \bar{u})$ or $\lambda_{-}(\bar{w}, \bar{u})$, where $(\bar{w}, \bar{u}) \in H\left(w_{0}, u_{0}\right)$.
Conversely, if for some $w=\bar{w} \neq w_{0}$ with $(\bar{w}, \bar{u}) \in H\left(w_{0}, u_{0}\right), D\left(\bar{w} ; w_{0}, u_{0}\right)>0$, and $s\left(\bar{w} ; w_{0}, u_{0}\right)=\lambda_{+}(\bar{w}, \bar{u})$ or $\lambda_{-}(\bar{w}, \bar{u})$, then (4.22) holds.

Proof. The first part of the Assertion is a consequence of (4.20) and the Assumption. Conversely, if $s=\lambda_{+}$or $s=\lambda_{-}$then $d s / d w=0$, since $D>0$. The proof is complete.

Lemma 11. Let $(w, u) \in H\left(w_{0}, u_{0}\right)$. Then

$$
\begin{equation*}
\frac{d u}{d w}=-\frac{1}{2} \frac{s^{2}-\lambda_{-} \lambda_{+}}{s-\frac{\lambda_{-}+\lambda_{+}}{2}} \tag{4.23}
\end{equation*}
$$

where $s=s\left(w ; w_{0}, u_{0}\right) ; \lambda_{ \pm}=\lambda_{ \pm}(w, u)$.

Proof. Differentiating

$$
u=u_{0}-s\left(w-w_{0}\right)
$$

we obtain

$$
\frac{d u}{d w}=-\left(w-w_{0}\right) \frac{d s}{d w}-s
$$

Next, making use of (4.21) we get

$$
\frac{d u}{d w}=-\frac{\frac{w_{0}-b}{w-b} s^{2}+s\left(\frac{u_{0}}{w-b}+\lambda_{-}+\lambda_{+}\right)-\lambda_{-} \lambda_{+}}{2 s+\frac{u}{w-b}}
$$

Applying (4.19) we obtain (4.23). The proof is complete.
Lemma 12. Let $D\left(w ; w_{0}, u_{0}\right)>0$, and let

$$
\left.\frac{d}{d w} s\left(w ; w_{0}, u_{0}\right)\right|_{w=\bar{w}}=0
$$

Then
i) $s\left(w ; w_{0}, u_{0}\right)$ attains a local minimum at $\bar{w}$, provided that $\left(w-w_{0}\right) \mathbf{r} \cdot \nabla \lambda<0$ at $(\bar{w}, \bar{u})$;
ii) $s\left(w ; w_{0}, u_{0}\right)$ attains a local maximum at $\bar{w}$, provided that $\left(w-w_{0}\right) \mathbf{r} \cdot \nabla \lambda>0$ at $(\bar{w}, \bar{u})$.

Here, $\bar{u}=u_{0}-s\left(\bar{w} ; w_{0}, u_{0}\right)\left(\bar{w}-w_{0}\right), \mathbf{r}=\mathbf{r}_{ \pm}(w, u)$ is the right eigenvector of the matrix $\mathbb{M}$ corresponding to $\lambda_{ \pm}$respectively, and $\lambda=\lambda_{+}$or $\lambda_{-}$according to whether $s=\lambda_{+}$or $s=\lambda_{-}$.

Proof. Differentiating (4.21) and using the Assumption we get

$$
\left(2 s-\lambda_{-}-\lambda_{+}\right) \frac{d^{2} s}{d w^{2}}=\frac{1}{w-w_{0}}\left[\left(s-\lambda_{-}\right) \frac{d \lambda_{+}}{d w}+\left(s-\lambda_{+}\right) \frac{d \lambda_{-}}{d w}\right]
$$

Let $s=\lambda_{+}$, then the above reduces to

$$
\frac{d^{2} s}{d w^{2}}=\frac{1}{w-w_{0}} \frac{d \lambda_{+}}{d w}
$$

But, making use of (4.23) we obtain

$$
\frac{d \lambda_{+}}{d w}=\frac{\partial \lambda_{+}}{\partial w}+\frac{\partial \lambda_{+}}{\partial d u} \frac{d u}{d w}=\frac{\partial \lambda_{+}}{\partial d w}-\lambda_{+} \frac{\partial \lambda_{+}}{\partial d u}=\mathbf{r}_{+} \cdot \nabla \lambda_{+}
$$

Hence, at $w=\bar{w}$

$$
\frac{d^{2} s}{d w^{2}}=\frac{1}{w-w_{0}} \mathbf{r}_{+} \cdot \nabla \lambda_{+}
$$

Similarly, if $s=\lambda$ at $w=\bar{w}$, then

$$
\frac{d^{2} s}{d w^{2}}=\frac{1}{w-w_{0}} \mathbf{r}_{-} \cdot \nabla \lambda_{-} .
$$

The proof is complete.
Proposition 6. Given $w_{r}, w_{l}, u_{l}$ with $\left(w_{l}, u_{l}\right) \in \mathcal{D}$, then $\left(w_{l}, u_{l}\right) \in H\left(w_{7}, u_{r}\right)$, and

$$
\begin{equation*}
s\left(w_{l} ; w_{r}, u_{r}\right)=s\left(w_{r} ; w_{l}, u_{l}\right) \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{r}=u_{l}-s\left(w_{r} ; w_{l}, u_{l}\right)\left(w_{r}-w_{l}\right) \tag{4.25}
\end{equation*}
$$

provided that $s\left(w_{r} ; w_{l}, u_{l}\right)$ exists.
Proof. If $(w, u) \in H\left(w_{r}, u_{r}\right)$ then

$$
u=u_{r}-s\left(w ; w_{r}, u_{r}\right)\left(w-w_{r}\right)
$$

Setting here $w=w_{l}$, and using (4.25) we get

$$
u=u_{l}-\left[s\left(w_{r} ; w_{l}, u_{l}\right)-s\left(w_{l} ; w_{r}, u_{r}\right)\right]\left(w_{r}-w_{l}\right)
$$

It follows from the above that it is sufficient to show that (4.24) holds in order to have $\left(w_{l}, u_{l}\right) \in H\left(w_{r}, u_{r}\right)$. We introduce the shorthands $s_{l}=s\left(w_{r} ; v_{l}, u_{l}\right)$ and $s_{r}=s\left(w_{l} ; w_{r}, u_{r}\right)$. These quantities satisfy Eq. (3.3) with $w=w_{r}, w_{0}=w_{l}$, $u_{0}=u_{l}$, and $w=w_{l}, w_{0}=w_{r}, u_{0}=u_{r}$, respectively. Substituting (4.25) into the equation for $s_{r}$, and using Eq. (3.3) for $s_{l}$ we obtain

$$
s_{r}^{2}+\frac{2\left[u_{l}-s_{l}\left(w_{r}-w_{l}\right)\right]}{w_{r}+w_{l}-2 b} s_{r}-\frac{3 w_{l}-w_{r}-2 b}{w_{r}+w_{l}-2 b} s_{l}^{2}-\frac{2 u_{l} s_{l}}{w_{r}+w_{l}-2 b}=0
$$

This equation has two real solutions, one of them is given by (4.25). The proof is complete.

Proposition 7. Given $w, w_{0}, u_{0}$ with $\left(w_{0}, u_{0}\right) \in \mathcal{D}$. Then

$$
\begin{equation*}
s_{ \pm}\left(w ; w_{0},-u_{0}\right)=-s_{\mp}\left(w ; w_{0}, u_{0}\right) . \tag{4.26}
\end{equation*}
$$

Proof. Equation (4.26) is an immediate consequence of (4.16) and the identity

$$
\begin{equation*}
D\left(w ; w_{0},-u_{0}\right)=D\left(w ; w_{0}, u_{0}\right) \tag{4.27}
\end{equation*}
$$

The proof is complete.
The graphs of the shock speed as a function of the specific volume $w$ are given in Fig. 1 for a few values of $a, b, w_{0}$, and $u_{0}$.

## 5. Travelling waves in the model Navier-Stokes equations

Within the Euler equations, the shock wave is a jump discontinuity propagating along the line $x-s t=0$. Let $\left(w_{l}, u_{l}\right)$ and $\left(w_{r}, u_{r}\right)$ be the given states to the left and to the right of the line of discontinuity. They have to satisfy the Rankine-Hugoniot relations. However, it is not enough to accept such a jump as physical. It is well known that some additional conditions have to be imposed. Various ideas were used to formulate such additional admissibility criteria [10-48].

We remind that our principal task is to investigate different approximations to the model kinetic equations of [56], and the Euler equations (2.1) are the last but crucial term in the sequence. Hence no freedom of choice of admissibility criteria is left to us, and we have to turn to the next order approximation, i.e. to the Navier-Stokes equations.

The Navier-Stokes equations read

$$
\begin{align*}
\frac{\partial w}{\partial t}-\frac{\partial u}{\partial x} & =0  \tag{5.1}\\
\frac{\partial u}{\partial t}+\frac{\partial}{\partial x} p(w, u) & =\varepsilon \frac{\partial}{\partial x}\left(\mu \frac{\partial u}{\partial x}\right)
\end{align*}
$$

where $t, x, w, u$, and $p(w, u)$ are the same as previously, but $\varepsilon \mu$ is the coefficient of viscosity, $\varepsilon>0$ is a parameter, and $\mu=\mu(w, u)$ is given by

$$
\begin{equation*}
\mu(w, u)=\frac{1-u^{2}+2 b^{2} w^{2} \varrho^{2}(w)}{8 w^{2} \varrho}, \quad \varrho(w)=\frac{w}{w-b} . \tag{5.2}
\end{equation*}
$$

A travelling wave solution to (5.1) is a solution of the form

$$
\begin{equation*}
(w, u)(x, t)=(\widehat{w}, \widehat{u})(z), \quad z=\frac{x-s t}{\varepsilon} \in \mathbb{R}, \tag{5.3}
\end{equation*}
$$

where $s=$ const is the wave-speed, such that

$$
\begin{align*}
\lim _{z \rightarrow-\infty}(\widehat{w}, \widehat{u})(z) & =\left(w_{l}, u_{l}\right),  \tag{5.4}\\
\lim _{z \rightarrow+\infty}(\widehat{w}, \widehat{u})(z) & =\left(w_{r}, u_{r}\right), \tag{5.5}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{z \rightarrow \infty} \frac{d}{d z}(\widehat{w}, \widehat{u})(z)=(0,0) . \tag{5.6}
\end{equation*}
$$

A discontiuous solution (3.1) to Eqs. (2.1) is said to be admissible, if Eqs. (5.1) admit a travelling wave solution (5.3)-(5.6) for sufficiently small $\varepsilon>0$.

We substitute (5.3) into (5.1), perform one integration with respect to $z$, use the limit conditions (5.4)-(5.6), and obtain

$$
\begin{align*}
\widehat{u} & =u_{l}-s\left(w-w_{l}\right)  \tag{5.7}\\
\mu \frac{d \widehat{u}}{d z} & =-s\left(\widehat{u}-u_{l}\right)+p(\widehat{w}, \widehat{u})-p\left(w_{l}, u_{l}\right) \tag{5.8}
\end{align*}
$$

as well as

$$
\begin{align*}
s w_{r}+u_{r} & =s w_{l}+u_{l} \\
-s u_{r}+p\left(w_{r}, u_{r}\right) & =-s u_{l}+p\left(w_{l}, u_{l}\right) . \tag{5.9}
\end{align*}
$$

Equations (5.9) have the form of the Rankine-Hugoniot conditions (3.2), which were discussed thoroughly in the preceding sections.

Using (5.7) to eliminate $\widehat{u}$ from Eq. (5.8) we arrive at the problem:
find a solution to

$$
\begin{equation*}
s \widehat{\mu} \frac{d \widehat{w}}{d z}+f_{l}(\widehat{w})=0, \quad \xi \in \mathbb{R}, \tag{5.10}
\end{equation*}
$$

such that

$$
\begin{align*}
\lim _{z \rightarrow-\infty} \widehat{w}(z) & =w_{l}, \quad \lim _{z \rightarrow+\infty} \widehat{w}(z)=w_{r},  \tag{5.11}\\
\lim _{z \rightarrow-\infty} \widehat{w}^{\prime}(\xi) & =\lim _{z \rightarrow+\infty} \widehat{w}^{\prime}(\xi)=0, \tag{5.12}
\end{align*}
$$

where the prime ' denotes $d / d z$, and where

$$
\begin{align*}
f_{l}(w) & =s^{2}\left(w-w_{l}\right)+p\left(w, u_{l}-s\left(w-w_{l}\right)\right)-p\left(w_{l}, u_{l}\right),  \tag{5.13}\\
f_{l}\left(w_{l}\right) & =f_{l}\left(w_{r}\right)=0 \tag{5.14}
\end{align*}
$$

and $\hat{\mu}=\mu\left(\widehat{w}, u_{l}-s\left(\widehat{w}-w_{l}\right)\right)$. The subscript $l$ in $f_{l}$ is used to mark that $f(w)$ is related to the left state $\left(w_{l}, u_{l}\right)$ which is treated as given. We have

Lemma 13. Problem (5.10)-(5.14) has a unique solution if and only if
$f_{l}(w)<0$ between $w_{l}$ and $w_{r}$ for $s\left(w_{r}-w_{l}\right)>0$,
$f_{l}(w)>0$ between $w_{l}$ and $w_{r}$ for $s\left(w_{r}-w_{l}\right)<0$.
Proof. If $w_{r}>w_{l}$, then we must have $\widehat{w}^{\prime}(z)>0$. Hence, if $s\left(w_{r}-w_{l}\right)>0$, then $s \hat{w}^{\prime}(z)>0$, therefore $f(w)$ has to be negative between $w_{l}$ and $w_{r}$. The second case is analyzed in a similar way. The proof is complete.

Theorem 1. The problem (5.10)-(5.14) has a unique solution if and only if:
i) for $s\left(w_{r}-w_{l}\right)>0$, the chord joining $\left(w_{l}, p\left(w_{l}, u_{l}\right)\right)$ to $\left(w_{r}, p\left(w_{r}, u_{r}\right)\right)$ lies above the graph of $p\left(w, u_{l}-s\left(w-w_{l}\right)\right)$ between $w_{l}$ and $w_{r}$;
ii) for $s\left(w_{r}-w_{l}\right)<0$, the chord joining $\left(w_{l}, p\left(w_{l}, u_{l}\right)\right)$ to $\left(w_{r}, p\left(w_{r}, u_{r}\right)\right)$ lies below the graph of $p\left(w, u_{l}-s\left(w-w_{l}\right)\right)$ between $w_{l}$ and $w_{r}$.

Proof. Rewrite $f(w)<0$ in the form $p\left(w, u_{l}-s\left(w-w_{l}\right)\right)<s^{2}\left(w-w_{l}\right)+$ $p\left(w_{l}, u_{l}\right)$. The case of $f(w)>0$ is analyzed similarly. The proof is complete.

This theorem reminds the similar ones of [18] or [19] for the isothermal case. The essential difference between the latter case and that of ours is that in the isothermal case $p$ does not depend on $s$. Therefore changing $s$ we change only the slope of the Rayleigh line, i.e. the chord joining $\left(w_{l}, p\left(w_{l}\right)\right)$ to $\left(w_{r}, p\left(w_{r}\right)\right.$ ), and the graph of $p(w)$ remains intact. In our case, when changing $s$ we change not only the slope of the Rayleigh line but the graph of $p$ itself, since $p=p\left(w, u_{l}-s\left(w-w_{l}\right)\right)$. Hence, the use of this very intuitive theorem is a little bit troublesome in the case under consideration.

The assertions of Lemma 13 and Theorem 1 were essentially independent of the specific form of $p(w, u)$. If $p(w, u)$ is given by (2.3), then we can obtain analytical criteria for existence of the travelling waves. Namely, we have

Lemma 14. Let $p(w, u)$ be given by (2.3). Then, there is a unique solution to $(5.10)-(5.14)$ if and only if:
i) for $s>0$ :

$$
\begin{equation*}
\left(s+\frac{u_{l}}{w+w_{l}-2 b}\right)^{2}-\frac{(w-b)^{2}}{\left(w+w_{l}-2 b\right)^{2}} D\left(w ; w_{l}, u_{l}\right) \leq 0 \tag{5.15}
\end{equation*}
$$

between $w_{l}$ and $w_{r}$;
ii) for $s<0$

$$
\begin{equation*}
\left(s+\frac{u_{l}}{w+w_{l}-2 b}\right)^{2}-\frac{(w-b)^{2}}{\left(w+w_{l}-2 b\right)^{2}} D\left(w ; w_{l}, u_{l}\right) \geq 0 \tag{5.16}
\end{equation*}
$$

between $w_{l}$ and $w_{r}$, where $D\left(w ; w_{l}, u_{l}\right)$ is given by (3.4).
Proof. Using (2.3) we write

$$
\begin{aligned}
& f_{l}(w)=\frac{\left(w-w_{l}\right) w+w_{l}-2 b}{2(w-b)}\left[\left(s+\frac{u_{l}}{w+w_{l}-2 b}\right)^{2}\right. \\
&\left.-\frac{(w-b)^{2}}{\left.w+w_{l}-2 b\right)^{2}} D\left(w ; w_{l}, u_{l}\right)\right]
\end{aligned}
$$

From this identity and with the use of Lemma 13 we obtain easily (5.15) and (5.16) by considering separately four cases of $s>0, w_{r}-w_{l}>0$, etc. The proof is complete.

Let us notice now, that the necessary condition for (5.15) to hold is $D\left(w ; w_{l}, u_{l}\right)$ $>0$ between $w_{l}$ and $w_{r}$. Hence, $\left(w_{r}, u_{r}\right)$ has to belong to the same component
of $H\left(w_{l}, u_{l}\right)$ as $\left(w_{l}, u_{l}\right)$ does. Next, (5.14) $)_{2}$ means that $s$ satisfies Eq. (3.3) with ( $\left.w_{0}, u_{0}\right)=\left(w_{l}, u_{l}\right)$ and $w=w_{r}$. Thus, $s=s\left(w_{r} ; w_{l}, u_{l}\right)$ Therefore we can rewrite (5.15) as follows

$$
\begin{equation*}
s_{-}\left(w ; w_{l}, u_{l}\right) \leq s\left(w_{r} ; w_{l}, u_{l}\right) \leq s_{+}\left(w ; w_{l}, u_{l}\right) \tag{5.17}
\end{equation*}
$$

between $w_{l}$ and $w_{r}$.
This is a generalization of the Oleinik -Liu condition [10, 13-15] to the present problem.

Summing up we have
Corollary 2. If the wave speed $s=s\left(w_{r} ; w_{l}, u_{l}\right)$ is strictly positive, then (5.10)-(5A4) has a unique solution if and only if
i) ( $w_{r}, u_{r}$ ) belongs to the same component of $H\left(w_{l}, u_{l}\right)$ as $\left(w_{l}, u_{l}\right)$ does;
ii) the Oleinik - Liu condition (5.17) is satisfied.

On the other hand, let us notice that if $s<0$, then the case when $D\left(w ; w_{l}, u_{l}\right)$ takes negative values is not excluded and ( $w_{r}, u_{r}$ ) and ( $w_{l}, u_{l}$ ) can belong to different components of $H\left(w_{l}, u_{l}\right)$. If so, then $s_{ \pm}\left(w ; w_{l}, u_{l}\right)$ becomes complex for some values of $w$ between $w_{l}$ and $w_{r}$. Consequently, the Oleinik - Liu condition is violated.

This asymmetry can be understood on physical grounds. Namely, if $s>0$, then the left-hand state ( $w_{l}, u_{l}$ ) is the state after the wave, and the right-hand state ( $w_{r}, u_{r}$ ) is that before the wave, whereas if $s<0$, the situation is opposite. We can see that by treating the right-hand state $\left(w_{r}, u_{r}\right)$ is given. Then, instead of (5.7) we have $\widehat{u}=u_{r}-s\left(w-w_{r}\right)$, and Eq. (5.10) is replaced by

$$
\begin{equation*}
s \mu_{r}(\widehat{w}) \frac{d \widehat{w}}{d z}+f_{r}(\widehat{w})=0 \tag{5.18}
\end{equation*}
$$

where $\mu_{r}(w)=\mu\left(w, u_{r}-s\left(w-w_{r}\right)\right)$ and

$$
\begin{align*}
f_{r}(w) & =s^{2}\left(w-w_{r}\right)+p\left(w, u_{r}-s\left(w-w_{r}\right)\right)-p\left(w_{r}, u_{r}\right),  \tag{5.19}\\
f_{r}\left(w_{l}\right) & =f_{r}\left(w_{r}\right)=0 . \tag{5.20}
\end{align*}
$$

Instead of Lemma 14 we have
Lemma 15. Let $p(w, u)$ be given by (2.2). Then, there is a unique solution to (5.11), (5.12), (5.18) - (5.20) if and only if
i) for $s>0$

$$
\begin{equation*}
\left(s+\frac{u_{r}}{w+w_{r}-2 b}\right)^{2}-\frac{(w-b)^{2}}{\left(w+w_{r}-2 b\right)^{2}} D\left(w ; w_{r}, u_{r}\right) \geq 0 \tag{5.21}
\end{equation*}
$$

between $w_{l}$ and $w_{r}$;
ii) for $s<0$

$$
\begin{equation*}
\left(s+\frac{u_{r}}{w+w_{r}-2 b}\right)^{2}-\frac{(w-b)^{2}}{\left(w+w_{r}-2 b\right)^{2}} D\left(w ; w_{r}, u_{r}\right) \leq 0 \tag{5.22}
\end{equation*}
$$

between $w_{l}$ and $w_{r}$.
We have also
Corollary 3. If the speed $s=s\left(w_{l} ; w_{r}, u_{r}\right)$ is strictly negative, then the problem (5.11), (5.12), (5.18)-(5.20) has a unique solution if and only if
i) ( $w_{l}, u_{l}$ ) belongs to the same component of $H\left(w_{r}, u_{r}\right)$ as $\left(w_{r}, u_{r}\right)$ does;
ii) the Oleinik - Liu condition in the form

$$
\begin{equation*}
s_{-}\left(w ; w_{r}, u_{r}\right) \leq s\left(w_{r} ; w_{l}, u_{l}\right) \leq s_{+}\left(w ; w_{r}, u_{r}\right) \tag{5.23}
\end{equation*}
$$

holds between $w_{l}$ and $w_{r}$.
Lemma 16. Conditions (5.15) and (5.21) are equivalent, as well as (5.16) and (5.22) are.

Proof. Let $\mathcal{L}_{l}$ denote the left-hand side of (5.15) and (5.16), and let $\mathcal{L}_{r}$ denote the right-hand side of (5.21) and (5.22). Since $s=s\left(w_{r} ; w_{l}, u_{l}\right)$, then using Eq. (3.3) with $w=w_{r},\left(w_{0}, u_{0}\right)=\left(w_{l}, u_{l}\right)$ to eliminate $u_{l} s$ from $\mathcal{L}_{l}$, we obtain

$$
\mathcal{L}_{l}=\frac{w-w_{r}}{w+w_{l}-2 b}\left\{s^{2}-\frac{2 a\left[w\left(w_{r} w_{l}-b w_{l}-b w_{r}\right)-b w_{l} w_{r}\right]}{w^{2} w_{l}^{2} w_{r}^{2}}\right\}
$$

Similarly, using the fact that $s=s\left(w_{l} ; w_{r}, u_{r}\right)$ (cf. Proposition 6) we can write

$$
\mathcal{L}_{r}=\frac{w-w_{l}}{w+w_{r}-2 b}\left\{s^{2}-\frac{2 a\left[w\left(w_{r} w_{l}-b w_{l}-b w_{r}\right)-b w_{l} w_{r}\right]}{w^{2} w_{l}^{2} w_{r}^{2}}\right\}
$$

Let $\mathcal{L} \leq 0$; then either
$\alpha) \quad w-w_{r} \leq 0 \quad$ and $\quad s^{2}-\frac{2 a\left[w\left(w_{r} w_{l}-b w_{l}-b w_{r}\right)-b w_{l} w_{r}\right]}{w^{2} w_{l}^{2} w_{r}^{2}} \geq 0$, or
$\beta) \quad w-w_{r} \geq 0 \quad$ and $\quad s^{2}-\frac{2 a\left[w\left(w_{r} w_{l}-b w_{l}-b w_{r}\right)-b w_{l} w_{r}\right]}{w^{2} w_{l}^{2} w_{r}^{2}} \leq 0$.
Let us consider $\alpha$ ). The inequality $w<w_{r}$ implies $w_{l}<w<w_{r}$. Hence $w-w_{l}>0$. Therefore (5.21) holds. In the case $\beta$ ), it must be $w_{l}-w<0$, and again we obtain (5.21).

If $\mathcal{L}_{r} \geq 0$, then we proceed similarly and obtain (5.15). The proof is complete.

To unify our considerations we introduce the following definitions:

$$
\left(w_{a}, u_{a}\right)= \begin{cases}\left(w_{l}, u_{l}\right) & \text { for } \quad s>0 \\ \left(w_{r}, u_{r}\right) & \text { for } \quad s<0\end{cases}
$$

and

$$
\left(w_{b}, u_{b}\right)= \begin{cases}\left(w_{r}, u_{r}\right) & \text { for } \quad s>0 \\ \left(w_{l}, u_{l}\right) & \text { for } \quad s<0\end{cases}
$$

and call $\left(w_{a}, u_{a}\right)$ the state after the wave, whereas $\left(w_{b}, u_{b}\right)$ the state before the wave.

We have
Theorem 2. Equations (5.1) admit the unique travelling wave solution (5.3)(5.6) if and only if
i) $\left(w_{b}, u_{b}\right)$ belongs to the same component of $H\left(w_{a}, u_{a}\right)$ as $\left(w_{a}, u_{a}\right)$ does;
ii) the Oleinik-Liu condition:

$$
s_{-}\left(w ; w_{a}, u_{a}\right) \leq s\left(w_{b} ; w_{a}, u_{a}\right) \leq s_{+}\left(w ; w_{a}, u_{a}\right)
$$

is satisfied for every $w$ between $w_{a}$ and $w_{b}$.
This theorem is a compilation of Corollaries 2 and 3, and as such it needs no proof.

## 6. Shock-wave structure

The problem (5.10) - (5.14) with $\mu(w, u)$ given by (5.2) and $\widehat{u}$ given by (5.7) admits an explicit solution. To determine it we perform some transformations and substitutions. Let $w_{r}, w_{l}, u_{l}$ be given, and let $s$ denote the shock-wave speed, i.e. $s=s\left(w_{r} ; w_{l}, u_{l}\right)$.

First, from (5.2) and (5.7) we obtain

$$
\begin{equation*}
\widehat{\mu}(w)=\frac{1}{8 w^{3}(w-b)} \sum_{i=0}^{4} A_{i} w^{i}, \tag{6.1}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{0}=b^{2}\left(1-\left(u_{l}+s w_{l}\right)^{2}\right) \\
& A_{1}=-2 b\left[1-\left(u_{l}+s w_{l}\right)^{2}-b s\left(u_{l}+s w_{l}\right)\right] \\
& A_{2}=1-\left(u_{l}+s w_{l}\right)^{2}-4 b s\left(u_{l}+s w_{l}\right)-b^{2} s^{2}  \tag{6.2}\\
& A_{3}=2 s\left(u_{l}+s\left(w_{l}+b\right)\right) \\
& A_{4}=2 b^{2}-s^{2}
\end{align*}
$$

Hence, $\widehat{\mu}(w)$ is a rational function. Also, $f_{l}(w)$ is such. To show this we make use of (2.3), (5.7), (5.13), and (5.14) and obtain

$$
\begin{equation*}
f_{l}(w)=\frac{\left(w-w_{l}\right)\left(w-w_{r}\right)}{2 w^{2}(w-b)}\left[s^{2} w^{2}-\frac{2 a\left(w_{l} w_{r}-b w_{l}-b w_{r}\right)}{w_{l}^{2} w_{r}^{2}} w+\frac{2 a b}{w_{l} w_{r}}\right] . \tag{6.3}
\end{equation*}
$$

Using (6.1), (6.3) we rewrite Eq. (5.10) in the explicit form

$$
\begin{equation*}
\frac{\sum_{i=0}^{4} A_{i} w_{i}}{w\left(w-w_{l}\right)\left(w-w_{r}\right)\left(w^{2}-2 \alpha w+\beta\right)} d w=-4 s d \xi \tag{6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{a\left(w_{l} w_{r}-b w_{l}-b w_{r}\right)}{s^{2} w_{l}^{2} w_{r}^{2}} \tag{6.5}
\end{equation*}
$$

$$
\beta=\frac{2 a b}{s^{2} w_{l} w_{r}}
$$

are constants.
Equation (6.4) can be easily integrated. The result depends significantly on the sign of

$$
\begin{equation*}
W=\beta-\alpha^{2} \tag{6.6}
\end{equation*}
$$

CASE I. $W>0$.
Under this assumption, the equation $f_{l}(w)=0$ has exactly two real solutions $w=w_{l}$ and $w=w_{r}$. Hence, the general solution of Eq. (6.4) is

$$
\begin{align*}
& A \ln w+B \ln \left|w-w_{l}\right|+C \ln \left|w-w_{r}\right|+\frac{1}{2} D \ln \left(w^{2}-2 \alpha w+\beta\right)  \tag{6.7}\\
&+\frac{E}{\sqrt{\beta-\alpha^{2}}} \arctan \frac{w+\alpha}{\sqrt{\beta-\alpha^{2}}}=-4 s z+\text { integration constant }
\end{align*}
$$

where

$$
\begin{aligned}
A & =\frac{A_{0}}{\beta w_{l} w_{r}} \\
B & =\frac{A_{11}-w_{l} A_{21}}{\left(w_{r}-w_{l}\right)\left(w_{l}^{2}-2 \alpha w_{l}+\beta\right)} \\
C & =\frac{A_{11}-w_{r} A_{21}}{\left(w_{r}-w_{l}\right)\left(w_{r}^{2}-2 \alpha w_{r}+\beta\right)} \\
A_{11} & =A_{4} w_{l} w_{r}\left(w_{l}+w_{r}\right)+A_{3} w_{l} w_{r}-A_{1}-A_{0} \frac{w_{l}+w_{r}}{w_{l} w_{r}}
\end{aligned}
$$

$$
\begin{aligned}
A_{21} & =-A_{4}\left(w_{l}^{2}+w_{l} w_{r}+w_{r}^{2}\right)+A_{3}\left(w_{l}+w_{r}\right)+A_{2}-\frac{A_{0}}{w_{l} w_{r}} \\
D & =A_{4}-A-B-C \\
E & =A_{4}\left(w_{l}+w_{r}\right)+A_{3}+2 \alpha A+B\left(2 \alpha-w_{l}\right)+C\left(2 \alpha-w_{r}\right)
\end{aligned}
$$

The explicit analytic solution (6.7) was used to obtain a series of shock profiles shown in Fig. 4. The input data were so chosen as to receive results resembling those of [4, 7]. Our Fig. 4 is qualitatively similar to Fig. 10 of [4]. In particular, we see that so-called impending shock splitting can be derived from our model equations. The notion of "impending shock splitting" was first introduced in [4] and refers to shocks having two inflexion points instead of one, what is usual.


Fig. 4. Impending shock splitting. Normalized profiles $V=\left(w-w_{l}\right) /\left(w_{r}-w_{l}\right)$ versus $z \times 10^{-4}$, $a=0.5, w_{r}=10, u_{r}=0 ; 1-w_{l}=1.623,2-w_{l}=1.653,3-w_{l}=1.683,4-w_{l}=1.713$, $5-w_{l}=1.743$.

We omit all details of how to choose the entry data to obtain such phenomenon since it is fairly well done and explained in [4].

Case II. $W \leq 0$.
Under this assumption the equation

$$
w^{2}-2 \alpha w+\beta=0
$$

has two real solutions $w_{-} \leq w_{+}$; what means that $f_{l}(w)$ has two additional zeros $w=w_{-}$and $w=w_{+}$, except the "old" ones $w=w_{l}$ and $w=w_{r}$. The existence
of shock connecting $\left(w_{l}, u_{l}\right)$ to $\left(w_{r}, u_{r}\right)$ demands $w_{-}$and $w_{+}$not to lie between $w_{l}$ and $w_{r}$. The result of integration of Eq. (6.4) depends however on additional detailed relations between the zeros of $f_{l}(w)$.
i) $w_{l} \neq w_{ \pm}, w_{r} \neq w_{\mp}, w_{-}<w_{+}$. In this case, the general solution of Eq. (6.4) reads

$$
\begin{aligned}
A \ln w+B \ln \left|w-w_{l}\right|+C \ln \left|w-w_{r}\right|+D \ln \left|w-w_{-}\right| & +E \ln \left|w-w_{+}\right| \\
& =-4 s z+\text { integration constant }
\end{aligned}
$$

where now

$$
\begin{aligned}
A & =\frac{A_{0}}{\beta w_{l} w_{r}} \\
B & =-\frac{A_{11}-w_{l} A_{21}}{\left(w_{l}-w_{r}\right)\left(w_{l}^{2}-2 \alpha w_{l}+\beta\right)} \\
C & =-\frac{A_{11}-w_{r} A_{21}}{\left(w_{l}-w_{r}\right)\left(w_{r}^{2}-2 \alpha w_{r}+\beta\right)} \\
A_{11} & =-A_{4} w_{l} w_{r}\left(w_{l}+w_{r}\right)-A_{3} w_{l} w_{r}-A_{1}+A_{0} \frac{w_{l}+w_{r}}{w_{l} w_{r}} \\
A_{21} & =A_{4}\left(w_{l}^{2}+w_{l} w_{r}+w_{r}^{2}\right)+A_{3}\left(w_{l}+w_{r}\right)+A_{2}-\frac{A_{0}}{w_{l} w_{r}} \\
D & =\frac{1}{w_{-}-w_{+}}\left[A_{4}\left(w_{l}+w_{r}+w_{-}\right)+A_{3}+A w_{+}+B\left(w_{l}-w_{+}\right)+C\left(w_{r}-w_{+}\right)\right] \\
E & =A_{4}-A-B-C-D
\end{aligned}
$$

This case we illustrate with a series of expansion shock profiles presented in Fig. 5. A shock wave is called expansion shock if the graph of $p\left(w, u_{l}-s\left(w-w_{l}\right)\right)$ lies entirely above the Rayleigh line joining ( $w_{l}, u_{l}$ ) with ( $w_{r}, u_{r}$ ). Our Fig. 5 can be treated as a counterpart of Figs. 3 and 7 of [4]. We can notice easily that the shock thickness increases rather than decreases, with strength. Also this phenomenon was discovered first in [4] and it is thoroughly discussed in the cited paper.
ii) Either $w_{l}=w_{ \pm}$or $w_{r}=w_{\mp}$, or both. In this case we have one-sided or two-sided sonic shocks, i.e. shocks moving at the speed equal to the characteristic speed before or after the shock, or else all three of them are equal. In a situation like that, the asymptotic states of the shock are achieved algebraically rather than expenentially and shock thickness is much greater than in the previous cases. This is very similar to what is discussed in detail in [6]. Therefore we omit a discussion of the case.

Summing up, we can say that our model equations produce results qualitatively similar to those obtained within the framework of the true Navier-Stokes equations.


Fig. 5. Rarefaction shocks. Normalized profiles $V=\left(w-w_{l}\right) /\left(w_{r}-w_{l}\right)$ versus $z \times 10^{-2}$; $a=0.5, w_{r}=10, u_{r}=0.5 ; 1-w_{l}=6.5,2-w_{l}=7.25,3-w_{l}=8.0$.
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# Boundary value problems for Poisson's equation in a multi-wedge - multi-layered region Part II. General type of interfacial conditions 

G.S. MISHURIS (RZESZÓW)


#### Abstract

The boundary value problems for Poisson's equation in the plane domains represented by wedges and layers are considered. Conditions of a general form along all the interior and exterior boundaries are prescribed. The analysis is significantly simplified by incorporating the geometrical features of the layers and wedges: they present chain-like systems. The essence of the method applied consists in using the Fourier and Mellin transforms for the corresponding regions, and in combining the transformations of respective functions along the common boundaries. The problems are reduced to systems of functional or functional-difference equations, and later to systems of singular integral equations with fixed point singularities. The results, concerning the solvability of the obtained systems of the integral equations are presented. In the Appendix the formulae are also given making it possible to use directly the results obtained from this and the previous paper to solve the boundary value problems for linear partial-differential equations of divergence form in a similar domain, corresponding to physical problems for anisotropic nonhomogeneous bodies.


## 1. Introduction

In THE PREVIOUS PAPER [12] we have considered the boundary value problems for Poisson's equation in the plane domains represented by wedges and layers. Linear conditions of general form have been prescribed on the exterior boundaries and all the interfaces except the one between the regions of different geometry (layers and wedges). Along these interior boundaries $\Gamma_{ \pm}$we assume now general interfacial conditions in the form: $\left.\left[\mu \frac{\partial u}{\partial n}\right]\right|_{\Gamma_{ \pm}}=f_{ \pm},\left.\left([u]-\left(\tau_{ \pm} r+\tau\right) \mu \frac{\partial u}{\partial n}\right)\right|_{\Gamma_{ \pm}}=g_{ \pm}$ ( $\tau_{ \pm}, \tau \geq 0$ ). These relations generalize the usual "ideal" contact conditions ( $\tau, \tau_{ \pm}=$ 0 ) considered in the previous paper [12]. They appear, for example, if we presuppose that there are special thin intermediate regions between the layered part and the wedge parts of the domain, and which are represented in turn by a thin layer and two thin wedges. Thus in the case of Mode III problem it can be proved that $\tau=h_{a} / \mu_{a}, \tau_{ \pm}=\theta_{a}^{ \pm} / \mu_{a}^{ \pm}$. Here $\mu_{a}, \mu_{a}^{ \pm}$are the shear moduli and $h_{a}, \theta_{a}^{ \pm}$are the respective geometric parameters of these thin elastic adhesive regions ( $\mu$ is a piecewise constant function prescribed for the shear modulus of the materials). Moreover, from the assumptions (the intermediate regions are thin) it follows that $\tau, \tau_{ \pm} \ll 1$.

These general conditions can be independently considered on the particular model of a thin interconnecting adhesive surface. Then the parameters $\tau, \tau_{ \pm}$ can be interpreted as a measure of flexibility of the adhesive. The mentioned models have been discussed and investigated in details in [13]. Particularly, it is shown that when a crack terminates at the bimaterial interface prescribed
by the "nonideal" contact, the asymptotic behaviour of the stresses is different in comparison with the case of the "ideal" contact and essentially depends on the parameters $\tau_{ \pm}, \tau$. Consequently, a priori estimations of the solutions in the general case $\left(\tau_{+}^{2}+\tau_{-}^{2}+\tau^{2}>0\right)$ should be corrected. Moreover, in spite of the fact that the method of investigation is similar to that proposed in [12], all the problems can be reduced (using a common scheme) to systems of functional ( $\tau=0$ ) or functional-difference $(\tau>0)$ equations, contrary to [12], where only the systems of the functional equations appear. However, even if we deal only with the systems of functional equations $(\tau=0)$ and reduce them (following [12]) to the systems of integral equations, then some of the systems obtained lead to ill-posed (incorrect) problems. If this takes place (for certain values of the remaining nonzero parameters $\tau_{ \pm}$and the exterior boundary conditions), there are two possibilities: the symbols of the corresponding singular integral operators with fixed point singularities are degenerate at infinity, or the systems of integral equations degenerate from the second kind to the first one at zero point. Hence, the respective systems are incorrect problems, in general.

Returning to the systems of the functional-difference equations ( $\tau>0$ ), they cannot be uniquelly transformed, in the general case, to the systems of integral equations. The process depends essentially on the external boundary conditions, and the parameters $\tau_{ \pm}, \tau$. Nevertheless, all the systems of functional-difference equations for all values of the parameters are reduced to a similar class of systems of singular integral equations with fixed point singularities investigated in [10, 11]. In the majority of cases the systems obtained are degenerate. Taking this fact into account, other procedures to reduce the systems of the functional-difference equations to the systems of integral equations for certain cases are also proposed. For all cases of the boundary conditions under consideration and all values of the parameters $\tau_{ \pm}, \tau$ characterizing the "nonideal" interfacial contact, the systems of the integral equations are investigated. So the indices of the nondegenerate operators in Banach spaces of summable functions with a weight are calculated for different parameters of the spaces. In the cases when the operators are degenerate, the theories developed in $[18,19]$ are used to investigate the corresponding systems, and the indices of normalized operators are calculated.

In the first section we formulate the problems. In the next one, all the problems are reduced to certain systems of functional-difference equations. In the third section, the systems obtained are transformed to systems of singular integral equations for such values of parameters for which the initial systems are of functional type only $(\tau=0)$. The symbols of the corresponding integral operators are investigated and theorems concerning the solvability of the systems of equations are presented. Separately we consider those systems for which the corresponding integral operators are not normally solvable. In the fourth section, the general functional-difference systems ( $\tau>0$ ) are reduced to systems of integral equations and the symbols of the corresponding operators are investigated for nondegenerate operators as well as in opposite cases.

So, all problems of Poisson's equations under different exterior and interior boundary conditions have been solved. In the Appendix the formulae are given which make it possible to use the results of this paper and [12] in solving the boundary value problems for linear partial-differential equations of divergence form. Such equations prescribe Mode III problems or similar physical problems (e.g. heat conduction and mass diffusion in solids, theory of consolidation and the like [16]) in anisotropic nonhomogeneous bodies.

## 2. Problem formulation

Let us consider the infinite domain presented in Fig. 1 consisting of a layered part $\Omega_{L}=\bigcup_{i=1}^{n} \Omega_{i}$ and two wedge parts $\Omega^{+}=\bigcup_{j=1}^{l} \Omega_{j}^{+}, \Omega^{-}=\bigcup_{k=1}^{m} \Omega_{k}^{-}$.


Fig. 1. Domain $\Omega$ under consideration.
By $\Gamma_{i}(i=1,2, \ldots, n-1)$ we denote interior boundaries between the regions $\Omega_{i}$ and $\Omega_{i+1}$. Similarly, $\Gamma_{j}^{+}(j=1,2, \ldots, l-1)$ and $\Gamma_{k}^{-}(k=1,2, \ldots, m-1)$ are the interior boundaries between the corresponding wedge regions. Thus, by $\Gamma_{n}$,
$\Gamma_{0}^{+}$and $\Gamma_{m}^{-}$we denote the exterior boundaries of the layered region $\left(\Omega_{L}\right)$, or the wedges ( $\Omega^{ \pm}$), respectively. Besides, let $\Gamma_{0}=\Gamma_{l}^{+} \cup \Gamma_{0}^{-}$denote the interior boundary between the different parts of the domain $\Omega$.

We shall seek the function $u\left(x_{1}, x_{2}\right)$ which satisfies Poisson's equation (2.1) inside the corresponding regions $\Omega_{i}, \Omega_{j}^{+}, \Omega_{k}^{-}$:

$$
\begin{align*}
-\mu_{i} \Delta u_{i} & =W_{i}, & & \left(x_{1}, x_{2}\right) \in \Omega_{i}, \\
-\mu_{j}^{+} \Delta u_{j}^{+} & =W_{j}^{+}, & & (r, \theta) \in \Omega_{j}^{+},  \tag{2.1}\\
-\mu_{k}^{-} \Delta u_{k}^{-} & =W_{k}^{-}, & & (r, \theta) \in \Omega_{k}^{-},
\end{align*}
$$

with certain positive constants $\mu_{i}, \mu_{j}^{+}, \mu_{k}^{-}$.
Along the interior boundaries of the layered domain $\Omega_{L}$ the conditions hold:

$$
\begin{align*}
\left.\left(u_{i+1}-u_{i}-\mu_{i} \tau_{i} \frac{\partial}{\partial x_{2}} u_{i}\right)\right|_{\Gamma_{i}} & =\delta u_{i}\left(x_{1}\right),  \tag{2.2}\\
\left.\frac{\partial}{\partial x_{2}}\left(\mu_{i+1} u_{i+1}-\mu_{i} u_{i}\right)\right|_{\Gamma_{i}} & =\delta q_{i}\left(x_{1}\right),
\end{align*} \quad x_{1} \in \mathbb{R}, \quad i=1,2, \ldots, n-1 . \quad . \quad .
$$

Analogous relations for the interior boundaries of wedged domains $\Omega^{ \pm}$are given in the form:

$$
\begin{align*}
& \left.\left(u_{j+1}^{+}-u_{j}^{+}-\mu_{j}^{+} \tau_{j}^{+} \frac{\partial}{\partial \theta} u_{j}^{+}\right)\right|_{\Gamma_{j}^{+}}=\delta u_{j}^{+}(r), \quad r \in \mathbb{R}_{+},  \tag{2.3}\\
& \left.\frac{1}{r} \frac{\partial}{\partial \theta}\left(\mu_{j+1}^{+} u_{j+1}^{+}-\mu_{j}^{+} u_{j}^{+}\right)\right|_{\Gamma_{j}^{+}}=\delta q_{j}^{+}(r), \quad r \in \mathbb{R}_{+}, \quad j=1,2, \ldots, l-1 ; \\
& \left.\left(u_{k+1}^{-}-u_{k}^{-}-\mu_{k}^{-} \tau_{k}^{-} \frac{\partial}{\partial \theta} u_{k}^{-}\right)\right|_{\Gamma_{k}^{-}}=\delta u_{k}^{-}(r), \quad r \in \mathbb{R}_{+}, \\
& \left.\frac{1}{r} \frac{\partial}{\partial \theta}\left(\mu_{k+1}^{-} u_{k+1}^{-}-\mu_{k}^{-} u_{k}^{-}\right)\right|_{\Gamma_{k}^{-}}=\delta q_{k}^{-}(r), \quad r \in \mathbb{R}_{+}, \quad k=1,2, \ldots, m-1,
\end{align*}
$$

where $\tau_{i}, \tau_{j}^{+}, \tau_{k}^{-} \geq 0$ are certain constants.
Finally, the last of the interior conditions between the regions of different geometry (along the boundaries $\Gamma_{l}^{+}, \Gamma_{0}^{-}$) are of the general form:

$$
\begin{align*}
\left.\left(u_{1}-u_{l}^{+}-\mu_{1} \tau \frac{\partial}{\partial x_{2}} u_{1}-\mu_{l}^{+} \tau_{+} \frac{\partial}{\partial \theta} u_{l}^{+}\right)\right|_{\Gamma_{l}^{+}} & =\delta u^{+}\left(x_{1}\right), \\
\left.\frac{\partial}{\partial x_{2}}\left(\mu_{1} u_{1}-\mu_{l}^{+} u_{l}^{+}\right)\right|_{\Gamma_{l}^{+}} & =\delta q^{+}\left(x_{1}\right), \quad x_{1}>0 ;  \tag{2.5}\\
\left.\left(u_{1}-u_{1}^{-}-\mu_{1} \tau \frac{\partial}{\partial x_{2}} u_{1}+\mu_{1}^{-} \tau_{-} \frac{\partial}{\partial \theta} u_{1}^{-}\right)\right|_{\Gamma_{0}^{-}} & =\delta u^{-}\left(x_{1}\right), \\
\left.\frac{\partial}{\partial x_{2}}\left(\mu_{1} u_{1}-\mu_{1}^{-} u_{1}^{-}\right)\right|_{\Gamma_{0}^{-}} & =\delta q^{-}\left(x_{1}\right), \quad x_{1}<0,
\end{align*}
$$

with the constants $\tau, \tau_{ \pm} \geq 0$.

Now we define the exterior boundary conditions for the domain $\Omega$. So, on the wedge boundaries $\Gamma_{0}^{+}, \Gamma_{m}^{-}$, one of the following relations holds:
(a)
(b)

$$
\begin{align*}
\left.u_{1}^{+}\right|_{\Gamma_{0}^{+}} & =\delta u_{0}^{+}(r), & & r \in \mathbb{R}_{+}, \\
\left.\mu_{1}^{+} \frac{1}{r} \frac{\partial}{\partial \theta} u_{1}^{+}\right|_{\Gamma_{0}^{+}} & =\delta q_{0}^{+}(r), & & r \in \mathbb{R}_{+}, \tag{2.7}
\end{align*}
$$

(a)
(b) $\left.\quad \mu_{m}^{-} \frac{1}{r} \frac{\partial}{\partial \theta} u_{m}^{-}\right|_{\Gamma_{m}^{-}}=-\delta q_{m}^{-}(r), \quad r \in \mathbb{R}_{+}$.

On the exterior boundary $\Gamma_{n}$ we shall consider conditions (a), (b) analogous to (2.7), (2.8) and the relation (c):

$$
\begin{equation*}
u_{\left.n\right|_{\Gamma_{n}}}=-\delta u_{n}\left(x_{1}\right), \quad x_{1} \in \mathbb{R} \tag{2.9}
\end{equation*}
$$

(b) $\quad \mu_{n} \frac{\partial}{\partial x_{2}} u_{\left.n\right|_{\Gamma_{n}}}=-\delta q_{n}\left(x_{1}\right), \quad x_{1} \in \mathbb{R}$,
(c) $\quad \lim _{x_{2} \rightarrow \infty} u_{n+1}=0$.

In the case (c) we assume that the last region $\Omega_{n+1}$ is a half-plane. Then the condition (2.9) a means that the solution of the problem tends to zero both at $x_{2} \rightarrow \infty$ and $x_{1} \rightarrow \infty$. Consequently, we have here nine different combinations of exterior conditions. The corresponding problems (2.1)-(2.6) with the boundary conditions (2.7)-(2.9) are denoted by ( $\left.\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$, where $\left(\mathcal{J}^{+}=1,2 ; \mathcal{J}^{-}=\right.$ 1,$2 ; \mathcal{J}=1,2,3$ ). Here the value of $\mathcal{J}^{+}$is 1 (or 2 ) if the condition (2.7) (or $(2.7)_{\mathrm{b}}$ ) holds. In an analogous way, one can define the values of $\mathcal{J}^{-}, \mathcal{J}$ from the conditions (2.8) and (2.9), respectively.

We assume that all known functions which appear in the equations and the boundary conditions are sufficiently smooth and their behaviour near zero and infinity points is specifically defined (for details see (1.10) in [12]). In the opposite case (when the defined functions are not smooth and have some singularities), it is easy to find special solutions of the problems accounting for these singularities. Then due to the linearity of the problems, the solution of the initial problem can be represented as a sum of the solutions.

We shall seek the regular solutions of the problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ in the class of functions $\operatorname{LW}(\Omega)$ such that $u \in \operatorname{LW}(\Omega)$ if the following relations are true:
$(2.10)_{1} \quad u_{\left.\right|_{G}} \in \mathbf{C}^{2}(G) ;$
$(2.10)_{2} \quad\left\{\begin{aligned} u\left(x_{1}, x_{2}\right) & =O\left(r^{-\gamma_{1}}\right), \\ r \operatorname{grad} u(r) & =O\left(r^{-\gamma_{2}}\right), \quad\left(x_{1}, x_{2}\right) \in G, \quad r=\sqrt{x_{1}^{2}+x_{2}^{2}} \rightarrow \infty ;\end{aligned}\right.$

$$
\begin{cases}u\left(x_{1}, x_{2}\right)=u_{*}+O\left(r^{\gamma_{0}} \ln ^{k} r\right), & \left(x_{1}, x_{2}\right) \in \Omega_{L},  \tag{2.10}\\ u\left(x_{1}, x_{2}\right)=v_{ \pm}+O\left(r^{\gamma_{0}}\right), & \left(x_{1}, x_{2}\right) \in \Omega^{ \pm}, \quad r \rightarrow 0 .\end{cases}
$$

Here $G$ denotes all regions of $\Omega$, and $\gamma_{0}, \gamma_{1}, \gamma_{2}\left(0<\gamma_{0} \leq 1 ; \gamma_{1}, \gamma_{2}>0\right), k+1 \in \mathbb{N}$ are certain constants which will be found by solving the problem. Besides, in the cases of the first type boundary condition, at least on one exterior boundary of the wedge ( $\mathcal{J}^{+} \mathcal{J}^{-}<4$ ), additional relation corresponding to the respective notch surface holds:

$$
\begin{equation*}
v_{ \pm}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)=0 \quad\left(\mathcal{J}^{ \pm}=1\right) \tag{2.11}
\end{equation*}
$$

It has been shown in [12] for the case of the "ideal" contact conditions along the interfacial boundary $\Gamma_{0}\left(\tau, \tau_{ \pm}=0\right)$ that $v_{ \pm}=u_{*}, k=0$. In spite of the fact that the values of parameters $\gamma_{0}, \gamma_{1}, \gamma_{2}$ are different for the "ideal" contact and the "nonideal" one, they are positive. Therefore, all problems (2.1)-(2.9) in the class $\operatorname{LW}(\Omega)$ have unique solutions, because functions of that class belong to "energetic spaces" ([14]) of the respective boundary value problems. The fact that $v_{ \pm}=0$ in the same problems follows from the corresponding boundary conditions and from the properties of the functions belonging to $\mathrm{LW}(\Omega)$.

## 3. Reduction of the problems to systems of functional-difference equations

Applying the Fourier and Mellin transforms to the Poisson's equation (2.1) and to the exterior and interior boundary conditions (2.2)-(2.9) in each respective composite domains $\Omega_{L}, \Omega^{ \pm}$, and using the sweep method [7], we obtain the following relations between the transformations of unknown functions and their derivatives along the boundary $\Gamma_{0}$ (see Eqs. (A.22), (A.45), (A.46) in Appendix A [12]):

$$
\begin{align*}
\mathbf{u}_{b}^{1}(\lambda) & =M_{p}(\lambda) \mathbf{p}_{b}^{1}(\lambda)+m_{p}^{+}(\lambda)+m_{p}^{-}(\lambda),  \tag{3.1}\\
\mathbf{v}_{t}^{l}(s) & =M_{q}(s) \mathbf{q}_{t}^{l}(s)+m_{q}(s),  \tag{3.2}\\
\mathbf{w}_{b}^{1}(s) & =M_{r}(s) \mathbf{r}_{b}^{1}(s)+m_{r}(s), \tag{3.3}
\end{align*}
$$

where

$$
\begin{gathered}
\mathbf{u}_{b}^{1}(\lambda)=\bar{u}_{\left.1\right|_{\Gamma_{0}}}, \quad \mathbf{v}_{t}^{l}(s)=\left.\tilde{u}_{l}^{+}\right|_{\Gamma_{t}^{+}}, \quad \mathbf{w}_{b}^{1}(s)=\tilde{u}_{\left.1\right|_{\Gamma_{0}^{-}} ^{-}} \\
\mathbf{p}_{b}^{1}(\lambda)=\mu_{1} \frac{\partial}{\partial x_{2}} \bar{u}_{\left.1\right|_{\Gamma_{0}}}, \quad \mathbf{q}_{t}^{l}(s)=\left.\mu_{l}^{+} \frac{\partial}{\partial \theta} \tilde{u}_{l}^{+}\right|_{\Gamma_{l}^{+}}, \quad \mathbf{r}_{b}^{1}(s)=\left.\mu_{1}^{-} \frac{\partial}{\partial \theta} \tilde{u}_{1}^{-}\right|_{\Gamma_{0}^{-}} .
\end{gathered}
$$

Here, the Fourier transformation $\bar{f}(\lambda)$ and Mellin transformation $\tilde{f}(s)$ of a function $f$ are defined in the usual way (see (A.2), (A.28) [12]). Functions $M_{p}, m_{p}^{ \pm}$, $M_{q}, m_{q}, M_{r}, m_{r}$ are obtained in [12] (Appendix A (A.23), (A.47)). Their behaviour depends essentially on the exterior boundary conditions (2.7)-(2.9) (see Lemma A1, Lemma A2 of the mentioned paper).

Define the unknown odd and even functions $z_{-}, z_{+}$by the relation:

$$
\begin{equation*}
z_{+}\left(x_{1}\right)+z_{-}\left(x_{1}\right)=\mu_{1} \frac{\partial}{\partial x_{2}} u_{\left.\right|_{\Gamma_{0}}} ; \tag{3.4}
\end{equation*}
$$

then, applying the line of reasoning used in Sec. 2 [12], the remaining contact conditions (2.5), (2.6) can be reduced to the following systems of functional-difference equations:

$$
\begin{equation*}
\widehat{\mathbf{Y}}(s)-\mu_{1} \tau \widehat{\mathbf{Z}}(s-1)=\boldsymbol{\Phi}(s) \hat{\mathbf{Z}}(s)+F(s), \quad \max \left\{0,1-\gamma_{0}\right\}<\Re s<\gamma_{\infty} \tag{3.5}
\end{equation*}
$$

where we introduce the symbols: $\widehat{u}(s)=\widetilde{u}(-s), d_{*}(s)=z_{*}^{+} \pi \Gamma(s)$, $\gamma_{\infty}=\min \left\{1, \gamma_{1}, \gamma_{2}\right\}$,

$$
\begin{aligned}
& \mathbf{Y}(\lambda)=\mu_{1} \lambda M_{p} \mathbf{Z}(\lambda)+H_{Z}(\lambda), \quad \mathbf{Z}(\lambda)=\left[\begin{array}{c}
\bar{z}_{+}^{*}(\lambda) \\
i \bar{z}_{-}(\lambda)
\end{array}\right], \\
& H_{Z}(\lambda)=\mu_{1} \lambda\binom{\frac{M_{p} z_{*}^{+}}{1+\lambda^{2}}+m_{p}^{+}}{i m_{p}^{-}}, \\
& F(s)=F\left(s, t_{+}, t_{-}, \tau\right)=\frac{\mu_{1}}{\Gamma(s) \sin \pi s}\binom{\left(d_{+}(s)+\left[s M_{+}+s t_{-}+\tau\right] d_{*}(s)\right) \sin \frac{\pi s}{2}}{\left(d_{-}(s)-s\left[M_{-}+t_{+}\right] d_{*}(s)\right) \cos \frac{\pi s}{2}}, \\
& \Phi(s)=\Phi\left(s, t_{+}, t_{-}\right)=\mu_{1}\left(\begin{array}{cc}
-s\left[M_{-}(s)+t_{+}\right] \operatorname{tg} \frac{\pi s}{2} & -s\left[M_{+}(s)+t_{-}\right] \\
s\left[M_{+}(s)+t_{-}\right] & s\left[M_{-}(s)+t_{+}\right] \operatorname{ctg} \frac{\pi s}{2}
\end{array}\right) \\
& \begin{array}{c}
z_{+}^{*}(\lambda)=\bar{z}_{+}(\lambda)-z_{*}^{+}\left(1+\lambda^{2}\right)^{-1}, \\
2 z_{+}^{*}\left(x_{1}\right)=z_{+}\left(x_{1}\right)-z_{*}^{+} \pi \exp \left(-\left|x_{1}\right|\right), \\
2 d_{ \pm}(s)=M_{q}(s) \pm M_{r}(s), \\
2 t_{ \pm}=\tau^{+} \pm \tau^{-},
\end{array} \\
& \begin{array}{c}
\left.M_{r}-\tau^{-}\right] \widetilde{\delta q}^{-}(s+1) \mp\left[M_{q}+\tau^{+}\right] \widetilde{\delta q}^{+}(s+1) \\
+m_{r} \pm m_{q}+\widetilde{\delta u}^{-}(s) \pm \widetilde{\delta u}^{+}(s) .
\end{array}
\end{aligned}
$$

The unknown constant $z_{*}^{+}=\bar{z}_{+}(0)$ for some types of the boundary conditions can be defined from a priori estimates (see (A.24), (A.49) [12]):

$$
z_{*}^{+}= \begin{cases}\frac{1}{2 \pi} \Xi_{W}, & \mathcal{J}^{+}=\mathcal{J}^{-}=2, \quad \mathcal{J}=1,2,3  \tag{3.6}\\ -\Xi_{L}, & \mathcal{J}=2,3, \quad \mathcal{J}^{ \pm}=1,2 \\ \text { unknown, } & \text { for remaining problems }\end{cases}
$$

Here $2 \pi \Xi_{L}, \Xi_{W}=\Xi_{W}^{+}+\Xi_{W}^{-}$are the resultant vectors of all the exterior forces in the respective regions $\Omega_{L}, \Omega^{ \pm}$, and are defined in Lemma A1, Lemma A2 [12]. Besides, an additional condition should be satisfied

$$
\begin{equation*}
2 \pi \Xi_{L}+\Xi_{W}=0 \tag{3.7}
\end{equation*}
$$

for the solvability of the problems $\left(\mathcal{J}, \mathcal{J}^{+}, \mathcal{J}^{-}\right), \mathcal{J}^{ \pm}=2 ; \mathcal{J}=2,3$ (see Remark A1 [12]). But, for the remaining problems $(1,1,1)$ and $(1,2,1)$ the value of $z_{*}^{+}$ can not be calculated from a priori estimates and will be obtained by solving the problems.

A priori estimates (A24) [12] following from the properties of the functions from the class $\mathbf{L W}(\Omega)$ lead to the result that the vector-functions $\widehat{\mathbf{Y}}(s), \widehat{\mathbf{Z}}(s)$ are analytic in the strips $-\gamma_{0}<\Re s<\gamma_{1}$ and $-\gamma_{0}<\Re s<\gamma_{2}$, respectively. Using Lemma A1 and Eq. (2.17) from [12] it can be seen that

$$
\begin{equation*}
\mathbf{Y}(\lambda)+\mathbf{Z}(\lambda)=O\left(\lambda^{-2}\right), \quad \lambda \rightarrow \infty \tag{3.8}
\end{equation*}
$$

Taking this fact into account, we rewrite the systems of functional-difference equations (3.5) inside the strip $\max \left\{0,1-\gamma_{0}\right\}<\Re s<\gamma_{\infty}$, in the form:

$$
\begin{equation*}
[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)=\mu_{1} \tau \widehat{\mathbf{Z}}(s-1)+\boldsymbol{\Phi}_{*}(s) \widehat{\mathbf{Z}}(s)+F(s), \quad \boldsymbol{\Phi}_{*}(s)=\mathbf{I}+\boldsymbol{\Phi}(s) \tag{3.9}
\end{equation*}
$$

then the left-hand side of (3.9) is an analytic vector-function in the strip $-2<$ $\Re s<\gamma_{\infty}$, which is wider than the analyticity strips of $\widehat{\mathbf{Y}}(s), \widehat{\mathbf{Z}}(s)$.

These systems for the case $\tau, \tau_{ \pm}=0$ have been investigated in [12]. Note that in the general case $\tau, \tau_{ \pm}>0$ not only there exists the term with the shifted argument, but the behaviour of the matrix-functions $\Phi_{*}(s)$ (depending on the values of $\tau_{ \pm}$) is different from that in [12].
4. Analysis of the system of equations (3.9) in the case $\tau=0, t_{+}>0$

First of all let us note, that the system of Eqs. (3.9) in this case is not a difference system, but a functional system only:

$$
\begin{equation*}
[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)=\Phi_{*}(s) \widehat{\mathbf{Z}}(s)+F(s), \quad 0<\Re s<\gamma_{\infty} \tag{4.1}
\end{equation*}
$$

We need the following Lemma generalizing the corresponding one from [12]:
Lemma. For each problem $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ there exists $\nu_{\infty}=\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)(0<$ $\left.\nu_{\infty}<1\right)$ such that a matrix-function $\Phi_{*}^{-1}(s)$ inverse to $\Phi_{*}$ is analytic in region $|\Re s|<\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)$, and satisfies the estimates:
1.

$$
\begin{aligned}
& \Phi_{*}^{-1}(s)=\left\{\begin{array}{ll}
\chi_{+} \mathbf{I}+\chi_{-} \mathbf{E} \operatorname{tg}(\pi s / 2), & t_{-}=t_{+}=0, \\
\left(2 \varpi_{ \pm}\right)^{-1}[\mathbf{I} \mp \mathbf{E} \operatorname{tg}(\pi s / 2)], & t_{-}=\mp t_{+}, \quad t_{+}>0, \\
\mathbf{T}(s), & t_{+}^{2} \neq t_{-}^{2}, \quad t_{+}>0,
\end{array}\right\}+\Phi_{* *}(s) ; \\
& \Phi_{* *}(s)=\left\{\begin{array}{ll}
O\left(e^{-\varepsilon|\Im s|}\right), & t_{-}=t_{+}=0, \\
O\left(|\Im s|^{-1}\right), & t_{-}=\mp t_{+}, \\
t_{+}>0, \\
O\left(|\Im s|^{-2}\right), & t_{+}^{2} \neq t_{-}^{2}, \\
t_{+}>0,
\end{array}\right\}, \quad|\Im s| \rightarrow \infty ;
\end{aligned}
$$

$$
\operatorname{det} \Phi_{*}^{-1}(s)=\left\{\begin{array}{ll}
O(1), & t_{-}=t_{+}=0, \\
O\left(|\Im s|^{-1}\right), & t_{-}=\mp t_{+}, \quad t_{+}>0, \\
O\left(|\Im s|^{-2}\right), & t_{+}^{2} \neq t_{-}^{2}, \quad t_{+}>0,
\end{array}\right\}, \quad|\Im s| \rightarrow \infty ;
$$

for all problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right), \mathcal{J}^{ \pm}=1,2 ; \mathcal{J}=1,2,3$;
2.

$$
\Phi_{*}^{-1}(s)=\left\{\begin{array}{ll}
\mathbf{A}_{1}+a_{1} s \mathbf{E}, & \mathcal{J}^{ \pm}=1, \quad \mathcal{J}=1,2,3 \\
\mathbf{A}_{2}+a_{2} s \mathbf{E}, & \mathcal{J}^{+} \mathcal{J}^{-}>1, \quad \mathcal{J}=1,2,3,
\end{array}\right\}+O\left(s^{2}\right), \quad s \rightarrow 0
$$

$$
\operatorname{det} \Phi_{*}^{-1}(s)=\left\{\begin{array}{ll}
b_{1}, & \mathcal{J}^{ \pm}=1, \quad \mathcal{J}=1,2,3 \\
0, & \mathcal{J}^{+} \mathcal{J}^{-}>1, \quad \mathcal{J}=1,2,3,
\end{array}\right\}+O\left(s^{2}\right), \quad s \rightarrow 0
$$

Here the constants and the matrices are calculated by the relations:

$$
\begin{aligned}
\chi_{ \pm} & =\frac{\varpi_{-} \pm \varpi_{+}}{\varpi_{-}^{2}+\varpi_{+}^{2}}, \quad b_{1}=\frac{\pi}{\pi+\mu_{1}\left(\eta_{+}+\eta_{-}+2 t_{+}\right)} \\
a_{1} & =\frac{\mu_{1} b_{1}}{2}\left(\eta_{+}-\eta_{-}+2 t_{-}\right), \quad b_{2}=\frac{c_{+}+c_{-}}{c_{+}+c_{-}+\pi \mu_{1} c_{-} c_{+}} \\
a_{2} & =\frac{\pi}{2} \frac{c_{+}-c_{-}}{c_{+}+c_{-}} b_{2}, \quad \varpi_{-}=1+\frac{\mu_{1}}{\mu_{1}^{-}}, \quad \varpi_{+}=1+\frac{\mu_{1}}{\mu_{l}^{+}} \\
c_{+} & =\left(\mathcal{J}^{+}-1\right) \zeta_{l}^{+}, \quad c_{-}=\left(\mathcal{J}^{-}-1\right) \zeta_{1}^{-}, \quad \varepsilon=\min \left\{\phi_{l}^{+}, \phi_{1}^{-}\right\} \\
\mathbf{T}(s) & =\frac{1}{s \mu_{1}\left(t_{-}^{2}-t_{+}^{2}\right)}\left(\begin{array}{cc}
-t_{+} \operatorname{tg}(\pi s / 2) & t_{-} \\
-t_{-} & -t_{+} \operatorname{tg}(\pi s / 2)
\end{array}\right) \\
\mathbf{E} & =\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad \mathbf{A}_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & b_{1}
\end{array}\right), \quad \mathbf{A}_{2}=\left(\begin{array}{cc}
b_{2} & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

but the values of constants $\zeta_{l}^{+}, \zeta_{1}^{-}, \eta_{+}, \eta_{-}$are defined in Lemma A2 from [12].
As one can see, the behaviour of the matrix-function $\Phi_{*}^{-1}(s)$ at infinity depends on the type of the interfacial contact conditions (on the values of the parameters $t_{+}, t_{-}$). The corresponding three cases (see 1 ) we shall denote by the upper index $j=1,2,3$. However, the behaviour near the zero point depends on the conditions along the boundaries of the exterior wedges (on the values of the parameters $\mathcal{J}^{ \pm}$). The respective two cases (see 2 ) we shall denote by the lower index $k=1,2$.

Remark 1. Let us note that the function det $\Phi_{*}(s)$ has in the strip $(0<\Re s<1)$ one zero in the first case of Lemma $\left(t_{+}=t_{-}=0\right)$ only, and this zero is real (see [12]). In the remaining cases $\left(t_{+}>0\right)$ the determinant has two zeros with different real parts in this strip. It means that the gradient of the solution of the corresponding boundary value problem will have two singularity terms near the wedge tip.

Remark 2. When all geometrical and mechanical parameters of the boundary value problem are symmetrical with respect to the $O X_{2}$-axis (see Corollary A2 [12]), the systems of the equations (3.9), (4.1) split into two independent equations, because the matrix-function $\Phi_{*}(s)$ is diagonal in such situations. Then one can conclude that $\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{+}\right)=\min \left\{\omega_{\infty}\left(1, \mathcal{J}^{+}\right), \omega_{\infty}\left(2, \mathcal{J}^{+}\right)\right\}$, where $\omega_{\infty}\left(1, \mathcal{J}^{+}\right), \omega_{\infty}\left(2, \mathcal{J}^{+}\right)$are zeros of the corresponding diagonal elements of the matrix-function $\boldsymbol{\Phi}_{*}(s)$.

Typical graphs of the function $\operatorname{det} \Phi_{*}(s)$ in the interval $(0,1)$ for the problems $(2,2, \mathcal{J})(\mathcal{J}=1,2,3)$ when the wedge regions $\Omega^{ \pm}$are represented by two symmetrical wedges with angles $\pi / 2$, and the mechanical parameters are symmet rical also with respect to $O X_{2}$-axis $\left(\mu_{1}^{+}=\mu_{1}^{-}, \tau^{+}=\tau^{-}\right)_{r}$ are presented in the Fig. 2a, b.


FIG. 2. Graphs of the function $\operatorname{det} \Phi_{\bullet}(s)$ in the interval $(0,1)$ in the case $\mu_{1}^{+}=\mu_{1}^{-}, \tau_{+}=\tau_{-}$.
Here continuous lines correspond to the "ideal" $\left(\tau_{ \pm}=0\right)$ contact, but dashed and dotted lines correspond to "non-ideal" contact with respective values of dimensionless parameter $\mu_{1}^{+} \tau_{+}=0.01,0.05,0.25$.

Let us note that the values of the first zero $\nu_{\infty}(2,2)$ for small magnitudes of $\mu_{1}^{+} \tau_{+}<0.1$ differ but little from the values of the unique zero for the "ideal" contact condition $\left(\tau_{+}=0\right)$. Numerical results for the values of the mentioned two zeros of the function $\boldsymbol{\Phi}_{*}(s)$, for certain geometry and exterior boundary conditions, are presented in [13].

Taking into account the results of the Lemma, we can rewrite the systems of the functional equations (4.1) in an equivalent form:

$$
\begin{equation*}
\boldsymbol{\Phi}_{*}^{-1}(s)[\hat{\mathbf{Y}}+\hat{\mathbf{Z}}](s)-\boldsymbol{\Phi}_{*}^{-1}(s) F(s)=\widehat{\mathbf{Z}}(s), \quad 0<\Re s<\min \left\{\nu_{\infty}, \gamma_{\infty}\right\} . \tag{4.2}
\end{equation*}
$$

Note that the vector-functions $\boldsymbol{\Phi}_{*}^{-1}(s)[\hat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)$ and $\widehat{\mathbf{Z}}(s)$ are analytic in the strip $-\min \left\{\nu_{\infty}, \gamma_{0}\right\}<\Re s<\min \left\{\gamma_{\infty}, \nu_{\infty}\right\}$, at least. However, the vector-function $\boldsymbol{\Phi}_{*}^{-1}(s) F(s)$ can have, in general, a pole at the point $s=0$. By investigating the
behaviour of the vector-function $F(s)$ near the zero point in a similar way as in [12] (we do not present the respective results in this paper) it can be shown that the vector-function $\boldsymbol{\Phi}_{*}^{-1}(s) F(s)$ is analytic in the strip $-\nu_{\infty}<\Re s<\nu_{\infty}$ for the value of the parameter $z_{*}^{+}$defined in (3.6). Besides, $\boldsymbol{\Phi}_{*}^{-1}(s) F(s)$ has also no pole in this strip in the problems for which this parameter can not be known from (3.6). Finally, this vector-function tends to zero in the strip along any line parallel to the imaginary axis for all the considered problems.

Further, it is evident that the first pole of the vector-function $\widehat{\mathbf{z}}(s)$ which is the nearest to the imaginary axis in half-plane $\Re s<0$ coincides with the comesponding pole of the vector-functions $\Phi_{*}^{-1}(s)[\hat{\mathbf{Y}}+\hat{\mathbf{Z}}](s), \boldsymbol{\Phi}_{*}^{-1}(s) F(s)$, hence:

$$
\begin{equation*}
\gamma_{0}=\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right) \tag{4.3}
\end{equation*}
$$

The other parameters from the definition of the class $\mathrm{LW}(\Omega)$ can be also found,

$$
\begin{align*}
& v_{ \pm}=u_{*}  \tag{4.4}\\
& u_{*}=\frac{2}{\mu_{1}} \int_{0}^{\infty} \mathbf{y}_{1}(\lambda) \frac{d \lambda}{\lambda} \equiv 2 \int_{0}^{\infty}\left[M_{p}(\lambda) \mathbf{z}_{1}(\lambda)+\left(\mu_{1} \lambda\right)^{-1} h_{Z}^{(1)}(\lambda)\right] d \lambda,
\end{align*}
$$

where $\mathbf{y}_{1}, \mathbf{z}_{1}, h_{Z}^{(1)}$ are the first components of the vector-functions $\mathbf{Y}, \mathbf{Z}, H_{Z}$ (see (3.5)).

### 4.1. Reduction of the systems of functional equations to systems of integral equations

Let us recall that the system (4.1) under the first assumptions $t_{+}=0\left(\tau^{ \pm}=0\right)$ has been investigated in [12]. For the cases $t_{+}>0$ these systems can be also reduced to systems of singular integral equations, taking into account the behaviour of the matrix-functions $\boldsymbol{\Phi}_{*}^{-1}(s)$ at the infinity point.

Thus, in the case $t_{-}=\mp t_{+}, t_{+}>0(j=2$ see Lemma), system (4.2) is written in the form:

$$
\begin{aligned}
& \Phi_{* *}(s)[\hat{\mathbf{Y}}+\hat{\mathbf{Z}}](s)+\left[\frac{1}{2 \varpi_{ \pm}} \hat{\mathbf{Y}}+\left(\frac{1}{2 \varpi_{ \pm}}-1\right) \hat{\mathbf{Z}}\right](s) \\
& \mp \frac{1}{2 \varpi_{ \pm}} \operatorname{tg} \frac{\pi s}{2} \mathbf{E}[\hat{\mathbf{Y}}+\hat{\mathbf{Z}}](s)=\Phi_{*}^{-1}(s) F(s) .
\end{aligned}
$$

Then, applying the inverse Mellin transform to this system, and using a line of reasoning similar to that used in Sec. 4 [12], we obtain a system of singular integral equations:

$$
\begin{array}{ll}
\mathcal{B}_{Z}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{Z}=\mathbf{G}_{Z}^{(2)}, & \mathcal{J}=1,3,  \tag{4.5}\\
\mathcal{J}_{Y}^{ \pm}=1,2 \\
\mathcal{J}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{Y}=\mathbf{G}_{Y}^{(2)}, & \mathcal{J}=2,3,
\end{array} \mathcal{J}^{ \pm}=1,2 ;
$$

where

$$
\begin{aligned}
& {\left[\mathcal{B}_{Z(Y)}^{(2)} \mathbf{u}\right](\lambda)=\mathbf{u}(\lambda)+\int_{0}^{\infty} K_{Z(Y)}^{(2)}(\lambda, \xi) \Psi^{(2)}(\lambda, \xi) \mathbf{u}(\xi) d \xi} \\
& \pm \frac{1}{\pi \varpi_{ \pm}} \mathbf{E} \int_{0}^{\infty} K_{Z(Y)}^{(2)}(\lambda, \xi) \mathbf{u}(\xi) \frac{\lambda d \xi}{\lambda^{2}-\xi^{2}}, \\
& K_{Z}^{(2)}(\lambda, \xi)=\frac{2 \varpi_{ \pm}\left(1+\mu_{1} \xi M_{p}(\xi)\right)}{\lambda \mu_{1} M_{p}(\lambda)+1-2 \varpi_{ \pm}}, \\
& K_{Y}^{(2)}(\lambda, \xi)=\frac{2 \varpi_{ \pm}\left(1+\left(\mu_{1} \xi M_{p}(\xi)\right)^{-1}\right)}{1+\left(1-2 \varpi_{ \pm}\right)\left(\lambda \mu_{1} M_{p}(\lambda)\right)^{-1}}, \\
& \mathbf{G}_{Z}^{(2)}(\lambda)=\frac{2 \varpi_{ \pm}}{\lambda \mu_{1} M_{p}(\lambda)+1-2 \varpi_{ \pm}} \\
& \mathbf{G}_{Y}^{(2)}(\lambda)=\frac{1}{\left(1-2 \varpi_{ \pm}\right)\left(\lambda \mu_{1} M_{p}(\lambda)\right)^{-1}+1} \\
& \times\left(\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) F(s) d s-\left[\mathcal{B}_{0}^{(2)} H_{Y}\right](\lambda)+H_{Y}(\lambda)\right), \\
& \left.\Psi^{(2)}(\lambda, \xi)=\frac{1}{2 \pi i \xi} \int_{-i \infty}^{i \infty} \Phi_{\Psi_{* *}-1}(s) F(s) d s-\left[\mathcal{B}_{0}^{(2)} H_{Z}\right](\lambda)\right), \\
& {\left[\mathcal{B}_{0}^{(2)} \mathbf{\xi}\right](\lambda)=\frac{1}{2 \varpi_{ \pm}} \mathbf{u}(\lambda)+\int_{0}^{\infty} \Psi^{(2)}(\lambda, \xi) \mathbf{u}(\xi) d \xi \pm \frac{1}{\pi \varpi_{ \pm}} \mathbf{E} \int_{0}^{\infty} \mathbf{u}(\xi) \frac{\lambda d \xi}{\lambda^{2}-\xi^{2}} .}
\end{aligned}
$$

In the third case $\left(t_{+}^{2} \neq t_{-}^{2}, t_{+}>0\right.$, see Lemma) the inverse Mellin transform can be directly applied to the system (4.2). Consequently, the systems of the integral equations are found:

$$
\begin{array}{lll}
\mathcal{B}_{Z}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{Z}=\mathbf{G}_{Z}^{(3)}, & \mathcal{J}=1,3, & \mathcal{J}^{ \pm}=1,2  \tag{4.6}\\
\mathcal{B}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{Y}=\mathbf{G}_{Y}^{(3)}, & \mathcal{J}=2,3, & \mathcal{J}^{ \pm}=1,2
\end{array}
$$

where

$$
\left[\mathcal{B}_{Z(Y)}^{(3)} \mathbf{u}\right](\lambda)=f_{Z(Y)}(\lambda) \mathbf{u}(\lambda)+\int_{0}^{\infty} K_{Z(Y)}^{(3)}(\xi) \Psi^{(3)}(\lambda, \xi) \mathbf{u}(\xi) d \xi,
$$

$$
\begin{aligned}
f_{Z}(\lambda) & =1, \quad f_{Y}(\lambda)=\frac{1}{\lambda \mu_{1} M_{p}(\lambda)}, \\
\Psi^{(3)}(\lambda, \xi) & =\frac{1}{2 \pi i \xi} \int_{-i \infty}^{i \infty} \Phi_{*}^{-1}(s)\left(\frac{\lambda}{\xi}\right)^{s} d s \\
K_{Z}^{(3)}(\xi) & =-\left(1+\mu_{1} \xi M_{p}(\xi)\right), \quad K_{Y}^{(3)}(\xi)=-\left[1+\left(\mu_{1} \xi M_{p}(\xi)\right)^{-1}\right], \\
\mathbf{G}_{Z}^{(3)}(\lambda) & =-\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) F(s) d s+\int_{0}^{i \infty} \Psi^{(3)}(\lambda, \xi) H_{Z}(\xi) d \xi \\
\mathbf{G}_{Y}^{(3)}(\lambda) & =-\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) F(s) d s+\int_{0}^{i \infty} \Psi^{(3)}(\lambda, \xi) H_{Y}(\xi) d \xi-H_{Y}(\lambda) .
\end{aligned}
$$

Basing on the results from $[2,10,11]$ it can be shown that the obtained operators $\mathcal{B}_{Z(Y)}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right), \mathcal{B}_{Z(Y)}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ for all of the problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ are bounded in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$[10] with any values of the parameters $-\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)<\alpha \leq \beta<\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right), 1 \leq p<\infty$. The right-hand sides of systems (4.5), (4.6) belong to the spaces $\mathbf{W}_{2(m)}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$for any $m \in \mathbb{N}$. Besides, all these systems of the integral equations are of the second kind, but the operators $\mathcal{B}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ are degenerate to the first kind in the point $\lambda=0$, in view of the behaviour of the function $M_{p}(\lambda)$ (see Lemma A1 from [12]).

From a priori estimates for the solutions of class $\mathrm{LW}(\Omega)$ it follows that the inclusions should be true:

$$
\mathbf{Y} \in \mathbf{W}_{2(1)}^{1, \alpha_{1}, \beta}\left(\mathbb{R}_{+}\right), \quad \mathbf{Z} \in \mathbf{W}_{2(1)}^{1, \alpha_{2}, \beta}\left(\mathbb{R}_{+}\right), \quad-\gamma_{i}<\alpha_{i}<0, \quad 0<\beta<\gamma_{0}
$$

Moreover, taking into account the smoothness of the kernels of the integral operators and the reasons given in Appendix B [12], it is sufficient to assume that for arbitrary $p \in[1, \infty)$ :

$$
\begin{equation*}
\mathbf{Y} \in \mathbf{L}_{2}^{p, \alpha_{1}, \beta}\left(\mathbb{R}_{+}\right), \quad \mathbf{Z} \in \mathbf{L}_{2}^{p, \alpha_{2}, \beta}\left(\mathbb{R}_{+}\right), \quad-\gamma_{i}<\alpha_{i}<0, \quad 0<\beta<\gamma_{0} \tag{4.7}
\end{equation*}
$$

Let the matrix-function $\mathbf{B}^{(j)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)\left(t \in \overline{\mathbb{R}}, j=2,3, \mathcal{J}^{ \pm}=1,2\right.$, $\mathcal{J}=1,2,3)$ denote the symbol of the corresponding operator $\mathcal{B}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ in the respective space (for definition of the symbol of singular operator see, for example, $[3,18]$ ). Then, basing on the results from [10] one can conclude that:

$$
\begin{align*}
\mathbf{B}_{Z}^{(j)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 1\right) & =\mathbf{I}-\Phi_{*}^{-1}(\alpha-i t) \\
\mathbf{B}_{Z(Y)}^{(j)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 3\right) & =\mathbf{I}-\left(1-\frac{\mu_{1}}{\mu_{n+1}}\right) \mathbf{\Phi}_{*}^{-1}(\alpha-i t),  \tag{4.8}\\
\mathbf{B}_{Y}^{(2)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 2\right) & =\Phi_{*}^{-1}(\alpha-i t)
\end{align*}
$$

Taking into account the fact that formulae of symbols of the operators $\mathcal{B}_{Z(Y)}^{(2)}$ $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ and $\mathcal{B}_{Z(Y)}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right),(\mathcal{J}=1,3)$ are of similar form, we will not use the upper indices $(j=2,3)$ when it does not involve difficulties. Note only that the matrix-function $\Phi_{*}^{-1}(s)$ depends on $j$ (on the values of $\tau_{ \pm}$).

Remark 3. Strictly speaking, all the operators $\mathcal{B}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ (as well as the operators from [12]) are isometrically equivalent (with the accuracy to compact operators) to some pair systems of integral equations on the axis with the kernels depending on the difference of the arguments [10]. Their symbols are represented in the forms $(t \in \overline{\mathbb{R}}, \theta= \pm 1)$ :

$$
\left.\operatorname{Symb} \mathcal{B}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)\right|_{L_{2}^{p, \alpha, \beta}}(t, \theta)=\mathbf{B}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \frac{1+\theta}{2}+\mathbf{I} \frac{1-\theta}{2}
$$

Hence, it is sufficient to investigate only the matrix-functions $\mathbf{B}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$. Thus we have denoted the symbol of the operator $\mathcal{B}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ by the corresponding matrix-function $\mathbf{B}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ instead of that written above. Besides, these matrix-functions are continuous in $\mathbb{R}$, but can have a point of discontinuity at infinity. Hence, they are not the symbols, but presymbols, in general (for details see $[2,8,18]$ ).

Note that the operators $\mathcal{B}_{Z}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)(j=2,3)$ are isometrically equivalent to the operators $\mathcal{B}_{Y}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)$ (see Remark B2 [12]). Consequently, it is sufficient to investigate only the first of them. Moreover, in the case $\mu_{1}=\mu_{n+1}$ these operators are the Fredholm ones (they can be represented in the form $I+\mathcal{K}$, where $\mathcal{K}$ is a compact operator), and we will not consider such situation below.

One can see that the symbols $\mathbf{B}_{Y}^{(2)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ of the operators $\mathcal{B}_{Y}^{(2)}\left(\mathcal{J}^{+}\right.$, $\left.\mathcal{J}^{-}, 2\right)$ are degenerate at the infinity point for any values of $\alpha$. Hence, these operators are not normally solvable in the considered spaces (see [18]) and the corresponding systems of integral equations are ill-posed problems [19]. The theory of such singular integral equations in classical spaces is constructed in [18].

### 4.2. Investigation of symbols of the nondegenerate operators

Let $\alpha=0$, then by $\nu_{0}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right),(\mathcal{J}=1,3)$ we denote the real parts of zeros of the determinants of the matrix-functions $\mathbf{B}_{Z}\left(-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)(\mathcal{J}=1,3)$, which are the nearest to the imaginary axis (inside half-plane $\Re s \geq 0$ ). Besides, by $\nu_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ we denote the real parts of the next zeros $\left(\nu_{*}>\nu_{0}\right)$. It can be shown that

$$
\begin{equation*}
0<\nu_{0}(2,2,1), \quad \nu_{0}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)<1, \quad \mathcal{J}^{ \pm}=1,2, \tag{4.9}
\end{equation*}
$$

and all zeros are real and simple. For other problems

$$
\nu_{0}(1,1,1)=\nu_{0}(1,2,1)=0
$$

and the orders of multiplicity of these real zeros are equal to two. Thus the problems with nondegenerate symbols are divided into two groups, depending on the values of the respective zeros.

First of all consider the first group (all of the problems for which $\nu_{0}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ $>0)$. Denote by $\alpha_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)=\min \left\{\nu_{0}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right), \nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)\right\}$. Then it is easy to see that for all values of $|\alpha|<\alpha_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ the indices of the respective operators are equal to zero:

$$
\begin{equation*}
\kappa=- \text { ind } \operatorname{det} \mathbf{B}_{Z(Y)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)=0, \quad|\alpha|<\alpha_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \tag{4.10}
\end{equation*}
$$

However, when we deal with the systems of integral equations, the partial indices $\kappa_{1}, \kappa_{2}$ play also an important role [4]. Using a line of reasoning similar to [12] it can be shown that the symbols of operators are definite matrix-functions [4] for these problems. Hence, we can prove the following theorem:

Theorem 1. Let $1 \leq p<\infty, m \in \mathbb{N}, \nu_{0}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)>0, \beta<\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)$, $\beta-\alpha \geq 0,|\alpha|<\alpha_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ then;

1) the operators $\mathcal{B}_{Z(Y)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$, in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$are normally solvable, and their indices and all partial (left-hand and right-hand) indices are equal to zero;
2) there exist the unique solutions of the corresponding systems of equations from $\mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right) \subset \mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$.

Results concerning asymptotics of the solutions near zero and infinity points, and the convergence of numerical method can be obtained analogously to those presented in [12].

Now, consider the operators for the problems $(1,1,1)$ and $(1,2,1)$ when $\nu_{0}=$ 0 . In these cases the index and partial (left-hand and right-hand) indices are calculated:

$$
\begin{aligned}
\kappa & =- \text { ind } \operatorname{det} \mathbf{B}_{Z(Y)}\left(\alpha-i t, 1, \mathcal{J}^{-}, 1\right)= \pm 1, \\
\kappa_{1}\left(1, \mathcal{J}^{-}, 1\right) & = \pm 1, \quad \kappa_{2}\left(1, \mathcal{J}^{-}, 1\right)=0,
\end{aligned}
$$

depending on the value $0< \pm \alpha<\min \left\{\nu_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right), \nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)\right\}$. For these problems the values of $z_{*}^{+}$are unknown (see (3.6)). Moreover, the right-hand sides of the systems (4.5), (4.6) can be represented in the form $\mathbf{G}_{Z}=\mathbf{G}_{Z}^{1}+z_{*}^{+} \mathbf{G}_{Z}^{2}$, where the vector-functions $\mathbf{G}_{Z}^{1}$ and $\mathbf{G}_{Z}^{2}$ belong to the spaces $\mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$. So we can prove the following theorems:

Theorem 2. Assume $1 \leq p<\infty,-\nu_{*}<\alpha<0, \beta<\nu_{\infty}, \beta-\alpha \geq 0, m \in \mathbb{N}$; then

1) the operators $\mathcal{B}_{Z}(1,1,1), \mathcal{B}_{Z}(1,2,1)$ in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$are normally solvable with the index $\kappa=-1$ and the partial (left-hand and right-hand) indices $\kappa_{1}=-1, \kappa_{2}=0$;
2) for these problems there exist unique values of $z_{*}^{+}$for which the systems of equations (4.5), (4.6) have (unique) solutions $\mathbf{Z}(\lambda)$ in the spaces $\mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right) \subset$ $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$.

Let us note that the systems of the integral equations in these cases can not be solved by applying numerical methods directly to the systems, as it has been stated in Theorem 1. To remedy this, the systems should be regularized (see $[3,9,18])$. Then the systems obtained will have unique solutions for arbitrary right-hand sides (for any values of $z_{*}^{+}$). Thus, solving the regularized systems for the right-hand sides corresponding to the individual vector-functions $\mathcal{G}_{Z}^{1}$ and $\mathcal{G}_{Z}^{2}$, the unique values of $z_{*}^{+}$can be found from the conditions (2.11) and relations (4.4). For these values of $z_{*}^{+}$the right-hand sides of the equations belong to kernels of the corresponding conjugate operators.

Theorem 3. Let $1 \leq p<\infty, 0<\alpha<\nu_{*}, \beta<\nu_{\infty}, \beta-\alpha \geq 0, m \in \mathbb{N}$, then

1) the operators $\mathcal{B}_{Z}(1,1,1), \mathcal{B}_{Z}(1,2,1)$ in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$are normally solvable with the index $\kappa=1$ and the partial (left-hand and right-hand) indices are $\kappa_{1}=1, \kappa_{2}=0$;
2) for these problems there exist unique nontrivial solutions $\mathbf{Z}_{0}$ of the homogeneous systems $(4.5)$, (4.6) which belong to any spaces $\mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$:

$$
\mathbf{Z}_{0} \in \bigcap_{p, \alpha, \beta} \mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)
$$

The asymptotics of the solutions from the Theorems $2-3$ can be obtained analogously to [12]. Note that nontrivial solutions of homogeneous boundary value problems which can be constructed from the nontrivial solutions of the corresponding homogeneous systems of the integral equations (Theorem 3) do not belong to class $\mathbf{L W}(\Omega)$. They tend to infinity (as $\ln r$ ) when $r \rightarrow \infty$. Such solutions play an important role in the asymptotic method theory (see [15]).

Remark 4. For the symmetrical problem $(1,1,1)$ the operator $\mathcal{B}_{Z}(1,1,1)$ splits into two scalar operators (Remark 2). Then, one of them has the index which is equal to zero (see the values of partial indices) and for the corresponding singular integral equation the Theorem 1 holds also true.

### 4.3. Investigation of the degenerate problems

Now we consider the operators $\mathcal{B}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)\left(\mathcal{J}^{ \pm}=1,2\right)$ which are not normally solvable in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$(the symbols are degenerate at infinity). They can be presented in the form:

$$
\mathcal{B}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)=\mathcal{B}_{2} \mathcal{P}+\mathcal{Q}+\mathcal{K}
$$

Here $\mathcal{P}, \mathcal{Q}$ are complementary projectors ( $\mathcal{P}+\mathcal{Q}=I$ ) of multiplying by the characteristic functions of the sets $(0,1)$ and $(1, \infty)$, respectively. The operators $\mathcal{B}_{2}$ are isometrically equivalent to the Wiener-Hopf integral operators in the classical spaces $\mathbf{L}_{2}^{p}(\mathbb{R})$ with the symbols $\mathbf{B}_{Y}^{(2)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$, but $\mathcal{K}$ are compact operators. We shall "normalize" the corresponding systems of integral equations following for the theory developed in [18]. First of all let us note, that the matrix-functions $\mathbf{B}_{Y}^{(2)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ can be represented depending on the value $t_{-}=\mp t_{+}$(see Lemma) in the following manner:

$$
\mathbf{B}_{Y}^{(2)}\left(\alpha-i t, \mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)=\mathbf{A}_{2}(t)\left(\begin{array}{cc}
(t+i)^{-1} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
\pm i & 1
\end{array}\right)
$$

where the matrix-functions $\mathbf{A}_{2}(t)$ are not degenerate at infinity.
Let us consider the operators:

$$
\mathcal{D}=\left(\begin{array}{cc}
\mathcal{D}_{1} \mathcal{P}+\mathcal{Q} & 0  \tag{4.11}\\
\pm i \mathcal{P} & I
\end{array}\right), \quad \mathcal{G}=\left(\begin{array}{c}
\mathcal{P} \mathcal{G}_{1} \mathcal{P}+\mathcal{Q} \\
\mp i \mathcal{P} \mathcal{G}_{1} \mathcal{P} \\
I
\end{array}\right),
$$

in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$, where the scalar operators $\mathcal{D}_{1}, \mathcal{G}_{1}$ are of the form

$$
\left[\mathcal{D}_{1} u\right](\lambda)=i \int_{0}^{\lambda} \frac{\varrho_{\alpha-2, \beta-2}(\xi)}{\varrho_{\alpha-1, \beta-1}(\lambda)} u(\xi) d \xi, \quad\left[\mathcal{G}_{1} u\right](\lambda)=i\left[\left[1-\varrho_{\alpha, \beta}^{*}(\lambda)\right] u(\lambda)-\lambda u^{\prime}(\lambda)\right] .
$$

By $u^{\prime}$ we denote the distributional derivative of a function $u \in \mathbf{L}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$, but functions connected with the weight of the spaces are defined as follows:

$$
\begin{align*}
& \varrho_{\alpha, \beta}(\lambda)= \begin{cases}\lambda^{\alpha}, & 0<\lambda<1, \\
\lambda^{\beta}, & 1<\lambda<\infty ;\end{cases} \\
& \varrho_{\alpha, \beta}^{*}(\lambda)=\frac{\lambda \varrho_{\alpha, \beta}^{\prime}(\lambda)}{\varrho_{\alpha, \beta}(\lambda)}= \begin{cases}\alpha, & 0<\lambda<1, \\
\beta, & 1<\lambda<\infty .\end{cases} \tag{4.12}
\end{align*}
$$

Introduce spaces $\tilde{\mathbf{L}}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)=\mathcal{G}\left(\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)\right), \mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right) \subset \tilde{\mathbf{L}}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$. One can directly verify that the relations are true: $\mathcal{G} \mathcal{D}=I, \mathcal{D} \mathcal{G}=I$, and the spaces $\tilde{\mathbf{L}}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$with the norm:

$$
\|u\|_{\tilde{\tilde{T}}_{2}^{p}, \alpha, \beta}=\|\mathcal{D} u\|_{\left.\right|_{L_{2}^{p, a, \beta}}},
$$

become the Banach spaces.
Represent the initial operators $\mathcal{B}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ from $\tilde{\mathbf{L}}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$to $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$ in the form:

$$
\mathcal{B}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)=\overline{\mathcal{B}}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right) \mathcal{D}, \quad \overline{\mathcal{B}}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)=\mathcal{A}_{2} \mathcal{P}+\mathcal{Q}+\mathcal{K}_{*}
$$

Here the operators $\mathcal{A}_{2}=\mathcal{A}_{2}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ are isometrically equivalent to the Wiener-Hopf operators with the symbols $\mathbf{A}_{2}(t)$. Besides, we can prove that the operators $\mathcal{K}_{*}: \mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right) \rightarrow \mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$are also compact. By investigating the symbols of the operators $\overline{\mathcal{B}}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ it is found that they are normally solvable in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$with the indices $\kappa\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ and partial indices $\kappa_{1}, \kappa_{2}$ :

$$
\begin{array}{ccc}
\kappa(1,1,2)=0, & \kappa_{1}=\kappa_{2}=0 ; & 0<|\alpha|<\min \left\{\nu_{0}(1,1,2), \nu_{\infty}(1,1)\right\} ; \\
\kappa\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)= \pm 1, & \kappa_{1}=0, \kappa_{2}= \pm 1, & \mathcal{J}^{+} \mathcal{J}^{-}>1,
\end{array}
$$

depending on the value $0< \pm \alpha<\min \left\{\nu_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right), \nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)\right\}$.
Now we can solve the normalized systems of equations:

$$
\overline{\mathcal{B}}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right) \overline{\mathrm{Y}}=\mathrm{G}_{Y}^{(2)}
$$

instead of systems (4.5). Theorems which are similar to those proved above can be formulated for these systems. Then relation (3.7) is the usual condition of solvability of the corresponding boundary value problems. Recall that $\mathbf{G}_{Y}^{(2)} \in$ $\mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$and consequently, the solutions $\overline{\mathbf{Y}}$ belong to spaces $\mathbf{W}_{(1), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$, at least. Then the solutions $\mathbf{Y}=\mathcal{G} \overline{\mathbf{Y}}$ of the initial systems (4.5) belong to the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right) \subset \widetilde{\mathbf{L}}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$, because the operators $\mathcal{G}: \mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right) \rightarrow \mathbf{W}_{(m-1), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$ are bounded for any $m \in \mathbb{N}$. Consequently, condition (4.7) has been satisfied.

Taking into account the volume of the paper we shall not present here the integral form of the operators $\overline{\mathcal{B}}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right) \mathcal{K}_{*}$, and the analytic structure of the spaces $\widetilde{\mathbf{L}}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$.

The remaining degenerate operators $\mathcal{B}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)\left(\mathcal{J}^{ \pm}=1,2\right)$ will be investigated in the Hilbert spaces $\mathbf{L}_{2}^{2, \alpha, \beta}\left(\mathbb{R}_{+}\right)$. To this end we apply the method of solution of ill-posed (incorrect) problems [19]. Consider the Tikhonov functional $(a>0)$ :

$$
\begin{equation*}
\mathcal{F}_{a}\left[\mathbf{Y}, \mathbf{G}_{Y}^{(3)}\right]=\left\|\mathcal{B}_{Y}^{(3)} \mathbf{Y}-\mathbf{G}_{Y}^{(3)}\right\|_{\mathbf{L}_{2}^{2, \alpha, \beta}}^{2}+a\|\mathbf{Y}\|_{L_{2}^{2, \alpha, \beta}}^{2} . \tag{4.13}
\end{equation*}
$$

Let $\mathbf{Y}_{a}$ be the minimal element of the functional $\mathcal{F}_{a}$ in the space $\mathbf{L}_{2}^{2, \alpha, \beta}\left(\mathbb{R}_{+}\right)$with the parameters $-\nu_{*}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)<\alpha<0, \alpha \leq \beta, \beta<\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)$. As it has been shown above, the equation $\mathcal{B}_{Y}^{(3)} \mathbf{Y}=\mathbf{G}_{Y}^{(3)}$ can have a unique solution only in the mentioned spaces. Consequently, $\mathbf{Y}_{a} \rightarrow \mathbf{Y}$ weakly when $a \rightarrow 0$ (see [19]). The minimal element $\mathbf{Y}_{a}$ of the functional $\mathcal{F}_{a}$ for any $a>0$ can be calculated by any standard variational methods [8]. Moreover, we can also write Euler equation for this functional:

$$
\begin{equation*}
\left[\mathcal{A}_{3} \mathbf{Y}_{a}\right](\lambda)=\frac{1}{a+f_{Y}^{2}(\lambda)}\left[\mathcal{B}^{\times} \mathbf{G}_{Y}^{(3)}\right](\lambda) \tag{4.14}
\end{equation*}
$$

where $\mathcal{B}^{*}$ is the formal operator conjugate to the operator $\mathcal{B}_{Y}^{(3)}$ :

$$
\begin{aligned}
& {\left[\mathcal{B}^{*} \mathbf{u}\right](\lambda)=f_{Y}(\lambda) \mathbf{u}(\lambda)+\int_{0}^{\infty} \frac{w(\xi)}{w(\lambda)} K_{Y}^{(3)}(\lambda)\left(\Psi^{(3)}(\xi, \lambda)\right)^{\top} \mathbf{u}(\xi) d \xi} \\
& {\left[\mathcal{A}_{3} \mathbf{u}\right](\lambda)=\mathbf{u}(\lambda)+\int_{0}^{\infty} \mathbf{Q}(\lambda, \xi) \mathbf{u}(\xi) d \xi} \\
& \begin{aligned}
\mathbf{Q}(\lambda, \xi)= & \frac{1}{a+f_{Y}^{2}(\lambda)}\left\{\varrho_{2 \alpha-1,2 \beta-1}(\lambda)\right.
\end{aligned} \\
& \left.\quad+\int_{0}^{\infty} \frac{w(t)}{w(\lambda)} K_{Y}^{(3)}(\lambda) I_{Y}^{(3)}(\xi) \Psi^{(3)}(\lambda)\left(\Psi^{(3)}(t, \lambda)\right)^{\top} \Psi^{(3)}(t, \xi) d t\right\}
\end{aligned}
$$

Here the functions $f_{Y}(\lambda), K_{Y}^{(3)}(\lambda), \varrho_{\alpha, \beta}(\lambda)$ are defined in (4.6), (4.12).
Basing on the results of [10], it can be shown that the symbol of the operator $\mathcal{A}_{3}$ in the space $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$is of the form (see Remark 3):

$$
\left.\operatorname{Symb} \mathcal{A}_{3}\right|_{\mathbf{L}_{2}^{p, \alpha, \beta}}=\mathbf{I}+a^{-1}\left(\Phi_{*}^{-1}(\alpha+i t)\right)^{\top} \Phi_{*}^{-1}(\alpha-i t)
$$

and for $\alpha=0$ it is the real matrix-function. Moreover, its determinant is the even real function which is not equal to zero along $\overline{\mathbb{R}}$. Consequently, the index of the operator $\mathcal{A}_{3}$ is equal to zero for any $|\alpha|<\nu_{0}$. Further note that for $\alpha=0$ the symbol of the operator is the Hermitian matrix-function (the transposed matrix-function is equal to the complex conjugate one). Then, taking into account the fact that the symbol is the definite matrix-function in the point $t=0$ (or at infinity), we can conclude that it is definite in any point (see the corresponding theorem from [4]). Hence, for the system of equations (4.14) all partial (left-hand and right-hand) indices are equal to zero and the Theorem 1 holds true. Note only that the value of the first zero of the determinant of the operator symbol $\nu_{0}=\nu_{0}(a)$ depends essentially on the value of $a>0$. Besides, we should choose only negative value of $\alpha$; then the convergence of the solution $\mathbf{Y}_{a}$ to the solution of system (4.6) has been justified.

So, the systems of integral equations (4.5), (4.6) which are obtained under the assumption $\tau=0$ have been investigated for all problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)\left(\mathcal{J}^{ \pm}=\right.$ $1,2, \mathcal{J}=1,2,3)$ and for all values of the parameters $\tau_{ \pm} \geq 0$. The values of the unknown parameters $\gamma_{\infty}\left(=\min \left\{\gamma_{1}, \gamma_{2}\right\}\right), k=0, \gamma_{0}, u_{*}\left(=v_{ \pm}\right)$of class $\mathbf{L W}(\Omega)$ have been obtained (see the Theorems, a priori assumptions (4.7) and relations (4.3), (4.4)). Besides, the relation between the values of the parameters $\gamma_{1}, \gamma_{2}$ are given in Corollary A. 1 [12].
5. Analysis of the system of functional-difference equations (3.9) in the case $\tau>0$

It is easy to prove by contradiction that the terms of systems (3.9) can not have any pole, the real part of which lies between 0 and $\gamma_{\infty}$ and, consequently, $\gamma_{0} \geq 1$. Consider the equivalent systems

$$
\begin{equation*}
\boldsymbol{\Phi}_{*}^{-1}(s)[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)=\mu_{1} \tau \boldsymbol{\Phi}_{*}^{-1}(s) \widehat{\mathbf{Z}}(s-1)+\widehat{\mathbf{Z}}(s)+\boldsymbol{\Phi}_{*}^{-1}(s) F(s) \tag{5.1}
\end{equation*}
$$

in the strip $0<\Re s<\min \left\{\nu_{\infty}, \gamma_{\infty}\right\}$. Taking into account the results of the Lemma and $a$ priori estimates for the vector-functions $[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s), \widehat{\mathbf{Z}}(s)$ (see arguments before (4.2)), one can easily see that the vector-function $\widehat{\mathbf{Z}}(s-1)$ can only have a simple pole in the point $s=0$, and for some $\delta>0$

$$
\begin{equation*}
\mathbf{Z}(\lambda)=\lambda^{-1}\binom{0}{z_{-}^{*}}+O\left(\lambda^{-1-\delta}\right), \quad \lambda \rightarrow \infty \tag{5.2}
\end{equation*}
$$

Here the constant $z_{-}^{*}$ is defined for some of the problems as follows:

$$
z_{-}^{*}=\left\{\begin{array}{lrr}
0, & \mathcal{J}^{ \pm}=1, & \mathcal{J}=1,2,3  \tag{5.3}\\
\text { unknown }, & \mathcal{J}^{+} \mathcal{J}^{-}>1, & \mathcal{J}=1,2,3 .
\end{array}\right.
$$

For the remaining problems $\mathcal{J}^{+} \mathcal{J}^{-}>1, \mathcal{J}=1,2,3$, this constant will be calculated below from an additional condition.

Introduce a vector-function $\mathbf{Z}_{*}(\lambda)$ by the relation:

$$
\begin{equation*}
\mathbf{Z}_{*}(\lambda)=\mathbf{Z}(\lambda)-\frac{z_{-}^{*} \lambda}{1+\lambda^{2}}\binom{0}{1} . \tag{5.4}
\end{equation*}
$$

Note that the inverse Fourier transformation of $\mathbf{Z}_{*}(\lambda)$ is of the form:

$$
\mathcal{F}^{-1}\left[\mathbf{Z}_{*}\right]\left(x_{1}\right)=\binom{z_{+}\left(x_{1}\right)}{i z_{-}\left(x_{1}\right)}+\pi e^{-\left|x_{1}\right|}\binom{-z_{*}^{+}}{i z_{*}^{-} \operatorname{sign}\left(x_{1}\right)},
$$

where the functions $z_{+}\left(x_{1}\right), z_{-}\left(x_{1}\right)$ and the constants $z_{*}^{+}, z_{*}^{-}$are defined in (3.4), (3.6), (5.3). Using a priori estimates of the solutions belonging to the class $\mathbf{L} \mathbf{W}(\Omega)$, and properties of the Mellin and Fourier transforms, we can obtain the values of the parameters from the definition of $\mathrm{LW}(\Omega)$ :

$$
\begin{equation*}
v_{ \pm}=u_{*}-2 \tau \int_{0}^{\infty} \mathbf{z}_{1}(\lambda) d \lambda-\pi \tau\left(z_{*}^{+} \mp z_{*}^{-}\right) \tag{5.5}
\end{equation*}
$$

where the value of $u_{*}$ is given by (4.4), but the integral of the first component of the vector-function $\mathbf{Z}$ (or $\mathbf{Z}_{*}$ ) is bounded in view of (5.2).

Rewrite the systems of equations (5.1) as follows:

$$
\begin{equation*}
\Phi_{*}^{-1}(s)[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)=\mu_{1} \tau \Phi_{*}^{-1}(s) \widehat{\mathbf{Z}}_{*}(s-1)+\widehat{\mathbf{Z}}_{*}(s)+\mathbf{F}_{Z}^{*}(s) . \tag{5.6}
\end{equation*}
$$

Here the vector-function

$$
\mathbf{F}_{Z}^{*}(s)=\boldsymbol{\Phi}_{*}^{-1}(s) F(s)+\frac{\mu_{1} \tau \pi z_{*}^{-}}{2 \sin (\pi s / 2)} \boldsymbol{\Phi}_{*}^{-1}(s)\binom{0}{1}+\frac{z_{*}^{-} \pi}{2 \cos (\pi s / 2)}\binom{0}{1}
$$

tends to zero at infinity, but systems (5.6) are true in the strip $-\delta<\Re s<$ $\min \left\{\nu_{\infty}, \gamma_{\infty}\right\}$. Note that $\mathbf{F}_{Z}^{*}(s)=\mathbf{F}_{1}(s)+z_{*}^{+} \mathbf{F}_{2}(s)+z_{*}^{-} \mathbf{F}_{3}(s)$, in general. Besides, the vector-functions multiplied by the unknown constants $z_{*}^{+}, z_{*}^{-}$are always bounded in the zero point.

Now we can reduce the systems of functional-difference equations (5.6) to systems of singular integral equations. The way to do that essentially depends on the behaviour of the matrix-function $\Phi_{*}^{-1}(s)$ at infinity. Using the Lemma, let us rewrite the systems for the first case ( $t_{+}=t_{-}=0$ ) in the form:

$$
\left[\chi_{+} \mathbf{I}+\chi_{-} \mathbf{E} \operatorname{tg}(\pi s / 2)+\Phi_{* *}(s)\right]\left[\hat{\mathbf{Y}}(s)+\widehat{\mathbf{Z}}(s)-\mu_{1} \tau \widehat{\mathbf{Z}}_{*}(s-1)\right]=\widehat{\mathbf{Z}}_{*}(s)+\mathbf{F}_{Z}^{*}(s) .
$$

Then, applying the inverse Mellin transform, we obtain

$$
\begin{array}{r}
-\frac{2 \chi-}{\pi} \mathbf{E} \int_{0}^{\infty}\left[\mathbf{Y}+\mathbf{Z}-\mu_{1} \tau \xi \mathbf{Z}_{*}\right](\xi) \frac{\lambda d \xi}{\lambda^{2}-\xi^{2}}+\int_{0}^{\infty} \Psi^{(1)}(\lambda, \xi)\left[\mathbf{Y}+\mathbf{Z}-\mu_{1} \tau \xi \mathbf{Z}_{*}\right](\xi) d \xi  \tag{5.7}\\
=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \mathbf{F}_{Z}^{*}(s) \lambda^{s} d s
\end{array}
$$

where

$$
\Psi^{(1)}(\lambda, \xi)=\frac{1}{2 \pi \xi i} \int_{-i \infty}^{i \infty} \Phi_{* *}(s)\left(\frac{\lambda}{\xi}\right)^{s} d s
$$

It remains to leave in systems (5.7) only one of the unknown vector-functions using relations (3.5), (5.4) between $\mathbf{Y}(\lambda), \mathbf{Z}(\lambda), \mathbf{Z}_{*}(\lambda)$. For the exterior boundary conditions along $\Gamma_{n}$ of the first and the third type ( $\mathcal{J}=1,3$ see (2.9)), it is convenient to leave the vector-function $\mathbf{X}_{Z}(\lambda)=\mathbf{Z}_{*}(\lambda)(1+\lambda)$. This is because the matrix-functions belonging to the kernels of the obtained operators (which are different from the homogeneous matrix-functions of the degree -1 ) should be bounded at zero and infinity. The corresponding systems of integral equations are of the form:

$$
\begin{equation*}
\mathcal{C}_{Z}^{(1)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{x}_{Z}=\mathbf{Q}_{Z}^{(1)}, \quad \mathcal{J}=1,3, \quad \mathcal{J}^{ \pm}=1,2 \tag{5.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& {\left[\mathcal{C}_{Z}^{(1)} \mathbf{u}\right](\lambda)=\mathbf{u}(\lambda)+\int_{0}^{\infty} L_{Z}^{(1)}(\lambda, \xi) \Psi^{(1)}(\lambda, \xi) \mathbf{u}(\xi) d \xi} \\
& -\frac{2}{\pi} \chi-\mathbf{E} \int_{0}^{\infty} L_{Z}^{(1)}(\lambda, \xi) \mathbf{u}(\xi) \frac{\lambda d \xi}{\lambda^{2}-\xi^{2}}, \\
& L_{Z}^{(1)}(\lambda, \xi)=\frac{(1+\lambda)\left[1+\mu_{1} \xi M_{p}(\xi)-\mu_{1} \tau \xi\right]}{(1+\xi)\left[\chi+\left(1+\mu_{1} \lambda M_{p}(\lambda)-\mu_{1} \tau \lambda\right)-1\right]}, \\
& H_{Z}^{*}=H_{Z}+\frac{z_{-}^{*} \lambda\left(1+\mu_{1} \lambda M_{p}\right)}{1+\lambda^{2}}\binom{0}{1}, \\
& \mathbf{Q}_{Z}^{(1)}(\lambda)=\frac{1+\lambda}{\chi+\left(1+\mu_{1} \lambda M_{p}(\lambda)-\mu_{1} \tau \lambda\right)-1} \\
& \times\left(\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) \mathbf{F}_{Z}^{*}(s) d s-\left[\mathcal{C}_{0}^{(1)} H_{Z}^{*}\right](\lambda)\right), \\
& {\left[\mathcal{C}_{0}^{(1)} \mathbf{u}\right](\lambda)=\chi+\mathbf{u}(\lambda)+\int_{0}^{\infty} \Psi^{(1)}(\lambda, \xi) \mathbf{u}(\xi) d \xi-\frac{2}{\pi} \chi-\mathbf{E} \int_{0}^{\infty} \mathbf{u}(\xi) \frac{\lambda d \xi}{\lambda^{2}-\xi^{2}} .}
\end{aligned}
$$

However, when we deal with the problem $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$, systems (5.8) are not suitable, because in this case the function $M_{p}(\lambda)=O\left(\lambda^{-2}\right)$ as $\lambda \rightarrow 0$, and consequently the corresponding integral operators are not bounded in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$under consideration. For these problems the method of reducing the systems of functional-difference equations (5.1) to systems of integral equations should be similar, but slightly different.

Namely, from (3.8) and (5.2) it follows that

$$
\begin{equation*}
\mathbf{Y}(\lambda)=-\lambda^{-1}\binom{0}{z_{-}^{*}}+O\left(\lambda^{-1-\delta}\right), \quad \lambda \rightarrow \infty \tag{5.9}
\end{equation*}
$$

Then denote

$$
\mathbf{Y}_{*}(\lambda)=\mathbf{Y}(\lambda)+\frac{z_{-}^{*} \lambda}{1+\lambda^{2}}\binom{0}{1}
$$

and rewrite systems (5.1) in the strip $-\delta<\Re s<\min \left\{\nu_{\infty}, \gamma_{\infty}\right\}$ in an equivalent form:

$$
\begin{equation*}
\boldsymbol{\Phi}_{*}^{-1}(s)\left[\widehat{\mathbf{Y}}_{*}+\widehat{\mathbf{Z}}\right](s)=\mu_{1} \tau \boldsymbol{\Phi}_{*}^{-1}(s) \widehat{\mathbf{Z}}(s-1)+\widehat{\mathbf{Z}}(s)+\mathbf{F}_{Y}^{*}(s) \tag{5.10}
\end{equation*}
$$

Here the vector-function

$$
\mathbf{F}_{Y}^{*}(s)=\boldsymbol{\Phi}_{*}^{-1}(s) F(s)+\frac{z_{*}^{-}}{2 \cos (\pi s / 2)} \boldsymbol{\Phi}_{*}^{-1}(s)\binom{0}{1}
$$

is analytic in the mentioned strip in view of the Lemma and tends to zero at infinity.

Repeating the former line of reasoning we are led to systems of integral equations with respect to vector-function $\mathbf{X}_{Y}(\lambda)=\mathbf{Y}_{*}(\lambda)(1+\lambda)$ :

$$
\begin{equation*}
\mathcal{C}_{Y}^{(1)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{X}_{Y}=\mathbf{Q}_{Y}^{(1)}, \quad \mathcal{J}=2,3, \quad \mathcal{J}^{ \pm}=1,2 \tag{5.11}
\end{equation*}
$$

where

$$
\begin{aligned}
{\left[\mathcal{C}_{Y}^{(1)} \mathbf{u}\right](\lambda) } & =\mathbf{u}(\lambda)+\int_{0}^{\infty} L_{Y}^{(1)}(\lambda, \xi) \Psi^{(1)}(\lambda, \xi) \mathbf{u}(\xi) d \xi \\
L_{Y}^{(1)}(\lambda, \xi) & =\frac{-\frac{2}{\pi} \chi_{-} \mathbf{E} \int_{0}^{\infty} L_{Y}^{(1)}(\lambda, \xi) \mathbf{u}(\xi) \frac{\lambda d \xi}{\lambda^{2}-\xi^{2}}}{(1+\xi)\left(\chi_{+}\left[1+\left(\mu_{1} \lambda M_{p}(\lambda)\right)^{-1}-\tau\left(M_{p}(\lambda)\right)^{-1}\right]-\left(\mu_{1} \lambda M_{p}(\lambda)\right)^{-1}\right)}, \\
\mathbf{Q}_{Y}^{(1)}(\lambda) & =\frac{1+\lambda}{\chi_{+}\left[1+\left(\mu_{1} \lambda M_{p}(\lambda)\right)^{-1}-\tau\left(M_{p}(\lambda)\right)^{-1}\right]-\left(\mu_{1} \lambda M_{p}(\lambda)\right)^{-1}} \\
H_{Y}^{*} & =H_{Y}-\frac{\times\left(\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) \mathbf{F}_{Y}^{*}(s) d s-\left[\mathcal{C}_{0}^{(1)} H_{Y}^{*}\right](\lambda)+H_{Y}^{*}(\lambda)\right)}{\mu_{1}\left(1+\lambda^{2}\right) M_{p}(\lambda)}\binom{0}{1}
\end{aligned}
$$

For the second case ( $t_{+}>0, t_{-}= \pm t_{+}$), the systems of integral equations are analogously obtained, because the behaviour of the matrix-function at infinity is similar to that in the first case $\left(t_{+}=0\right)$. Then the corresponding operators and systems of integral equations can be obtained from (5.8), (5.11) by replacing the upper indices 1 with 2 , and the constants $\chi_{+}, \chi_{-}$with the constants $\left(2 \omega_{ \pm}\right)^{-1}$, $\mp\left(2 \varpi_{ \pm}\right)^{-1}$, respectively.

In the third case $\left(t_{+}>0, t_{-}^{2} \neq t_{+}^{2}\right)$, the procedures of reducing the systems (5.1) to systems of integral equations are the same as in proving (4.6), (5.8) and (5.11). The corresponding systems are of the form:

$$
\begin{array}{lll}
\mathcal{C}_{Z}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{X}_{Z}=\mathbf{Q}_{Z}^{(3)}, & \mathcal{J}=1,3, & \mathcal{J}^{ \pm}=1,2 ;  \tag{5.12}\\
\mathcal{C}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{X}_{Y}=\mathbf{Q}_{Y}^{(3)}, & \mathcal{J}=2,3, & \mathcal{J}^{ \pm}=1,2
\end{array}
$$

where

$$
\left[\mathcal{C}_{Z(Y)}^{(3)} \mathbf{u}\right](\lambda)=g_{Z(Y)}(\lambda) \mathbf{u}(\lambda)+\int_{0}^{\infty} L_{Z\left(Y^{Y}\right)}^{(3)}(\xi) \Psi^{(3)}(\lambda, \xi) \mathbf{u}(\xi) d \xi
$$

$$
\begin{aligned}
g_{Z}(\lambda) & =\frac{1}{1+\lambda} \\
g_{Y}(\lambda) & =\frac{1}{\lambda \mu_{1} M_{p}(\lambda)(1+\lambda)}, \\
L_{Z}^{(3)}(\xi) & =-\frac{1+\mu_{1} \xi M_{p}(\xi)-\mu_{1} \tau \xi}{1+\xi} \\
L_{Y}^{(3)}(\xi) & =-\frac{1+\left(\mu_{1} \xi M_{p}(\xi)\right)^{-1}-\tau\left(M_{p}(\xi)\right)^{-1}}{1+\xi} \\
\mathbf{Q}_{Z}^{(3)}(\lambda) & =-\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) \mathbf{F}_{Z}^{*}(s) d s+\int_{0}^{i \infty} \Psi^{(3)}(\lambda, \xi) H_{Z}^{*}(\xi) d \xi \\
\mathbf{Q}_{Y}^{(3)}(\lambda) & =-\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \lambda^{s} \Phi_{*}^{-1}(s) \mathbf{F}_{Y}^{*}(s) d s+\int_{0}^{i \infty} \Psi^{(3)}(\lambda, \xi) H_{Y}^{*}(\xi) d \xi-H_{Y}^{*}(\lambda) .
\end{aligned}
$$

Here the matrix-function $\Psi^{(3)}(\lambda, \xi)$ and the vector-functions $H_{Z}(\lambda), H_{Y}(\lambda)$ have been previously defined.

Basing on the results presented in $[2,10,11]$ one can show that the obtained operators $\mathcal{C}_{Z(Y)}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)(j=1,2,3)$ for all of the problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ are bounded in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$with the parameters $-\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right)<\alpha \leq \beta<$ $\nu_{\infty}\left(\mathcal{J}^{+}, \mathcal{J}^{-}\right), 1 \leq p<\infty$. As before, the right-hand sides of the corresponding systems of integral equations belong to the spaces $\mathbf{W}_{(m), 2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$for any $m \in \mathbb{N}$. All these systems of integral equations are of the second kind, but the operators $\mathcal{C}_{Z}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)(\mathcal{J}=1,3), \mathcal{C}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)$ are degenerate to the first kind at infinity, and the operators $\mathcal{C}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ are degenerate at zero and at infinity.

Note that the vector-functions $\mathbf{X}_{Z(Y)}(\lambda)$ should belong to the spaces:

$$
\begin{align*}
\mathbf{X}_{Y} \in & \mathbf{L}_{2}^{p, \alpha_{1}, \beta}\left(\mathbb{R}_{+}\right), & \mathbf{X}_{Z} & \in \mathbf{L}_{2}^{p, \alpha_{2}, \beta}\left(\mathbb{R}_{+}\right)  \tag{5.13}\\
& -\gamma_{i}<\alpha_{i}<0, & 0 & <\beta<\delta
\end{align*}
$$

for arbitrary $p \in[1, \infty)$ and some $\delta>0$, in view of a priori estimates (5.2), (5.9) for the vector-functions $\mathbf{Z}(\lambda)$ and $\mathbf{Y}(\lambda)$ and the choice of $\mathbf{Z}_{*}(\lambda)$ and $\mathbf{Y}_{*}(\lambda)$.

REMARK 5. By assuming $z_{*}^{-}=0$ in the systems obtained in this section, one can equivalently investigate all these systems in the spaces (5.13), however with the negative values of $\beta(-\delta<\beta<0)$ only.

Using the results from [10] we can write the symbols $\mathbf{C}_{Z(Y)}^{(j)}\left(t, \theta, \mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ $(t \in \overline{\mathbb{R}}, \theta= \pm 1)$ of the nondegenerate operators $\mathcal{C}_{Z(Y)}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)(j=1,2)$,
which are represented in the form $\mathcal{C}=\mathcal{A P}+\mathcal{B Q}+\mathcal{K}$.

$$
\begin{align*}
\mathbf{C}_{Z}^{(j)}\left(t, \theta, \mathcal{J}^{+}, \mathcal{J}^{-}, 1\right)= & {\left[\mathbf{I}-\Phi_{*}^{-1}(\alpha-i t)\right] \frac{1+\theta}{2}+\Phi_{*}^{-1}(\beta-i t) \frac{1-\theta}{2} } \\
\mathbf{C}_{Z(Y)}^{(j)}\left(t, \theta, \mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)= & {\left[\mathbf{I}-\left(1-\frac{\mu_{1}}{\mu_{n+1}}\right) \Phi_{*}^{-1}(\alpha-i t)\right] \frac{1+\theta}{2} }  \tag{5.14}\\
& +\Phi_{*}^{-1}(\beta-i t) \frac{1-\theta}{2} \\
\mathbf{C}_{Y}^{(j)}\left(t, \theta, \mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)= & \Phi_{*}^{-1}(\alpha-i t) \frac{1+\theta}{2}+\Phi_{*}^{-1}(\beta-i t) \frac{1-\theta}{2}
\end{align*}
$$

Note that the symbols of the operators $\mathcal{C}_{Z(Y)}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}$ $\left(\mathbb{R}_{+}\right)$are degenerate for any values of $\beta\left(\operatorname{det} \Phi_{*}^{-1}(\beta-i t)\right.$ tends to zero as $\left.t \rightarrow \infty\right)$. Hence we can directly investigate the operators $\mathcal{C}_{Z(Y)}^{(1)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ only. Thus the indices and the partial indices of the operators $\mathcal{C}_{Z(Y)}^{(1)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$for some $|\alpha|<\alpha_{*},|\beta|<\beta_{*}$ are calculated as follows:
$\kappa\left(\alpha, \beta, \mathcal{J}^{+}, \mathcal{J}^{-}, 1\right)=\left\{\begin{array}{ccc}\operatorname{sign} \alpha ; & \left(\kappa_{1}=\operatorname{sign} \alpha, \kappa_{2}=0\right), & \mathcal{J}^{+} \mathcal{J}^{-}=1, \\ \operatorname{sign} \alpha-\operatorname{sign} \beta ; & \left(\kappa_{1}=\operatorname{sign} \alpha, \kappa_{2}=-\operatorname{sign} \beta\right), & \mathcal{J}^{+} \mathcal{J}^{-}=2, \\ -\operatorname{sign} \beta ; & \left(\kappa_{1}=0, \kappa_{2}=-\operatorname{sign} \beta\right), & \mathcal{J}^{+} \mathcal{J}^{-}=4 ;\end{array}\right.$

$\kappa\left(\alpha, \beta, \mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)=\left\{\begin{array}{ccc}0 ; & \left(\kappa_{1}, \kappa_{2}=0\right), & \mathcal{J}^{+} \mathcal{J}^{-}=1, \\ -\operatorname{sign} \beta ; & \left(\kappa_{1}=0, \kappa_{2}=-\operatorname{sign} \beta\right), & \mathcal{J}^{+} \mathcal{J}^{-}>1 .\end{array}\right.$
After eliminating, when the occasion requires, the index and the partial indices of the operators $\mathcal{C}_{Z(Y)}^{(1)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ (and the constituent operators $\mathcal{A}, \mathcal{B}$ ) by the methods presented in [18], we can solve the corresponding systems of equations (5.8), (5.11). The unknown constants $z_{+}^{*}$, $z_{-}^{*}$ (if they are presented in the respective systems) are obtained from the conditions of solvability of the systems. For example, if the parameters $\alpha, \beta$ of the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$satisfy the conditions $\alpha<0<\beta$ (see (5.13)), then we have $\kappa(\alpha, \beta, 1,1,1)=-1\left(\kappa_{1}=-1, \kappa_{2}=0\right)$, and the corresponding system contains the unknown constant $z_{+}^{*}$ only. But in the problem $(1,2,1) \kappa(\alpha, \beta, 1,2,1)=-2\left(\kappa_{1}=\kappa_{2}=-1\right)$ and two constants $z_{+}^{*}, z_{-}^{*}$ are presented. However, if we choose the values of the space parameters in a different way: $\alpha<0, \beta<0$, then for the mentioned problem $(1,2,1) \kappa(\alpha, \beta, 1,2,1)=0$ $\left(\kappa_{1}=-1, \kappa_{2}=1\right)$ and there is only one constant $z_{+}^{*}$ (see Remark 5) in the corresponding system.

### 5.1. Investigation of the degenerate problems

The degenerate systems with the operators $\mathcal{C}_{Z(Y)}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ and $\mathcal{C}_{Z(Y)}^{(3)}$ $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ can be analogously transformed, and investigated as it has been done in the previous section for the operators $\mathcal{B}_{Y}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ and $\mathcal{B}_{Y}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$. But we shall investigate them in a different way.

Namely, return to systems of functional-difference equations (5.1) and denote by $\mathbf{Z}_{0}(\lambda)$ a new vector-function, using the relation similar to (5.4) with the constant $z_{0}^{*}$ :

$$
\mathbf{Z}_{0}(\lambda)=\mathbf{Z}(\lambda)-\frac{z_{0}^{*} \lambda}{\left(1+\lambda^{2}\right)^{2}}\binom{0}{1}, \quad z_{0}^{*}= \begin{cases}\text { unknown }, & \mathcal{J}^{+} \mathcal{J}^{-}=1  \tag{5.15}\\ -4 \pi^{-1} \widehat{\mathbf{f}}_{2}(0), & \mathcal{J}^{+} \mathcal{J}^{-}>1\end{cases}
$$

such that the additional condition

$$
\begin{align*}
(0,1) \widehat{\mathbf{Z}}_{0}(-1) & =0, & \mathcal{J}^{+} \mathcal{J}^{-}=1, & \mathcal{J}=1,2,3 \\
(0,1) \widehat{\mathbf{Z}}_{0}(0) & =0, & \mathcal{J}^{+} \mathcal{J}^{-}>1, & \mathcal{J}=1,2,3 \tag{5.16}
\end{align*}
$$

is true for the problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$. Here $\widehat{\mathrm{f}}_{2}(s)$ is the second component of the vector $\Phi_{*}^{-1}(s) F(s)$. In the case $\mathcal{J}^{+}, \mathcal{J}^{-}=1$ the unknown constant $z_{0}^{*}$ will be calculated below. Note that the vector-functions $\mathbf{Z}_{0}(\lambda)$ and $\mathbf{Z}(\lambda)$ are of a similar behaviour (see (5.2)). It means that the systems:

$$
\begin{equation*}
\boldsymbol{\Phi}_{*}^{-1}(s)[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)=\mu_{1} \tau \boldsymbol{\Phi}_{*}^{-1}(s) \widehat{\mathbf{Z}}_{0}(s-1)+\widehat{\mathbf{Z}}_{0}(s)+\mathbf{F}_{0}(s) \tag{5.17}
\end{equation*}
$$

are true in the strip $0<\Re s<\min \left\{\nu_{\infty}, \gamma_{\infty}\right\}$, in general, but the vector-function

$$
\mathbf{F}_{0}(s)=\boldsymbol{\Phi}_{*}^{-1}(s) F(s)+\frac{\mu_{1} \tau \pi z_{0}^{-} s}{4 \sin (\pi s / 2)} \boldsymbol{\Phi}_{*}^{-1}(s)\binom{0}{1}+\frac{z_{0}^{-} \pi(1+s)}{4 \cos (\pi s / 2)}\binom{0}{1}
$$

is analytic in the strip $|\Re s|<\nu_{\infty}$, and its second component is equal to zero when $s=0$ for the problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)\left(\mathcal{J}^{+} \mathcal{J}^{-}>1\right)$ in view of (5.15).

Now introduce a new vector-function $\mathbf{V}(\lambda)$ by the relation:

$$
\begin{align*}
\widehat{\mathbf{Z}}_{0}(s) & =\mathbf{R}_{j, k}^{-1}(s) \widehat{\mathbf{V}}(s), \\
\mathbf{R}_{3, k}(s) & =\Gamma(s+1) \cos \frac{\pi s}{2}\left(\begin{array}{cc}
1 & 0 \\
0 & x_{k}(s)
\end{array}\right), \\
\mathbf{R}_{2, k}(s) & =\frac{1}{2}\left(\begin{array}{cc}
\Gamma(s+1) \cos \frac{\pi s}{2} & \pm \Gamma(s+1) \cos \frac{\pi s}{2} x_{k}(s) \\
1
\end{array}\right),  \tag{5.18}\\
\mathbf{R}_{1, k}(s) & =\left(\begin{array}{cc}
1 & 0 \\
0 & x_{k}(s)
\end{array}\right), \\
x_{k}(s) & =\left\{\begin{array}{cc}
-\operatorname{tg}(\pi s / 2), & k=1 \Leftrightarrow \mathcal{J}^{+} \mathcal{J}^{-}=1, \\
\operatorname{ctg}(\pi s / 2), & k=2 \Leftrightarrow \mathcal{J}^{+} \mathcal{J}^{-}>1,
\end{array}\right.
\end{align*}
$$

where choice of $j=1,2,3$ depends on the behaviour of the matrix-function $\boldsymbol{\Phi}_{*}^{-1}(s)$ at infinity (see Lemma). Besides, in the case $j=2$ the sign is defined from relation $t_{-}=\mp t_{+}$. The value of $k(k=1,2)$ depends in turn on the behaviour of $\Phi_{*}^{-1}(s)$ in zero point (see Lemma).

One can see that the vector-function $\widehat{\mathbf{V}}(s)$ has no poles in points $s=0$ and $s=-1$ in view of (5.2) and (5.16). Consequently one can assume that

$$
\begin{equation*}
\mathbf{V} \in \mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right), \quad-\gamma_{1}<\alpha<0, \quad 0<\beta<1+\delta \tag{5.19}
\end{equation*}
$$

Besides, for the problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)\left(\mathcal{J}^{+} \mathcal{J}^{-}=1\right.$ what is equivalent to $k=1$, see $(5.18)$ ) the additional condition should be satisfied to calculate the unknown constant $z_{0}^{*}$ :

$$
\begin{equation*}
\left((-1)^{j+1}-1,2\right) \widehat{\mathbf{V}}(0)=0, \quad \mathcal{J}^{+} \mathcal{J}^{-}=1, \quad \mathcal{J}=1,2,3, \quad j=1,2,3 \tag{5.20}
\end{equation*}
$$

From (5.18) one can obtain the relations between the vector-functions $\mathbf{Z}_{0}$ and $\mathbf{V}$ :

$$
\begin{equation*}
\mathbf{Z}_{0}(\lambda)=\left[\mathcal{R}_{j, k} \mathbf{V}\right](\lambda) \tag{5.21}
\end{equation*}
$$

$$
\mathcal{R}_{1, k}=\left(\begin{array}{cc}
I & 0 \\
0 & \mathcal{S}_{k}
\end{array}\right), \quad \mathcal{R}_{2, k}=\left(\begin{array}{cc}
\mathcal{T}_{3} & I \\
\pm \mathcal{T}_{2, k} & \mp \mathcal{S}_{k}
\end{array}\right), \quad \mathcal{R}_{3, k}=\left(\begin{array}{cc}
\mathcal{T}_{3} & 0 \\
0 & \mathcal{T}_{2, k}
\end{array}\right)
$$

where $I$ is the unity operator, but the other scalar integral operators are defined as follows:

$$
\begin{align*}
& {\left[\mathcal{S}_{1} u\right](\lambda)=-\frac{2}{\pi} \int_{0}^{\infty} \frac{\xi u(\xi) d \xi}{\xi^{2}-\lambda^{2}}, } {\left[\mathcal{S}_{2} u\right](\lambda)=-\frac{2}{\pi} \int_{0}^{\infty} \frac{\lambda u(\xi) d \xi}{\xi^{2}-\lambda^{2}} } \\
& {\left[\mathcal{T}_{3} u\right](\lambda)=\frac{2}{\pi} \int_{0}^{\infty} \sin (\lambda / \xi) u(\xi) \frac{d \xi}{\xi}, } {\left[\mathcal{T}_{2,1} u\right](\lambda)=\frac{2}{\pi} \int_{0}^{\infty} \cos (\lambda / \xi) u(\xi) \frac{d \xi}{\xi} } \\
& {\left[\mathcal{T}_{2,2} u\right](\lambda)=\frac{4}{\pi^{2}} \int_{0}^{\infty}[\operatorname{Si}(\lambda / \xi) \cos (\lambda / \xi)+\operatorname{ci}(\lambda / \xi) \sin (\lambda / \xi)] u(\xi) \frac{d \xi}{\xi} } \tag{5.22}
\end{align*}
$$

Here the singular integral operators $\mathcal{S}_{2}, \mathcal{T}_{2,2}, \mathcal{T}_{3}: L^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right) \rightarrow L^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right)$ and $\mathcal{S}_{1}, \mathcal{T}_{2,1}: \bar{L}^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right) \rightarrow L^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right)$ are bounded. But $\bar{L}^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right) \subset L^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right)$ is the set of functions from $L^{p, \alpha, \beta}\left(\mathbb{R}_{*}\right)$ which satisfy the respective condition (5.20).

Rewrite the systems (5.17) in an equivalent form:

$$
\begin{equation*}
\mathbf{N}_{j, k}(s)[\widehat{\mathbf{Y}}+\widehat{\mathbf{Z}}](s)=\mu_{1} \tau \mathbf{M}_{j, k}(s) \widehat{\mathbf{V}}(s-1)+\widehat{\mathbf{V}}(s)+\mathbf{R}_{j, k}(s) \mathbf{F}_{Z}^{0}(s) \tag{5.23}
\end{equation*}
$$

in the strip $-\delta<\Re s<\min \left\{\nu_{\infty}, \gamma_{\infty}\right\}$ for some value $\delta>0$. Here we denote

$$
\begin{align*}
\mathbf{N}_{j, k}(s)=\quad \mathbf{R}_{j, k}(s) \Phi_{*}^{-1}(s) & =\mathbf{N}_{j}^{(1)}(s)+\mathbf{N}_{j, k}^{(2)}(s)  \tag{5.24}\\
\mathbf{M}_{j, k}(s)=\mathbf{R}_{j, k}(s) \Phi_{*}^{-1}(s) \mathbf{R}_{j, k}^{-1}(s-1) & =\mathbf{M}_{j}^{(1)}+\mathbf{M}_{j, k}^{(2)}(s)
\end{align*}
$$

Note that the matrix-functions of these representations satisfy the estimates $\mathbf{N}_{j, k}^{(2)}(i t)=o\left(t^{-1 / 2}\right), \mathbf{M}_{j, k}^{(2)}(i t)=o\left(t^{-1}\right)$ as $t \rightarrow \infty$, but

$$
\begin{array}{ll}
\mathbf{N}_{1}^{(1)}(s)=\left(\begin{array}{cc}
\chi_{+} & \chi_{-} \operatorname{tg}(\pi s / 2) \\
-\chi_{-} & -\chi_{+} \operatorname{tg}(\pi s / 2)
\end{array}\right), & \mathbf{M}_{1}^{(1)}=\left(\begin{array}{cc}
\chi_{+} & -\chi_{-} \\
-\chi_{-} & \chi_{+}
\end{array}\right), \\
\mathbf{N}_{2}^{(1)}(s)=\frac{1}{2 \varpi_{ \pm}}\left(\begin{array}{cc}
0 & 0 \\
1 & \mp \operatorname{tg}(\pi s / 2)
\end{array}\right), & \mathbf{M}_{2}^{(1)}=\frac{1}{2 \mu_{1} t_{+} \varpi_{ \pm}}\left(\begin{array}{cc}
\varpi_{ \pm} & 0 \\
0 & 2 \mu_{1} t_{+}
\end{array}\right) ; \\
\mathbf{N}_{3}^{(1)}(s) \equiv 0, & \mathbf{M}_{3}^{(1)}=\frac{1}{\mu_{1}\left(t_{+}^{2}-t_{-}^{2}\right)}\left(\begin{array}{cc}
t_{+} & -t_{-} \\
-t_{-} & t_{+}
\end{array}\right) .
\end{array}
$$

Then substituting (5.23) in systems (5.20), and applying the inverse Mellin transform, we obtain the systems of integral equations:

$$
\begin{align*}
{\left[\mathcal{N}_{j}^{(1)}(\mathbf{Y}+\mathbf{Z})\right](\lambda) } & +\left[\mathcal{N}_{j, k}^{(2)}(\mathbf{Y}+\mathbf{Z})\right](\lambda)  \tag{5.25}\\
& =\left[1+\mu_{1} \tau \lambda \mathbf{M}_{j}\right] \mathbf{V}(\lambda)+\mu_{1} \tau\left[\mathcal{M}_{j, k}^{(2)}(\xi \mathbf{V}(\xi))\right](\lambda)+\mathbf{G}_{0}(\lambda),
\end{align*}
$$

where the operators $\mathcal{N}_{j}^{(1)}, \mathcal{N}_{j, k}^{(2)}$ are defined analogously to $\mathcal{M}_{j, k}^{(2)}$ :

$$
\begin{aligned}
& {\left[\mathcal{M}_{j, k}^{(2)} u\right](\lambda)=\int_{0}^{\infty} M_{j, k}^{(2)}(\lambda / \xi) u(\xi) d \xi / \xi, \quad M_{j, k}^{(2)}(t)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \mathbf{M}_{j, k}^{(2)}(s) t^{s} d s,} \\
& \mathcal{N}_{1}^{(1)}=\left(\begin{array}{cc}
\chi+I & \chi_{-} \mathcal{S}_{1} \\
-\chi-I & -\chi+\mathcal{S}_{1}
\end{array}\right), \quad \mathcal{N}_{2}^{(1)}=\frac{1}{2 \varpi_{ \pm}}\left(\begin{array}{cc}
0 & 0 \\
I & \mp \mathcal{S}_{1}
\end{array}\right), \quad \mathcal{N}_{3}^{(1)}=0 .
\end{aligned}
$$

Substituting then in (5.25) the vector-functions $\mathbf{Z}, \mathrm{Y}$ from relations (3.5), (5.15) and (5.21), and taking into account the fact that the matrix-function $\mathbf{K}_{j}(\lambda)=$ $(1+\lambda)\left[1+\mu_{1} \tau \lambda \mathbf{M}_{j}\right]^{-1}$ is nondegenerate in $\overline{\mathbb{R}}$, we obtain the systems of integral equations for the new vector-function $\mathbf{V}_{*}(\lambda)=(1+\lambda) \mathbf{V}(\lambda)$ :

$$
\begin{equation*}
\left[\mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{V}_{*}\right](\lambda)=\mathbf{H}_{j, k}(\lambda), \quad \mathcal{J}^{ \pm}=1,2, \quad \mathcal{J}=1,3 \tag{5.26}
\end{equation*}
$$

where the operators $\mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ and the vector-functions $\mathbf{H}_{j, k}$ are:

$$
\begin{gathered}
{\left[\mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right) \mathbf{V}_{*}\right](\lambda)=\mathbf{V}_{*}(\lambda)+\mathbf{K}_{j}(\lambda)\left[\mathcal{M}_{j, k}^{(2)}\left(\xi(1+\xi)^{-1} \mathbf{V}_{*}(\xi)\right)\right](\lambda)} \\
-\mathbf{K}_{j}(\lambda)\left[\left(\mathcal{N}_{j}^{(1)}+\mathcal{N}_{j, k}^{(2)}\right)\left(\left[1+\mu_{1} \xi M_{p}(\xi)\right] \mathcal{R}_{j, k}\left((1+t)^{-1} \mathbf{V}_{*}(t)\right)(\xi)\right)\right](\lambda) \\
\mathbf{H}_{j, k}(\lambda)=\mathbf{K}_{j}(\lambda)\left(\left[\left(\mathcal{N}_{j}^{(1)}+\mathcal{N}_{j, k}^{(2)}\right) H_{0}\right](\lambda)-\mathbf{G}_{0}(\lambda)\right) \\
H_{0}(\xi)=H_{Z}(\xi)+\frac{\left[1+\mu_{1} \xi M_{p}(\xi)\right] z_{0}^{*} \xi}{\left(1+\xi^{2}\right)^{2}}\binom{0}{1} \\
\mathbf{G}_{0}(\lambda)=\frac{1}{2 \pi i} \int_{-i \infty}^{i \infty} \mathbf{R}_{j, k}(s) \mathbf{F}_{Z}^{0}(s) \lambda^{s} d s
\end{gathered}
$$

These equations can not be used in the case when the gradients of the solution are prescribed along the most external boundary $\Gamma_{n}(\mathcal{J}=2)$ (with respect to the layered part of the domain).

Solutions of equations (5.26) are sought in the spaces (see (5.19)):

$$
\begin{equation*}
\mathbf{V}_{*} \in \mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right), \quad-\gamma_{1}<\alpha<0, \quad 0<\beta<\delta \tag{5.27}
\end{equation*}
$$

besides, for the case $k=1$ (conditions of the first kind $\mathcal{J}^{ \pm}=1$ are given along the external boundaries with respect to the wedges), the additional condition (5.20) should be true. Basing on the results known from [10], the symbols of the operators $\mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ from (5.26) can be calculated:

$$
\begin{align*}
& \operatorname{Symb} \mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 1\right)_{\left.\right|_{L_{2}^{p, \alpha, \beta}}}(t, \theta)=\left(\mathbf{M}_{j}^{(1)}\right)^{-1} \mathbf{M}_{j, k}(\beta-i t) \frac{1-\theta}{2} \\
&+ {\left[\mathbf{I}-\mathbf{N}_{j, k}(\alpha-i t) \mathbf{R}_{j, k}^{-1}(\alpha-i t)\right] \frac{1+\theta}{2} } \\
& \operatorname{Symb} \mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)_{\left.\right|_{L_{2}^{p, \alpha, \beta}}}(t, \theta)=\left(\mathbf{M}_{j}^{(1)}\right)^{-1} \mathbf{M}_{j, k}(\beta-i t) \frac{1-\theta}{2}  \tag{5.28}\\
&+\left[\mathbf{I}-\left(1-\frac{\mu_{1}}{\mu_{n+1}}\right) \mathbf{N}_{j, k}(\alpha-i t) \mathbf{R}_{j, k}^{-1}(\alpha-i t)\right] \frac{1+\theta}{2}
\end{align*}
$$

where the matrix-functions $\mathbf{R}_{j, k}(s), \mathbf{N}_{j, k}(s), \mathbf{M}_{j, k}(s)$ are defined in (5.18), (5.24). As it follows from (5.24), the symbols of operators $\mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ are not degenerate for the values of $j=2,3$, in contrast to the symbols of operators $\mathcal{C}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ from (5.14). Moreover, one can see that the identities: $\operatorname{det}\left[\mathbf{I}-y \mathbf{N}_{j, k}(s) \mathbf{R}_{j, k}^{-1}(s)\right]=\operatorname{det}\left[\mathbf{I}-y \Phi_{*}^{-1}(s)\right], \operatorname{det} \mathbf{M}_{j, k}(s)=-(s \operatorname{ctg}(\pi s / 2))^{j-1} x_{k}^{2}(s)$ $\operatorname{det} \Phi_{*}^{-1}(s)$ are true for any $y \in \mathbb{R}$. Then the indices and pair indices of the corresponding operators $\mathcal{E}^{(j)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ in the spaces $\mathbf{L}_{2}^{p, \alpha, \beta}\left(\mathbb{R}_{+}\right)$can be calculated:
$\kappa\left(\alpha, \beta, \mathcal{J}^{+}, \mathcal{J}^{-}, 1\right)=\left\{\begin{array}{ccc}\operatorname{sign} \alpha-\operatorname{sign} \beta ; & \left(\kappa_{1}=\operatorname{sign} \alpha, \kappa_{2}=-\operatorname{sign} \beta\right), & \mathcal{J}^{+} \mathcal{J}^{-}=1, \\ \operatorname{sign} \alpha ; & \left(\kappa_{1}=\operatorname{sign} \alpha, \kappa_{2}=0\right), & \mathcal{J}^{+} \mathcal{J}^{-}=2, \\ 0 ; & \left(\kappa_{1}=\kappa_{2}=0\right), & \mathcal{J}^{+} \mathcal{J}^{-}=4 ;\end{array}\right.$
$\kappa\left(\alpha, \beta, \mathcal{J}^{+}, \mathcal{J}^{-}, 3\right)=\left\{\begin{array}{ccc}-\operatorname{sign} \beta ; & \left(\kappa_{1}=0, \kappa_{2}=-\operatorname{sign} \beta\right), & \mathcal{J}^{+} \mathcal{J}^{-}=1, \\ 0 ; & \left(\kappa_{1}=\kappa_{2}=0\right), & \mathcal{J}^{+} \mathcal{J}^{-}>1 .\end{array}\right.$
So, for the values of the parameters $\alpha<0, \beta>0$ as in (5.27), the indices and the partial indices of the operators are equal to zero or negative. In the last case there exists exactly $|\kappa|$ unknown parameters ( $z_{0}^{*}$ or (and) $z_{+}^{*}$ ) which are found from the additional condition (5.20) and the corresponding condition (2.11) together with (5.5). Note here, that only one of the conditions (2.11) is independent, when both external boundary conditions along the wedge surfaces are of the first type $\left(\mathcal{J}^{+}=\mathcal{J}^{-}=1\right)$, because $z_{*}^{-}=0$ in (5.5) for this case.

The remaining problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ for the second and the third combinations of the parameters $\tau_{ \pm}(j=2,3$, see Lemma), which have not been considered as yet, can be investigated on the basis of systems (5.11), (5.12). The corresponding degenerate operators $\mathcal{C}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right), \mathcal{C}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ could be analyzed similarly to operators $\mathcal{B}^{(2)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ and $\mathcal{B}^{(3)}\left(\mathcal{J}^{+}, \mathcal{J}^{-}, 2\right)$ in Sec. 4 .

Finally, the systems of integral equations (5.11), (5.12), (5.26) obtained under the general assumption $\tau>0$ have been investigated for all problems $\left(\mathcal{J}^{+}, \mathcal{J}^{-}, \mathcal{J}\right)$ $\left(\mathcal{J}^{ \pm}=1,2, \mathcal{J}=1,2,3\right)$ and for all values of the parameters $\tau_{ \pm} \geq 0$. The values of parameters $u_{*}, v_{ \pm}$of the class $\mathrm{LW}(\Omega)$ have been found (see (5.5)), $\gamma_{0}=1$, $k=1$, but the value of $\gamma_{\infty}=\min \left\{\gamma_{1}, \gamma_{2}\right\}$ is calculated from the symbols of the corresponding operators (as in the theorems presented in the previous section).

## 6. Conclusions

We have considered all different combinations of the external boundary conditions, and values of the parameters $\tau, \tau_{ \pm} \geq 0$ determining the interfacial conditions near the wedge tip. As it could be expected, the singularity of grad $u$ near the wedge tip depends essentially on the models of the interface. Thus, if the model of interface is of the form: $\left.\left([u]-r \tau_{ \pm} \mu \frac{\partial u}{\partial n}\right)\right|_{r_{ \pm}}=0,\left.\left[\mu \frac{\partial u}{\partial n}\right]\right|_{\Gamma_{ \pm}}=0$ (corresponding to the adhesive region represented by two thin wedges only), the main exponent of the singularity is in the interval $(-1,0)$. It has the value close to that of the case of an "ideal" bimaterial contact for small values of the normed parameters $\mu_{1}^{-} \tau_{1}^{-}, \mu_{l}^{+} \tau_{l}^{+}$. Besides, there is a second exponent in the interval $(-1,0)$, which has the value near zero. Nevertheless, the corresponding term of the asymptotic expression should be also taken into account in the process of fracture mechanics analysis.

When the geometry of the adhesive is assumed to be of the general form $\left[\mu \frac{\partial u}{\partial n}\right]_{\left.\right|_{r_{ \pm}}}=0,\left.\left([u]-\left(r \tau_{ \pm}+\tau\right) \mu \frac{\partial u}{\partial n}\right)\right|_{\Gamma_{ \pm}}=0,\left(\tau, \tau_{ \pm}>0\right)$ or in the case of a thin layer only (where $\tau>0, \tau_{ \pm}=0$ ), $\operatorname{grad} u$ increases in the neighbourhood of the wedge tip as $\ln r$ inside the domains $\Omega$ only. But inside the domains $\Omega_{ \pm}$, the value of $\operatorname{grad} u$ is bounded as well as the normal derivative $\partial u / \partial n$ along the interface.

Note that the cases, when at least one of the parameters $\tau, \tau_{ \pm}$is negative, are not considered in this paper. Such situations appear on the declining segment of curve $\varepsilon-\sigma$ and are often connected with a loss of stability of bodies in contact.

Let us remark that all the used functions $M_{p}(\lambda), m_{p}^{ \pm}(\lambda), M_{q}(s), M_{r}(s)$ can be effectively calculated by the recurrence formulae presented in Appendix A [12], and the asymptotics of these functions have been analytically obtained. Moreover, an effective way of finding the complex zeros of determinants of the
matrix-functions $\Phi_{*}(s)$ (and the symbols of the singular integral operators) has been proposed in [1].

In Appendix it is shown that the method developed makes it possible to solve not only Poisson's equations but also the equations of second order of a general form. It is only necessary that the method of integral (Fourier and Mellin) transforms could be applied to these equations. Hence, the results of [12] and this paper completely solve such problems under arbitrary boundary conditions.

## Appendix

Consider similar problems for the following equations:

$$
v_{i} \frac{\partial^{2} u_{i}}{\partial x_{1}^{2}}+\frac{\partial}{\partial x_{2}} \mu_{i} \frac{\partial}{\partial x_{2}} u_{i}=-W_{i}, \quad\left(x_{1}, x_{2}\right) \in \Omega_{i}
$$

$$
\begin{array}{ll}
v_{j}^{+} \frac{\partial}{r \partial r} r \frac{\partial u_{j}^{+}}{\partial r}+\frac{\partial}{r^{2} \partial \theta} \mu_{j}^{+} \frac{\partial}{\partial \theta} u_{j}^{+}=-W_{j}^{+}, & (r, \theta) \in \Omega_{j}^{+}  \tag{A.1}\\
v_{k}^{-} \frac{\partial}{r \partial r} r \frac{\partial u_{k}^{-}}{\partial r}+\frac{\partial}{r^{2} \partial \theta} \mu_{k}^{-} \frac{\partial}{\partial \theta} u_{k}^{-}=-W_{k}^{-}, & (r, \theta) \in \Omega_{k}^{-}
\end{array}
$$

instead of the equations (2.1). Here $v_{i}, \mu_{i}=v_{i}, \mu_{i}\left(x_{2}\right), v_{j}^{ \pm}, \mu_{j}^{ \pm}=v_{j}^{ \pm}, \mu_{j}^{ \pm}(\theta)$, are known bounded positive functions. Without any loss of generality we can assume that:

$$
\begin{equation*}
v_{i}, \mu_{i} \in \mathbf{C}^{2}\left(y_{i-1}, y_{i}\right), \quad v_{j}^{+}, \mu_{j}^{+} \in \mathbf{C}^{2}\left(\theta_{j-1}^{+}, \theta_{j}^{+}\right), \quad v_{k}^{-}, \mu_{k}^{-} \in \mathbf{C}^{2}\left(\theta_{k-1}^{-}, \theta_{k}^{-}\right) \tag{A.2}
\end{equation*}
$$

and they can be extended to closed intervals.
All external and internal boundary conditions are prescribed in (2.2)-(2.9). Such problems can be solved by using the mentioned method. We shall find in this Appendix only the necessary conditions which make it possible to use the formulae given in [12] (Appendix A) in order to obtain the equations similar to (3.1).

Applying the Fourier and Mellin transforms in the corresponding regions we obtain:

$$
\begin{align*}
-\lambda^{2} v_{i} \bar{u}_{i}+\frac{\partial}{\partial x_{2}} \mu_{i} \frac{\partial}{\partial x_{2}} \bar{u}_{i}=-\bar{W}_{i}, & \lambda \in \mathbb{R}, \quad x_{2} \in\left(y_{i-1}, y_{i}\right) \\
v_{j}^{+} s^{2} \widetilde{u}_{j}^{+}+\frac{\partial}{\partial \theta} \mu_{j}^{+} \frac{\partial}{\partial \theta} \tilde{u}_{j}^{+}=-\widetilde{W}_{j}^{+}, & 0<\Re s<\gamma_{1}, \quad \theta \in\left(\theta_{j-1}^{+}, \theta_{j}^{+}\right)  \tag{A.3}\\
v_{k}^{-} s^{2} \tilde{u}_{k}^{-}+\frac{\partial}{\partial \theta} \mu_{k}^{-} \frac{\partial}{\partial \theta} \tilde{u}_{k}^{-}=-\widetilde{W}_{k}^{-}, & 0<\Re s<\gamma_{1}, \quad \theta \in\left(\theta_{k-1}^{-}, \theta_{k}^{-}\right) .
\end{align*}
$$

Let $p_{i}^{ \pm}\left(\lambda, x_{2}\right), q_{j}^{ \pm}(s, \theta), r_{k}^{ \pm}(s, \theta)$ be the linear independent solutions of the corresponding homogeneous equations (A.3). Besides, these functions can be
chosen so that they will be even functions with respect to the new variables $(\lambda$, and $s$ ). Consider in details the solutions of the first equations.

From the VKB method [5] the behaviour of the functions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$ for large values of the parameter $\lambda$ can be justified:

$$
\begin{align*}
p_{i}^{ \pm}\left(\lambda, x_{2}\right)= & \frac{1}{\sqrt[4]{v_{i}\left(x_{2}\right) \mu_{i}\left(x_{2}\right)}}  \tag{A.4}\\
& \cdot \exp \left[ \pm|\lambda| \int_{y_{i-1}}^{x_{2}} \sqrt{\frac{v_{i}(\xi)}{\mu_{i}(\xi)}} d \xi\right]\left[1+O\left(|\lambda|^{-1}\right)\right], \quad \lambda \rightarrow \infty
\end{align*}
$$

uniformly with respect to $x_{2} \in\left[y_{i-1}, y_{i}\right]$. These solutions can be found, for example, from the following initial (Cauchy) conditions:

$$
p_{i}^{ \pm}\left(\lambda, y_{ \pm}\right)=\left.\frac{B_{i}^{ \pm}(\lambda)}{\sqrt[4]{v_{i} \mu_{i}}}\right|_{y_{ \pm}}, \quad \frac{\partial}{\partial x_{2}} p_{i}^{ \pm}\left(\lambda, y_{ \pm}\right)=\left.\frac{B_{i}^{ \pm}(\lambda)}{\sqrt[4]{v_{i} \mu_{i}}}\left[ \pm|\lambda| \sqrt{\frac{v_{i}}{\mu_{i}}}-\frac{\left(v_{i} \mu_{i}\right)^{\prime}}{4 v_{i} \mu_{i}}\right]\right|_{y_{ \pm}}
$$

where $y_{+}=y_{i-1}, y_{-}=y_{i}$, but

$$
B_{i}^{+}(\lambda) \equiv 1, \quad B_{i}^{-}(\lambda)=\exp \left[-|\lambda| \int_{y_{i-1}}^{y_{i}} \sqrt{\frac{v_{i}(\xi)}{\mu_{i}(\xi)}} d \xi\right] .
$$

We can also obtain asymptotic expansions of these functions for small values of $\lambda$ :

$$
\begin{align*}
& p_{i}^{ \pm}\left(\lambda, x_{2}\right)=\left.\frac{B_{i}^{ \pm}(\lambda)}{\sqrt[4]{v_{i} \mu_{i}}}\right|_{y_{ \pm}}\left[1-\mu_{i}\left[\frac{\left(v_{i} \mu_{i}\right)^{\prime}}{4 v_{i} \mu_{i}}\right.\right.  \tag{A.5}\\
&\left.\left.\mp|\lambda| \sqrt{\frac{v_{i}}{\mu_{i}}}\right]\left.\right|_{y_{ \pm}} \int_{y_{ \pm}}^{x_{2}} \frac{d \xi}{\mu_{i}(\xi)}\right]+O\left(\lambda^{2}\right), \quad \lambda \rightarrow 0 .
\end{align*}
$$

Consequently, the functions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$ are absolutely continuous near points ( $0, x_{2}$ ), and are sufficiently smooth in any other points ( $\lambda, x_{2}$ ) from the corresponding region $\left(|\lambda| \in \mathbb{R}_{+}, x_{2} \in\left[y_{i-1}, y_{i}\right]\right)$.

Now, we can write the solutions $\bar{u}_{i}\left(\lambda, x_{2}\right)$ of the first equations (A.1):

$$
\begin{equation*}
\bar{u}_{i}\left(\lambda, x_{2}\right)=A_{+} p_{i}^{+}\left(\lambda, x_{2}\right)+A_{-} p_{i}^{-}\left(\lambda, x_{2}\right) \tag{A.6}
\end{equation*}
$$

$$
-p_{i}^{+}\left(\lambda, x_{2}\right) \int_{x_{2}}^{y_{i}} \frac{p_{i}^{-}(\lambda, \xi) \bar{W}_{i}(\lambda, \xi)}{\mu_{i}(\xi) W\left(p_{i}^{+}, p_{i}^{-}\right)(\lambda, \xi)} d \xi-p_{i}^{-}\left(\lambda, x_{2}\right) \int_{y_{i-1}}^{x_{2}} \frac{p_{i}^{+}(\lambda, \xi) \bar{W}_{i}(\lambda, \xi)}{\mu_{i}(\xi) W\left(p_{i}^{+}, p_{i}^{-}\right)(\lambda, \xi)} d \xi
$$

where $W\left(p_{i}^{+}, p_{i}^{-}\right)\left(\lambda, x_{2}\right)$ is the corresponding Wronskian.

Following [12], denote functions

$$
\mathbf{p}_{t}^{i}(\lambda)=\mu_{i} \frac{\partial}{\partial x_{2}} \bar{u}_{\left.i\right|_{\Gamma_{i}}}, \quad \quad \mathbf{u}_{t}^{i}(\lambda)=\bar{u}_{\left.i\right|_{\Gamma_{i}}}
$$

$$
\begin{equation*}
\mathbf{p}_{b}^{i}(\lambda)=\mu_{i} \frac{\partial}{\partial x_{2}} \bar{u}_{\left.i\right|_{\Gamma_{i-1}}}, \quad \quad \mathbf{u}_{b}^{i}(\lambda)=\bar{u}_{\left.i\right|_{\Gamma_{i-1}}}, \quad i=1,2, \ldots, n \tag{A.7}
\end{equation*}
$$

Then, substituting (A.6) in (A.7), and eliminating the constants $A_{ \pm}$from these equations, we obtain the relations between functions $\mathbf{u}_{t(b)}^{i}$ and $\mathbf{p}_{t(b)}^{i}$ in the form:
(A.8) $\quad\binom{\mathbf{u}_{t}^{i}}{\mathbf{u}_{b}^{i}}=\mathbf{R}_{i}(\lambda)\binom{\mathbf{p}_{t}^{i}}{\mathbf{p}_{b}^{i}}+\binom{u_{t 0}^{i}}{u_{b 0}^{i}}, \quad \mathbf{R}_{i}(\lambda)=\left(\begin{array}{cc}R_{t t}^{i} & R_{t b}^{i} \\ R_{b t}^{i} & R_{b b}^{i}\end{array}\right)$,
where coefficients are calculated from the equations

$$
\begin{aligned}
& \binom{u_{t 0}^{i}}{u_{b 0}^{i}}=\left[\begin{array}{cc}
\mathbf{R}_{i}(\lambda)\left(\begin{array}{cc}
\mu_{i} \frac{\partial}{\partial x_{2}} p_{i}^{-}\left(\lambda, y_{i}\right) & 0 \\
0 & \mu_{i} \frac{\partial}{\partial x_{2}} p_{i}^{+}\left(\lambda, y_{i-1}\right)
\end{array}\right) \\
& \left.-\left(\begin{array}{cc}
p_{i}^{-}\left(\lambda, y_{i}\right) & 0 \\
0 & p_{i}^{+}\left(\lambda, y_{i-1}\right)
\end{array}\right)\right]\binom{L_{i}^{+}}{L_{i}^{-}} \\
L_{i}^{ \pm}(\lambda) & =\int_{y_{i-1}}^{y_{1}} \frac{p_{i}^{ \pm}(\lambda, \xi) \bar{W}_{i}(\lambda, \xi)}{\mu_{i}(\xi) W\left(p_{i}^{+}, p_{i}^{-}\right)(\lambda, \xi)} d \xi
\end{array},\right.
\end{aligned}
$$

(A.9) $\quad R_{b t}^{i}(\lambda)=-\frac{W\left(p_{i}^{+}, p_{i}^{-}\right)\left(\lambda, y_{i-1}\right)}{\mu_{i}\left(y_{i}\right) D_{0}^{(i)}(\lambda)}$,

$$
R_{b b}^{i}(\lambda)=\frac{D^{(i)}\left(\lambda, y_{i-1}, y_{i}\right)}{\mu_{i}\left(y_{i-1}\right) D_{0}^{(i)}(\lambda)}
$$

$$
R_{t t}^{i}(\lambda)=-\frac{D^{(i)}\left(\lambda, y_{i}, y_{i-1}\right)}{\left.\mu_{i}\left(y_{i}\right)\right) D_{0}^{(i)}(\lambda)}
$$

$$
R_{t b}^{i}(\lambda)=\frac{W\left(p_{i}^{+}, p_{i}^{-}\right)\left(\lambda, y_{i}\right)}{\left.\mu_{i}\left(y_{i-1}\right)\right) D_{0}^{(i)}(\lambda)}
$$

Finally, the functions $D^{(i)}(\lambda, a, b), D_{0}^{(i)}(\lambda)$ are expressed in terms of the solutions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$ :

$$
\begin{aligned}
D^{(i)}(\lambda, a, b) & =p_{i}^{+}(\lambda, a) \frac{\partial}{\partial x_{2}} p_{i}^{-}(\lambda, b)-p_{i}^{-}(\lambda, a) \frac{\partial}{\partial x_{2}} p_{i}^{+}(\lambda, b) \\
D_{0}^{(i)}(\lambda) & =\frac{\partial}{\partial x_{2}} p_{i}^{+}\left(\lambda, y_{i-1}\right) \frac{\partial}{\partial x_{2}} p_{i}^{-}\left(\lambda, y_{i}\right)-\frac{\partial}{\partial x_{2}} p_{i}^{-}\left(\lambda, y_{i-1}\right) \frac{\partial}{\partial x_{2}} p_{i}^{+}\left(\lambda, y_{i}\right)
\end{aligned}
$$

Hence, we can use all the results of Appendix A [12] in order to obtain the functions $M_{p}(\lambda), m_{p}^{ \pm}(\lambda)$ in the first relation of (3.1). For some functions $v_{i}\left(x_{2}\right), \mu_{i}\left(x_{2}\right)$, the mentioned solutions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$ can be calculated exactly (see for example [17]). Anyway, the functions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$, and consequently, all functions from (A.8) as well $M_{p}(\lambda), m_{p}^{ \pm}(\lambda)$ can be numerically calculated. Moreover, their asymptotics at the zero and infinity points with respect to the variable $\lambda$, which play an important role in the process of investigation of the systems of functional-difference equations, can be analytically determined.

$$
\begin{aligned}
& \mathbf{R}_{i}(\lambda)=\frac{1}{|\lambda|}\left(\begin{array}{cc}
{\left[v_{i} \mu_{i}\left(y_{i}\right)\right]^{-1 / 2}} & -2 B_{i}^{-}(\lambda)\left[v_{i} \mu_{i}\left(y_{i-1}\right)\right]^{-1 / 2} \\
2 B_{i}^{-}(\lambda)\left[v_{i} \mu_{i}\left(y_{i}\right)\right]^{-1 / 2} & -\left[v_{i} \mu_{i}\left(y_{i-1}\right)\right]^{-1 / 2}
\end{array}\right) \\
& \times\left(1+O\left(\frac{1}{|\lambda|}\right)\right), \quad \lambda \rightarrow \infty, \\
& u_{t 0}^{i}, u_{b 0}^{i}=o\left(|\lambda|^{-1} B_{i}^{-}(\lambda)\right), \quad \lambda \rightarrow \infty ; \\
& \mathbf{R}_{i}(\lambda)=\frac{1}{\lambda^{2}}\left[\int_{y_{i-1}}^{y_{i}} v_{i}(\xi) d \xi\right]^{-1}\left(\begin{array}{cc}
1 & -1 \\
1 & -1
\end{array}\right)+O(1), \quad \lambda \rightarrow 0, \\
& u_{t 0}^{i}, u_{b 0}^{i}(\lambda)=\frac{1}{\lambda^{2}}\left[\int_{y_{i-1}}^{y_{i}} v_{i}(\xi) d \xi\right]^{-1} \int_{y_{i-1}}^{y_{i}} \bar{V}_{i}(0, \xi) d \xi+O\left(\frac{1}{|\lambda|}\right), \quad \lambda \rightarrow 0 .
\end{aligned}
$$

In conclusion let us note that we can always obtain the solutions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$ satisfying the relations (A.5), and belonging to the class $\mathbf{C}^{\infty}\left(\mathbb{R} \times\left(y_{i-1}, y_{i}\right)\right)$ by correcting the Cauchy data (A.4). But this makes no sense, because the matrix-function $\mathbf{R}_{i}(\lambda)$ has always the singularity in zero point, and does not depend on the choice of the solutions $p_{i}^{ \pm}\left(\lambda, x_{2}\right)$.

In the wedge regions the relations similar to (A.8) between Mellin transformations of the solution and the tractions are constructed in a similar manner. To this end it is sufficient to replace the corresponding functions $v_{i}\left(x_{2}\right), \mu_{i}\left(x_{2}\right)$ by $v_{j}^{ \pm}(\theta), \mu_{j}^{ \pm}(\theta)$; to substitute new variable $\lambda=i s$; and to consider separately the real and the imaginary parts of the solutions. The corresponding results will not be presented here.
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# Non-uniform extensional motions of materially non-uniform simple solids 

S. ZAHORSKI (WARSZAWA)

NON-UNIFORM EXTENSIONAL MOTIONS of materially non-uniform simple solids are considered in greater detail. These motions may be useful as applied to quasi-elongational motions with temperature and structure variations. In particular, the constitutive equations are discussed for steady drawing processes of polymer fibres.

## 1. Introduction

In OUR PREVIOUS PAPER [1] the results valid for uniform motions with constant stretch history (MCSH) have been generalized to the case of non-uniform stagnant motions (NUSM) of materially non-uniform incompressible simple fluids. The coresponding constitutive equations are very similar to those known for MCSH.

In the present paper we discuss in greater detail the non-uniform extensional motions (hereafter called NUEM) of materially non-uniform simple solids [2]. Such motions deserve more attention since in many practical situations met in the rheolody of polymers (drawing of fibres, non-uniform elongations, etc.), thermal and structural effects as well as nonlinear viscoelastic properties are of major importance (cf. [3]) and can be taken into account through the assumption of the proper material non-uniformity. In solids, in contrast to fluids, the deformation energy cannot be neglected and may, through the corresponding dissipation mechanisms, lead to temperature variations and, in consequence, to variable material properties (cf. [3]).

In what follows the non-uniform extensional motions (NUEM) are defined in general and steady-state cases. Next, the corresponding constitutive equations are discussed for materially non-uniform simple locally isotropic solids.

## 2. Non-uniform extensional motion (NUEM)

Consider a class of isochoric motions for which the deformation gradient at the current time $t$, relative to a configuration at time 0 , is of the following diagonal form:

$$
\mathbf{F}_{0}(\mathbf{X}, \tau)=\left[\begin{array}{ccc}
\lambda^{-1 / 2} & 0 & 0  \tag{2.1}\\
0 & \lambda^{-1 / 2} & 0 \\
0 & 0 & \lambda
\end{array}\right], \quad \operatorname{det} \mathbf{F}_{0}=1
$$

where the non-uniform stretch ratio $\lambda(\mathbf{X}, t)$ depends on time $t$ as well as on the position $\mathbf{X}$ of a particle $X$ in an arbitrarily chosen reference configuration $\kappa$ (not necessarily at time 0 ). Thus, a non-uniformity of the quantities considered can be expressed either by $\mathbf{X}$ or $X, \mathbf{X}=\kappa(X)$. Such a motion may be called the non-uniform extensional motion (NUEM).

In general, we obtain the velocity gradient in the form:

$$
\mathbf{L}_{1}(\mathbf{X}, t)=\dot{\mathbf{F}}(\mathbf{X}, t) \mathbf{F}^{-1}(\mathbf{X}, t)=\left[\begin{array}{ccc}
-\frac{1}{2} \frac{\dot{\lambda}}{\lambda} & 0 & 0  \tag{2.2}\\
0 & -\frac{1}{2} \frac{\dot{\lambda}}{\lambda} & 0 \\
0 & 0 & \frac{\dot{\lambda}}{\lambda}
\end{array}\right]
$$

If, in particular, the gradient (2.1) can be presented in an exponential form:

$$
\begin{equation*}
\mathbf{F}_{0}(\mathbf{X}, \tau)=\exp (\tau \mathbf{L}(\mathbf{X})), \quad \mathbf{L}=\mathbf{L}^{T} \tag{2.3}
\end{equation*}
$$

where $\tau$ denotes any past time and the diagonal tensor $\mathbf{L}(\mathbf{X})$ depends only on the position $\mathbf{X}$, we arrive at the definition of steady NUEM.

From Eq. (2.3), the deformation gradient relative to a configuration at the current time $t$ amounts to

$$
\begin{equation*}
\mathbf{F}_{t}(\mathbf{X}, t)=\mathbf{F}_{0}(\mathbf{X}, \tau) \mathbf{F}_{0}^{-1}(\mathbf{X}, t)=\exp (-s \mathbf{L}(\mathbf{X})), \quad \tau=t-s \tag{2.4}
\end{equation*}
$$

leading to the following time-independent velocity gradient:

$$
\begin{equation*}
\mathbf{L}_{1}(\mathbf{X})=\left.\frac{\partial}{\partial \tau} \mathbf{F}(\mathbf{X}, \tau)\right|_{\tau=t}=\mathbf{L}(\mathbf{X}) \tag{2.5}
\end{equation*}
$$

Therefore, for steady NUEM we can write

$$
\mathbf{L}_{1}(\mathbf{X}) \equiv \mathbf{L}(\mathbf{X})=\left[\begin{array}{ccc}
-\frac{1}{2} V^{\prime} & 0 & 0  \tag{2.6}\\
0 & -\frac{1}{2} V^{\prime} & 0 \\
0 & 0 & V^{\prime}
\end{array}\right]
$$

where $V^{\prime}(\mathbf{X})$ formally denotes the $z$-component of the velocity gradient.
Equations (2.3) and (2.4) lead to the following expressions for the left CauchyGreen deformation tensor B and the history of right relative deformation tensor $\mathbf{C}_{t}^{t}$ (cf. [4]):

$$
\begin{align*}
& \mathbf{B}(\mathbf{X}, t)=\mathbf{F}_{0}(\mathbf{X}, t) \mathbf{F}_{0}^{T}(\mathbf{X}, t)=\exp \left(t \mathbf{L}(\mathbf{X}) \exp \left(t \mathbf{L}^{T}(\mathbf{X})\right)\right.  \tag{2.7}\\
& \begin{aligned}
& \mathbf{C}_{t}^{t}(\mathbf{X}, s) \equiv \mathbf{C}_{t}(\mathbf{X}, t-s)=\mathbf{F}_{t}^{T}(\mathbf{X}, t-s) \mathbf{F}_{t}(\mathbf{X}, t-s) \\
&=\exp \left(-s \mathbf{L}^{T}(\mathbf{X})\right) \exp (-s \mathbf{L}(\mathbf{X}))
\end{aligned} \tag{2.8}
\end{align*}
$$

respectively. The above expressions can be simplified a little since the tensors $\mathbf{L}(\mathbf{X})$ are diagonal by assumption.

## 3. Constitutive equations of materially non-uniform simple isotropic solids

According to our remarks, at the beginning we assume that a priori unknown temperature and structure distributions lead to a material non-uniformity, i.e. to the fact that all the functionals, functions and material constants depend on the position $\mathbf{X}$ and vary from particle to particle or from place to place.

The general constitutive equations of materially non-uniform simple isotropic solids (cf. [2, 4]) can be expressed as

$$
\begin{equation*}
\mathbf{T}(\mathbf{X}, t)={\underset{s=0}{\infty} \kappa}_{\mathcal{H}_{s}}\left(\mathbf{C}_{t}^{t}(\mathbf{X}, s), \mathbf{B}(\mathbf{X}, t), \mathbf{X}\right), \tag{3.1}
\end{equation*}
$$

where T is the non-uniform stress-tensor, $\mathcal{H}_{\kappa}$ denotes the non-uniform constitutive functional depending on the reference configuration $\kappa$ and the tensors $\mathrm{C}_{t}^{t}$ and B have been defined by Eqs. (2.7) and (2.8). In the case of incompressible materials, the stress tensor $\mathbf{T}$ should be replaced by the corresponding extra-stress tensor $\mathbf{T}_{E}$.

It can be proved that the constitutive equations (3.1) are in agreement with the principles of determinism and local action. They also satisfy the principle of objectivity (invariance with respect to the reference frame), if the group of material isotropy (symmetry) is equivalent to the full orthogonal group (cf. [2, 4]). A non-uniform material may be considered to be globally isotropic if there exists the configuration $\kappa$ at which its isotropy group is the same for all the particles. In other words, in a globally isotropic non-uniform solid all possible directions of deformation are equivalent while its material properties vary from particle to particle.

For steady NUEM defined by Eq. (2.3), after introducing Eqs. (2.7), (2.8) into Eq. (3.1) and taking into account the properties of tensor exponentials, i.e.

$$
\begin{equation*}
\exp \mathbf{A}=\sum_{n=0}^{\infty} \frac{1}{n!} \mathbf{A}^{n}, \tag{3.2}
\end{equation*}
$$

we arrive at

$$
\begin{equation*}
\mathbf{T}(\mathbf{X}, t)={\underset{s=0}{\mathcal{H}}}_{\mathcal{H}^{\kappa}}(\exp (-2 s \mathbf{L}(\mathbf{X})), \exp (2 t \mathbf{L}(\mathbf{X})), \mathbf{X})=\boldsymbol{h}(\mathbf{L}(\mathbf{X}), \mathbf{B}(\mathbf{X}, t), \mathbf{X}) \tag{3.3}
\end{equation*}
$$

where $\boldsymbol{h}$ denotes an isotropic function of the tensor arguments. In particular, instead of $\mathbf{L}(\mathbf{X})$, the first Rivlin-Ericksen kinematic tensor $\mathbf{A}_{1}=2 \mathbf{L}$ can be used.

Various reprtesentations of Eqs. (3.3) can be constructed in the usual way. For instance, we have

$$
\begin{align*}
& \text { 4) } \quad \mathbf{T}(\mathbf{X}, t)=\boldsymbol{\alpha}\left(\mathbf{L}(\mathbf{X}), \mathbf{X}, I_{B}\right) \mathbf{1}+\boldsymbol{\alpha}_{1}\left(\mathbf{L}(\mathbf{X}), \mathbf{X}, I_{B}\right) \mathbf{B}(\mathbf{X}, t)  \tag{3.4}\\
& +\mathbf{B}(\mathbf{X}, t) \boldsymbol{\beta}_{1}\left(\mathbf{L}(\mathbf{X}), \mathbf{X}, I_{B}\right)+\mathbf{B}^{2}(\mathbf{X}, t) \boldsymbol{\beta}_{2}\left(\mathbf{L}(\mathbf{X}), \mathbf{X}, I_{B}\right)+\boldsymbol{\alpha}_{2}\left(\mathbf{L}(\mathbf{X}), \mathbf{X}, I_{B}\right) \mathbf{B}^{2}(\mathbf{X}, t),
\end{align*}
$$

where the material (tensor) coefficients depend on the velocity gradient $\mathbf{L}(\mathbf{X})$, the invariants of tensor $\mathbf{B}$, and explicitly on the position $\mathbf{X}$.

## 4. Application to steady non-uniform drawing of materially non-uniform polymer fibres

In the case of drawing of solid polymer fibres (cf. [3]), we may assume that, under a quasi-elongational approximation, the deformation gradient as well as the velocity gradient are of the form (2.1) and (2.6), respectively, with

$$
\begin{equation*}
\lambda=\frac{V}{V_{0}}, \quad \dot{\varepsilon}=\ln \lambda, \quad \dot{\varepsilon}=\frac{\dot{\lambda}}{\lambda}=\frac{\lambda^{\prime}}{\lambda} V=V^{\prime}, \tag{4.1}
\end{equation*}
$$

where $V(z)$ denotes the axial velocity depending on the spatial position $z$, and the primes denote differentiation with respect to $z$. The possibility of replacement of the particle position $\mathbf{X}$ by its place in space $\mathbf{x}$ (or rather $z$ ) results from the assumption that the motion considered is steady; then the reference configuration can be chosen at the current time $t$.

Under the above assumption, Eqs. (3.3) lead to the following stress difference:

$$
\begin{equation*}
T^{33}-T^{11}=\sigma\left(V, V^{\prime} ; z\right)=\sigma_{1}\left(\lambda, \lambda^{\prime} ; z\right)=\sigma_{2}(\varepsilon, \dot{\varepsilon} ; z) . \tag{4.2}
\end{equation*}
$$

Thus, in the case of non-uniform drawing of solid polymer fibres, the corresponding elongational stress may depend at most on the velocity and its axial gradient or on the strain and its time-derivative, respectively.

It is worth noting that the constitutive equations desribing drawing processes of polymer fibres were also considered by Coleman [5]. He proposed the particular approximate form

$$
\begin{equation*}
T=\tau(\lambda)+\beta(\lambda) \lambda^{\prime 2}+\gamma(\lambda) \lambda^{\prime \prime}, \tag{4.3}
\end{equation*}
$$

where $\lambda$ is the stretch ratio. A simple comparison of the above equation with $(4.2)_{2}$ shows that our equation is pretty general since it admits arbitrary dependence on $\lambda$ and $\lambda^{\prime}$, and explicitly on $z$. Equation (4.3), however, shows a particular dependence on $\lambda^{\prime}$ and moreover on $\lambda^{\prime \prime}$.

## 5. Conclusions

The concept of non-uniform extensional motions (NUEM) of materially nonuniform simple locally isotropic solids leads, in the case of steady motions, to the constitutive equations in a form of isotropic function of the deformation gradient and the velocity gradient, depending explicitly on the position of a particle.

For drawing processes of solid polymer fibres, a simplified form of the constitutive equations depending on the velocity, its axial gradient and the place along the fibre axis may be very useful.
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# Outlooks in Saint Venant theory <br> Part II. Torsional rigidity, shear-stress "and all that" in the torsion of cylinders with section of variable thickness 

F. DELL'ISOLA and L. ROSA (ROMA)


#### Abstract

We extend the perturbative procedure developed in [7] to the case of Saint Venant Cylinders with sections of variable thickness. In this way we are able to generalize the Kelvin and Bredt formulas for torsional rigidity of open and closed sections, respectively. We recover all the results available in technical literature. In particular we deduce an explicit analytical expression for warping function in the cases of open sections of triangular shape [17] and of the closed section studied using numerical methods by WANG [18].


## 1. Introduction

In a recent paper [7] the authors tried to use a "perturbative development" [5] to generalize the well known Bredt formulas in the theory of thin hollow elastic beams. This development is possible for sections of the Saint Venant Cylinders (SVC) constructed from a given curve (the mean curve) as the union of its homotopic curves. The perturbation parameter $\varepsilon$ is related to the thickness of the sections. However in [7] the particular homotopic transformation used allows only for the consideration of sections of constant thickness.

Here we want to overcome this limitation by generalizing the results found in [3] and use a similar procedure, but allowing the homotopic transformation to shift along the normal and the tangent directions both depending on the curvilinear coordinate along the inner curve of the sections.

We recover all the classical formulas found by Bredt [1] (see also Vlasov [2]) considering terms of first order in $\varepsilon$ in the development. The new procedure we propose in the present paper is general enough to be applied, for instance, to SVC whose doubly connected cross-sections are bounded by ellipses, the case being out of the scope of applicability of the previous ones. In this way we can check our perturbation method on the exact solutions (available in the literature, see [4]) of Saint Venant torsion problem for the homothetic elliptic cross-sections. Moreover, we can give an approximate expression for the warping field in the case of the tubolar section of WANG (cf. [18]) and for the thin isosceles triangle [17].

For the reasons expounded in dell'Isola and Ruta [7] we choose to state the Saint Venant torsion problem in terms of the Prandtl stress function $\phi$.

Let $\mathcal{D}$ be the cross-section of the SVC, and let us distinguish two cases: closed sections and open sections. In both cases $D$ can be represented as fol-
lows: $\mathcal{D}=\mathcal{D}_{1} \backslash \mathcal{D}_{0}$, where $\mathcal{D}_{i}, i=0,1$, are simply connected domains, $\mathcal{D}_{0} \subset \mathcal{D}_{1}$ and $\partial \mathcal{D}_{0} \cap \partial \mathcal{D}_{1}=\emptyset$ but, in the case of open sections we have $D_{0}=\emptyset$.

Prandtl function $\phi$ is the solution of the following elliptic boundary value problem:

$$
\begin{align*}
\Delta \phi+2 & =0 \quad \text { in } \quad \mathcal{D} \subset \Pi \\
\phi & =0 \quad \text { on } \partial \mathcal{D}_{1} \\
\phi & =\bar{\phi} \quad \text { on } \partial \mathcal{D}_{0}  \tag{1.1}\\
\oint_{\partial \mathcal{D}_{0}} \nabla \phi \cdot n & =-2 A_{\partial \mathcal{D}_{0}} .
\end{align*}
$$

Here $\Pi$ is a plane, $\Delta$ is the Laplace operator, $\nabla$ is the gradient operator, $n$ is the outer normal of the domain $\mathcal{D}_{0}$, and $A_{\partial \mathcal{D}_{0}}$ is its area. The value of $\phi$ on $\partial \mathcal{D}_{0}$, $\bar{\phi}$, is an arbitrary constant to be determined from the integral condition (1.1) $)_{4}$.

We will assume that the Prandtl function $\phi$ [6] can be expanded in terms of $\varepsilon$ :

$$
\begin{equation*}
\phi=\sum_{k=0}^{\infty} \phi_{k} \varepsilon^{k} \tag{1.2}
\end{equation*}
$$

in this way we get a hierarchy of ordinary differential equations for the coefficient $\phi_{k}$, which allow us to generalize the well-known Bredt formulas.

Once we have found the expansion for the Prandtl function, we can calculate the corresponding one for the torsional rigidity $R$, the warping $w$ and the tangent stress $t$ using the following formulas $[8,9,10]$ :

$$
\begin{align*}
R & =2 G \int_{\mathcal{D}_{1}} \phi+A_{\partial \mathcal{D}_{0}} \bar{\phi} \\
\nabla w(y) & =-\tau(* \nabla \phi(y)+*(y-o)), \quad t=-G \tau * \nabla \phi \tag{1.3}
\end{align*}
$$

where $o \in \Pi, *$ is the $\pi / 2$-rotation operator in $\Pi, y \in \mathcal{D}, G$ is the modulus of elasticity in shear and $\tau$ is the angle of twist.

To this end, we will try the formal expansions also of all the other quantities appearing in the Saint Venant torsion theory in terms of the small parameter $\varepsilon$ (for an accurate analysis of these slightly heuristic procedure see NAYFEH [5]):

$$
\begin{equation*}
R=\sum_{n=0}^{\infty} R_{n} \varepsilon^{n}, \quad w(s, z)=\sum_{n=0}^{\infty} w_{n}(s, z) \varepsilon^{n}, \quad t(s, z)=\sum_{n=0}^{\infty} t_{n}(s, z) \varepsilon^{n} \tag{1.4}
\end{equation*}
$$

thus obtaining, in a very straightforward manner, all the known formulas of the technical theories as terms of the first order in $\varepsilon$. We can find all the terms of higher order in $\varepsilon$ and here we quote the next non-zero corrections to these.

## 2. Families of cross-sections

Let $\Gamma_{0}:[0, l] \rightarrow \Pi$ be the curve of equation

$$
\begin{equation*}
r_{0}: s \mapsto r_{0}(s) \tag{2.1}
\end{equation*}
$$

We will consider two cases: closed sections and open sections. In the first case we identify the two extrema $0 \sim l$ (we will identify $s$ with the arc-length of the curve $\Gamma_{0}$, thus $l$ will be the length of $\Gamma_{0}$ ).

Starting from $\Gamma_{0}$, we will consider a family of domains, parameterized by $\varepsilon$. The domain $D_{\varepsilon}$ is obtained as the union of the curves $\Gamma_{z}: s \in[0, l] \rightarrow \Pi$, with $z \in[0,1], z$-lifted from $\Gamma_{0}$ by the scalar fields ( $\delta_{1}, \delta_{2}$ ): $\left(f_{, x}=\frac{d f(x)}{d x}\right)$

$$
\begin{equation*}
r(s, z)=r_{0}(s)+z \varepsilon\left(\delta_{1}(s) r_{0, s}-\delta_{2}(s) * r_{0, s}(s)\right), \quad D_{\varepsilon}=\bigcup_{z \in[0,1]}\left(\Gamma_{z}\right) . \tag{2.2}
\end{equation*}
$$

In this way $\partial \mathcal{D}:=\Gamma_{0} \cup \Gamma_{1}$ for closed sections while, of course, in the case of open sections we cannot obtain, by means of this procedure, the whole boundary of the domain $D$ because we loose the edges $z$-lifted from the two distinct points $0, l$.

For these reasons we must assume that for open section the expansion is valid only far away from the ending edges. The expansion we obtain in this paper is an "outer" expansion to be matched with an "inner" one (see Nayfer [5]) accounting for some edge effect.

We can think of $\delta(s)=\sqrt{\delta_{1}^{2}+\delta_{2}^{2}}$ as of a thickness of the section in the point of coordinate $s$ measured along $\Gamma_{0}$, and we will call $\left(\Gamma_{0}, \delta_{1}(s), \delta_{2}(s)\right)$ the "shape" of the section.

In the following we will consider the cylinder of section $\mathcal{D}=\mathcal{D}_{1} \backslash \mathcal{D}_{0}$ whose boundary is $\partial \mathcal{D}=\Gamma_{0} \cup \Gamma_{1} . \Gamma_{0}$ is a closed curve for closed SVC sections and an open curve for open SVC sections. In the latter case we have $D_{0}=\emptyset$.

Considering the couple $(s, z)$ as a coordinate system on $D_{\varepsilon}$, we get the following holonomic basis (when not necessary we omit the explicit $s$-dependence of the various functions)

$$
\begin{align*}
& e_{1}(s, z)=\frac{\partial r}{\partial s}=r_{0, s}\left(1+z \varepsilon\left(\delta_{1, s}+\delta_{2, s} K\right)\right)+z \varepsilon * r_{0, s}\left(K \delta_{1}-\delta_{2, s}\right),  \tag{2.3}\\
& e_{2}(s, z)=\frac{\partial r}{\partial z}=\varepsilon\left(r_{0, s} \delta_{1}-* r_{0, s} \delta_{2}\right)
\end{align*}
$$

( $K(s)$ is the curvature of $\Gamma_{0}, i=1,2$ ) and the following metric-tensor:

$$
g^{i j}=\frac{1}{g}\left(\begin{array}{c}
\varepsilon^{2}\left(\delta_{1}^{2}+\delta_{2}^{2}\right)  \tag{2.4}\\
-\left(\varepsilon \delta_{1}+z \varepsilon^{2}\left(\delta_{1} \delta_{1, s}+\delta_{2} \delta_{2, s}\right)\right) \\
-\left(\varepsilon \delta_{1}+z \varepsilon^{2}\left(\delta_{1} \delta_{1, s}+\delta_{2} \delta_{2, s}\right)\right) \\
\left(1+z \varepsilon\left(\delta_{1, s}+K \delta_{2}\right)\right)^{2}+z^{2} \varepsilon^{2}\left(\delta_{2, s}-K \delta_{1, s}\right)^{2}
\end{array}\right),
$$

where $g=\varepsilon^{2}\left[\varepsilon z\left(\delta_{1} \delta_{2, s}-\delta_{1, s} \delta_{2}-K\left(\delta_{1}^{2}+\delta_{2}^{2}\right)\right)-\delta_{2}\right]^{2}$ is the determinant of the metric tensor.

For the sake of completeness we quote here the expression of the gradient and Laplacian that will be used in the following [11, 12]:

$$
\begin{align*}
& \nabla \phi=g^{i j} \phi_{, i} e_{j} \\
& \Delta \phi=g^{i j}\left(\frac{\partial^{2} \phi}{\partial x^{i} \partial x^{j}}-\frac{\partial \phi}{\partial x^{h}}\left\{\begin{array}{c}
h \\
i j
\end{array}\right\}\right)=\frac{1}{\sqrt{g}}\left(\frac{\partial}{\partial x_{i}} \sqrt{g} g^{i j} \phi_{, i}\right), \tag{2.5}
\end{align*}
$$

$\left\{\begin{array}{c}h \\ i j\end{array}\right\}$ are the Christoffel symbols, $i, j, h=1,2 ; x_{1}=s, x_{2}=z$.

## 3. Formal expansion of the Prandtl function

Using (1.2) and (2.5) $)_{2}$ Eq. (1.1) becomes:

$$
\begin{align*}
\sum_{n=0}^{\infty}\{ & \left\{\varepsilon^{n} A \phi_{n, z z}\right.  \tag{3.1}\\
& +\varepsilon^{n+1}\left(B_{1} \phi_{n, z}+B_{2} \phi_{n, z z}+B_{3} \phi_{n, s z}\right) \\
& +\varepsilon^{n+2}\left[C_{1} \phi_{n, z}+C_{2} \phi_{n, z z}+C_{3} \phi_{n, s}+C_{4} \phi_{n, s z}+C_{5} \phi_{n, s s}\right] \\
& \left.+\varepsilon^{n+3}\left[D_{1} \phi_{n, z}+D_{2} \phi_{n, z z}+D_{3} \phi_{n, s}+D_{4} \phi_{n, s z}+D_{5} \phi_{n, s s}\right]\right\} \\
& =-2 \varepsilon^{2}\left[\varepsilon z\left(\delta_{1} \delta_{2, s}-\delta_{1, s} \delta_{2}-K\left(\delta_{1}^{2}+\delta_{2}^{2}\right)\right)-\delta_{2}\right]^{3}
\end{align*}
$$

Here

$$
\begin{aligned}
& A=-\delta_{2}, \\
& B_{1}=K\left(\delta_{1}^{2}-\delta_{2}^{2}\right)-2 \delta_{1} \delta_{2, s} \text {, } \\
& B_{2}=z \delta_{1} \delta_{2, s}-3 z \delta_{2} \delta_{1, s}-3 z K \delta_{2}^{2}-z K \delta_{1}^{2} \text {, } \\
& B_{3}=2 \delta_{1} \delta_{2} \text {, } \\
& C_{1}=z\left(-2 K^{2}\left(\delta_{1}^{2} \delta_{2}+\delta_{2}^{3}\right)-K\left(\delta_{1}^{2} \delta_{1, s}+3 \delta_{2}^{2} \delta_{1, s}+2 \delta_{1} \delta_{2} \delta_{2, s}\right)-2 \delta_{1} \delta_{1, s} \delta_{2, s}-2 \delta_{2} \delta_{2, s}^{2}\right. \\
& \left.-K_{, s}\left(\delta_{1}^{3}+\delta_{1} \delta_{2}^{2}+\delta_{1}^{2} \delta_{2, s s}+\delta_{2}^{2} \delta_{2, s s}\right)\right), \\
& C_{2}=z^{2}\left(-3 K^{2} \delta_{2}\left(\delta_{1}^{2}+\delta_{2}^{2}\right)-\delta_{1, s} K\left(2 \delta_{1}^{2}-6 \delta_{2}^{2}\right)+\delta_{1, s}\left(-3 \delta_{1, s} \delta_{2}+2 \delta_{1} \delta_{2, s}\right)\right. \\
& \left.+\delta_{2} \delta_{2, s}\left(4 \delta_{1} K-\delta_{2, s}\right)\right), \\
& C_{3}=\delta_{1}\left(2 \delta_{1} \delta_{2, s}-\delta_{1}^{2} K-\delta_{2}^{2} K-2 \delta_{2} \delta_{1, s}\right) \text {, } \\
& C_{4}=2 z\left(\delta_{1}^{3} K+\delta_{1} \delta_{2}^{2} K+2 \delta_{1} \delta_{2} \delta_{1, s}-\delta_{1}^{2} \delta_{2, s}+\delta_{2}^{2} \delta_{2, s}\right) \text {, }
\end{aligned}
$$

$$
\begin{aligned}
& C_{5}=-\delta_{1}^{2} \delta_{2}-\delta_{2}^{3}, \\
& D_{1}=-z^{2}\left(\delta_{1}^{2}+\delta_{2}^{2}\right) \delta_{1}^{2} k^{3}-\delta_{2}^{2} K^{3}-3 \delta_{2} \delta_{1, s} K^{2}-2 \delta_{1, s}^{2} K+3 \delta_{1} \delta_{2, s} K^{2}-2 \delta_{2, s}^{2} K \\
& -\left(\delta_{1} \delta_{1, s}+\delta_{2} \delta_{2, s}\right) K_{, s}+\delta_{1} \delta_{1, s s} K-\delta_{1, s s} \delta_{2, s}+\delta_{2} \delta_{2, s s} K+\delta_{1, s} \delta_{2, s s}, \\
& D_{2}=z^{3}\left(-\delta_{1}^{4} K^{3}-2 \delta_{1}^{2} \delta_{2}^{2} K^{3}-\delta_{2}^{4} K^{3}-3 \delta_{1}^{2} \delta_{1, s} \delta_{2,} K^{2}-3 \delta_{2}^{3} \delta_{1, s} K^{2}-\delta_{1}^{2} \delta_{1, s}^{2} K\right. \\
& -3 \delta_{1, s}^{2} \delta_{2}^{2} K-\delta_{1, s}^{3} \delta_{2}+3 \delta_{1}^{3} \delta_{2, s} K^{2}+3 \delta_{1} \delta_{2}^{2} \delta_{2, s} K^{2}+4 \delta_{1} \delta_{2} \delta_{1, s} \delta_{2, s} K \\
& \left.+\delta_{1} \delta_{1, s}^{2} \delta_{2, s}-3 \delta_{1}^{2} \delta_{2, s}^{2} K-\delta_{2}^{2} \delta_{1, s} \delta_{2, s}^{2}+\delta_{2}^{2} \delta_{2, s}^{2} K+\delta_{1} \delta_{2, s}^{3}\right), \\
& D_{3}=z\left(-2 \delta_{1} \delta_{1, s}^{2} \delta_{2}+2 \delta_{1}^{2} \delta_{1, s} \delta_{2, s}-2 \delta_{1, s} \delta_{2, s} \delta_{2}^{2}+2 \delta_{1} \delta_{2} \delta_{2, s}^{2}+\delta_{1}^{4} K_{, s}+2 \delta_{1}^{2} \delta_{2}^{2} K_{, s}\right. \\
& \left.+\delta_{2}^{4} K_{, s}+\delta_{1}^{2} \delta_{2} \delta_{1, s s}+\delta_{1, s s} \delta_{2}^{3}-\delta_{1}^{3} \delta_{2, s s}-\delta_{1} \delta_{2}^{2} \delta_{2, s s}\right), \\
& D_{4}=2 z^{2}\left(\delta_{1}^{2} K+\delta_{2}^{2} K+\delta_{1, s} \delta_{2}-\delta_{1} \delta_{2, s}\right)\left(\delta_{1} \delta_{1, s}+\delta_{2} \delta_{2, s}\right) \text {, } \\
& D_{5}=z\left(\delta_{1}^{2}+\delta_{2}\right)\left(-\delta_{1}^{2} K-\delta_{2}^{2} K+\delta_{1} \delta_{2, s}-\delta_{1, s} \delta_{2}\right) .
\end{aligned}
$$

### 3.1. Closed section

Noticing that (2.5) $\left.\nabla \phi \cdot n\right|_{z=0}=-\frac{\delta_{1}}{\delta_{2}} \phi_{, s}+\frac{1}{\delta_{2}} \phi_{, z}$ and using (1.2), we get for condition (1.1) 4

$$
\begin{equation*}
\sum_{n=0}^{\infty} \varepsilon^{n} \oint_{\Gamma_{0}}\left\{-\varepsilon \frac{\delta_{1}}{\delta_{2}} \phi_{, s}+\frac{1}{\delta_{2}} \phi_{, z}\right\}=-2 \varepsilon A_{0} . \tag{3.2}
\end{equation*}
$$

In this way we get for the first three terms of the $\varepsilon$-expansion of the Prandtl function:

$$
\begin{align*}
& \phi_{0, z z}(z, s)=0, \quad \phi_{0}(0, s)=\bar{\phi}_{0}, \\
& \phi_{0}(1, s)=0, \quad \oint_{\Gamma_{0}} \frac{1}{\delta_{2}} \bar{\phi}_{0}=0, \\
& \phi_{1, z z}(z, s)=0, \quad \phi_{1}(0, s)=\bar{\phi}_{1}, \\
& \phi_{1}(1, s)=0, \quad \oint_{\Gamma_{0}} \frac{1}{\delta_{2}} \bar{\phi}_{1}=2 A_{0},  \tag{3.3}\\
& A \phi_{2, z z}+B_{1} \phi_{1, z}=2 \delta_{2}^{3}, \quad \phi_{2}(0, s)=\bar{\phi}_{2}, \\
& \phi_{2}(1, s)=0 \\
& \oint_{\Gamma_{0}} \frac{1}{\delta_{2}} \bar{\phi}_{2}=-\oint_{\Gamma_{0}} \frac{A_{0}}{I_{0}} J-\delta_{2},
\end{align*}
$$

with $I_{0}=\oint_{\Gamma_{0}} \delta_{2}^{-1}, I(s)=\int_{0}^{s} \delta_{2}^{-1}, J=\frac{2 \delta_{1} \delta_{2, s}+\left(\delta_{2}^{2}-\delta_{1}^{2}\right) K}{\delta_{2}^{2}}$.

Solving Eqs. (3.3) we get

$$
\phi_{0}(s, z)=0, \quad \phi_{1}(s, z)=\frac{2 A_{0}}{I_{0}}(1-z)
$$

$$
\begin{equation*}
\phi_{2}(s, z)=\frac{(1-z)}{I_{0}}\left\{\oint_{\Gamma_{0}} \delta_{2}-\frac{A_{0}}{I_{0}} \oint_{\Gamma_{0}} J\right\}+\left(z^{2}-z\right) \frac{2 A_{0}}{I_{0}}\left\{J-2 \delta_{2}^{2}\right\} \tag{3.4}
\end{equation*}
$$

### 3.2. Open sections

In this case we have (up to $\varepsilon^{4}$ )

$$
\begin{align*}
& \phi_{0, z z}(z, s)=0, \phi_{0}(0, s)=0, \\
& \phi_{1, z z}(z, s)=0, \phi_{0}(1, s)=0, \\
& A \phi_{2, z z}=2 \delta_{2}^{3}, \phi_{2}(0, s)=0,  \tag{3.5}\\
& \phi_{1}(1, s)=0, \phi_{2}(1, s)=0, \\
& A \phi_{3, z z}-B_{1} \phi_{2, z}+B_{2} \phi_{2, z z}+B_{3} \phi_{2, s z}=6 z \delta_{2}^{2}\left[\delta_{2} \delta_{1, s}-\delta_{1} \delta_{2, s}+K\left(\delta_{2}^{2}+\delta_{1}^{2}\right)\right], \\
& \phi_{3}(0, s)=0, \phi_{3}(1, s)=0,
\end{align*}
$$

from which

$$
\begin{align*}
& \phi_{0}=0, \quad \phi_{1}=0, \quad \phi_{2}=\delta_{2}^{2}\left(z-z^{2}\right), \\
& \phi_{3}=\frac{1}{6} g(s)\left(z^{3}-z\right)+\frac{1}{2} f(s)\left(z^{2}-z\right), \tag{3.6}
\end{align*}
$$

with the following notations:

$$
g(s)=-\delta_{2}\left[6 \delta_{2, s} \delta_{1}+2 K\left(\delta_{1}^{2}+\delta_{2}^{2}\right)\right], \quad f(s)=\delta_{2}\left[6 \delta_{2, s} \delta_{1}+K\left(\delta_{2}^{2}-\delta_{1}^{2}\right)\right]
$$

## 4. Torsional rigidity, warping and shear stress

Using formulas (1.3) and the expansions (1.4), we obtain the following results.

### 4.1. Closed sections

$$
R_{0}=0, \quad R_{1}=\frac{4 G A_{0}^{2}}{I_{0}},
$$

$$
\begin{equation*}
R_{2}=\frac{4 G A_{0}}{I_{0}^{2}}\left\{I_{0} \oint_{\Gamma_{0}} \delta_{2}-\frac{A_{0}}{2} \oint J\right\} \tag{4.1}
\end{equation*}
$$

For the warping

$$
\begin{align*}
& \frac{w_{0}(s, z)}{\tau}=2 A_{0} \frac{I(s)}{I_{0}}-\int_{0}^{s} r_{0} \times r_{0, s} \\
& \begin{aligned}
\frac{w_{1}(s, z)}{\tau}= & \frac{A_{0}}{I_{0}} \int_{0}^{s} J \delta_{2}^{2}+\frac{I(s)}{I_{0}}\left\{\oint_{\Gamma_{0}} \delta_{2}-\frac{A_{0}}{I_{0}} \oint_{I_{0}} J\right\}-\int_{0}^{s} \delta_{2} \\
& +z\left\{2 \frac{A_{0}}{I_{0}} \frac{\delta_{1}}{\delta_{2}}-\delta_{1} * r_{0} \cdot r_{0, s}+\delta_{2} r_{0} \cdot r_{0, s}\right\}
\end{aligned} \tag{4.2}
\end{align*}
$$

and finally for the tangential stress

$$
\begin{align*}
\frac{t_{0}(s, z)}{G \tau}= & \left(\frac{t_{0 s}}{G \tau}, \frac{t_{0 z}}{G \tau}\right)=\left(2 A_{0} \frac{I_{0}}{\delta_{2}}, 0\right), \\
\left(\frac{t_{1 s}}{G \tau}, \frac{t_{1 z}}{G \tau}\right)= & \left(2 \frac{A_{0}}{I_{0}}\left[J / 2+z\left(\delta_{2} \delta_{1, s}-\delta_{1} \delta_{2, s}\right)\right]+\delta_{2}(2 z-1)\right.  \tag{4.3}\\
& \left.+\frac{1}{\delta_{2} I_{0}}\left\{\oint_{\Gamma_{0}} \delta_{2}-\frac{A_{0}}{I_{0}} \oint_{\Gamma_{0}} J\right\}, 2 \delta_{1} A_{0} \frac{I_{0}}{\delta_{2}}\right) .
\end{align*}
$$

The values $R_{1}, w_{0}$ and $t_{0}$ are the usual ones quoted in the literature $[14,15$, 16]; they are due to Bredt [1]. We emphasize that for the rather general crosssections considered here, the first non-zero contribution to the $z$-component of the shearing stress is of the first order in $\varepsilon$. This means that the procedure proposed by Bredt in deducing his formulas (in which this $z$-component is assumed as vanishing), cannot be applied for the sections considered in the present paper, being valid only for the class of sections dealt with in [7].

### 4.2. Open sections

We find for the torsional rigidity:

$$
\begin{align*}
& R_{0}=0, \quad R_{1}=0, \\
& R_{2}=0, \quad R_{3}=\frac{G}{3} \oint_{\Gamma_{0}} \delta_{2}^{3}, \\
& R_{4}=\frac{1}{12} \oint_{\Gamma_{0}}\left\{\delta_{2}^{2}\left[\delta_{1, s} \delta_{2}-\delta_{2, s} \delta_{1}+K\left(\delta_{1}^{2}+\delta_{2}^{2}\right)\right]\right\}  \tag{4.4}\\
&
\end{align*}
$$

For the warping

$$
\frac{w_{0}(s, z)}{\tau}=-\int_{0}^{s} r_{0} \times r_{0, s}
$$

$$
\begin{equation*}
\frac{w_{1}(s, z)}{\tau}=z\left(r_{0} \cdot r_{0, s} \delta_{2}-r_{0} \times r_{0, s} \delta_{1}\right)-\int_{0}^{s} \delta_{2} \tag{4.5}
\end{equation*}
$$

and finally for the tangential stress

$$
\begin{align*}
\frac{t_{0}(s, z)}{G \tau} & =\left(\frac{t_{0 s}}{G \tau}, \frac{t_{0 z}}{G \tau}\right)=(0,0)  \tag{4.6}\\
\left(\frac{t_{1 s}}{G \tau}, \frac{t_{1 z}}{G \tau}\right) & =\left(-\delta_{2}(1-2 z), 0\right)
\end{align*}
$$

As in this case we do not consider the effect due to the "short ends" of the section, it seems reasonable that there is no influence of the edge affect up to the fourth order, at least in connection with torsional rigidity, but this needs more investigation.

## 5. Conclusions and perspectives

In this final section we consider some applications of the results found in the previous ones. The first application concerns the torsion of a section bounded by two ellipses: in particular we find the expression for torsional rigidity available in the literature for sections bounded by homothetic ellipses. As a second application we find the warping field for a section siudied by Wang [18] (who used a rather sophisticated numerical method): we are able to supply a simple explicit polynomial perfectly matching his numerical results.

Finally as a third application, we recover the results found in [17] concerning torsion of the cylinder whose cross-section is an isosceles triangle, under the assumption that its base is much shorther than its altitude.

### 5.1. Section bounded by two non-homothetic ellipses

Let $\mathcal{D}$ be the section enclosed between two non-homothetic ellipses $\Gamma_{0}$ and $\Gamma_{1}$ whose parametric representations are, respectively:

$$
\begin{align*}
& r_{0}: \quad[0,2 \pi] \rightarrow \Pi, \quad r_{0}=(a \cos \varphi, b \sin \varphi) \\
& r:[0,2 \pi] \rightarrow \Pi, \quad r=(k a \cos \varphi,(k+q) b \sin \varphi) \tag{5.1}
\end{align*}
$$

we get for the torsional rigidity

$$
\begin{equation*}
R_{1}=2 G \pi a^{3} b^{3} \frac{q}{p}, \tag{5.2}
\end{equation*}
$$

$$
R_{2}=G \pi a^{3} b^{3} \frac{q^{2}}{p^{2}}\left\{\frac{2\left(b^{2}-a^{2}\right)(1-k)}{q}(1+c)+2 a^{2}+c\left[\frac{b^{2}}{2}-\frac{a^{2}(1-k)}{2(k+q-1)}\right]\right\}
$$

with $c=\sqrt{\frac{q+k-1}{k-1}}$ and $p=a^{2}-b^{2}+c\left[\frac{\left(b^{2}-a^{2}\right)(k-1)+b^{2} q}{k+q-1}\right]$.
When $q \rightarrow 0$ we find

$$
\begin{equation*}
R_{1}=4 \pi G \frac{a^{3} b^{3}(k-1)}{a^{2}+b^{2}}, \quad R_{2}=6 \pi G \frac{a^{3} b^{3}(k-1)^{2}}{a^{2}+b^{2}} \tag{5.3}
\end{equation*}
$$

in agreement with the well-known (exact) formula.
We observe that for fixed $a, b$ and $k$, the ratio $R_{2} / R_{1}$ is a function of $q$. Choosing $a=4, b=2$ and $k=1.3$ we get

$$
\begin{equation*}
\frac{R_{2}(k-1)^{2}}{R_{1}(k-1)} \simeq 0.135+0.292 q-0.091 q^{2}+0.122 q^{3}+O\left(q^{4}\right) \tag{5.4}
\end{equation*}
$$

so, for example, with $q=0.2$ we find $\frac{R_{2}(k-1)^{2}}{R_{1}(k-1)} \simeq 20 \%$.

### 5.2. The warping field for a flattened tube

The efficiency of our asympthotic expansion is here tested on a section which is not thin and which was studied by Wang [18] using numerical methods. For a discussion of the limits of the present form of our expansion we refer to [19]. We consider the linear (in $z$ coordinate) terms appearing in the first four terms of the asymptotic expansion for warping, calculated in the particular case examined, thus finding:

$$
\begin{align*}
& \frac{w}{\tau}=\left(9-\frac{8}{3(8+3 \pi)}\right) \frac{s}{(8+3 \pi)}-\frac{1}{2}(1-z) \sin (2 s), \quad \text { if } s \in(0, \pi / 4), \\
& \frac{w}{\tau}=\frac{\left[(4 s-4-\pi)\left(384+80 \pi-27 \pi^{2}+384 z+288 \pi z+54 \pi^{2} z\right)\right]}{48(8+3 \pi)^{2}}, \tag{5.5}
\end{align*}
$$

It is very easy to check that the contour plots we produce exactly coincide with those given by Wang. Because the $(s, z)$ coordinate-system is meaningful also outside the section and because the Prandtl and warping functions are determined as elementary functions of these coordinates, they can be extended outside of the section. Thus we have a hint about the form of warping for larger sections. The scale is immaterial for the elliptic problem determining warping (see [4]).


FIG. 1. The figure shows the iso-warping contour lines for the flattened tube studied in [18].

### 5.3. Warping field of thin triangular cross-sections

It is easy to generate the triangular cross-section considered on page 74 of [17] using the following values of $\delta_{1}$ and $\delta_{2}$ expressed as functions of the altitude $C$ and basis $h$ of the triangle:

$$
\begin{equation*}
\delta_{1}=s \frac{2(h / C)^{2}}{4+(h / C)^{2}}, \quad \delta_{2}=s \frac{4(h / C)}{16+(h / C)^{2}} \tag{5.6}
\end{equation*}
$$

Using formulas (4.5) we prove the validity of assumption (1.3) p. 6 [17] at the first order of the ratio $h / C$. The warping field we find at the same order is given by:

$$
\begin{equation*}
\frac{w(s, z)}{\tau}=s^{2}\left(\frac{1}{2}-z\right) \frac{4 h / C}{16+(h / C)^{2}} \tag{5.7}
\end{equation*}
$$

It is easy to see that Eq. (5.7) coincides with formula (2.19) on p. 75 of [17] modulo a rigid motion.

### 5.4. Conclusions

Finally we want make a few comments on the results obtained. Despite the fact that our procedure is rather general, it is not capable of reproducing the most general cross-section. Maybe this task can be solved by means of the Conformal Mapping Theory [20].

In [19] are studied some cases in which the proposed expansion does not converge. Therefore - assuming that before diverging the expansion seems to approach reasonably the solution - a regularizing method seems to be necessary to increase its scope of applicability.

On the other hand - from the mathematical point of view - our results seem to open some interesting estimation problems which most likely can be solved using the methods of the papers [21,22].
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# The stationary Stokes flow through a spherical region with large variations of density and viscosity coefficient 

Z. PŁOCHOCKI, B. KAŹMIERCZAK and Z. PERADZYŃSKI (WARSZAWA)


#### Abstract

We are interested in flows of a fluid whose density changes abruptly after entering a certain region in $R^{3}$. Flows of this kind may be useful in modelling such phenomena as propagating flames. Assuming that the region is a ball we find a closed-form solution for the flow homogeneous at infinity in the Stokes approximation. It is compared with the analytical solution in the Euler approximation. Such solutions can also be used as a test for numerical algorithms solving the flow equations.


## 1. Introduction

FOR GAS SYSTEms with strong local heat sources (e.g. flames, laser-generated or sustained plasma) there arise at least two important problems concerning the influence of a gas flow on heat exchange processes, and velocity of propagation of the hot region front. In general, such problems are complicated. However, simple hydraulic models of a gas flow through a region with large density variations based on analysis of particular solutions, offer some possibilities of simplification of such problems.

The first such a solution was proposed by Gus'KOV et al. [1] as an attempt to study the propagation of plasma front in case of laser-generated plasma. The authors considered a stationary, homogeneous at infinity, inviscid (the Euler approximation, i.e. $\operatorname{Re} \rightarrow \infty$ ) gas flow through a spherical region. The density of the gas is assumed to be constant outside, and also constant but much smaller inside the sphere. The gas is therefore assumed to be incompressible outside and inside the sphere. Such assumptions allow to find an analytical solution of the problem (by dividing the whole flow region into two subregions, finding solutions to the continuity and Euler equations separately in each of them, and then by matching these solutions by means of continuity conditions for densities of mass and momentum fluxes at the surface of the sphere).

Next, Z. Peradzyński and E. Zawistowska [2] treated numerically the same problem for a different Reynolds number, assuming however constant viscosity coefficient in the whole flow region.

The aim of the present paper is to find an analytical solution of this problem in the Stokes approximation $(\mathrm{Re} \rightarrow 0)$ and to compare it with the analytical solution of the problem in the Euler approximation, and also with the numerical solution mentioned.

## 2. Statement of the problem

Consider a stationary gas flow through the spherical region of radius $R$. The density of the gas is assumed in the form:

$$
\begin{align*}
\varrho & =\varrho^{\mathrm{int}}+\left(\varrho^{\mathrm{ext}}-\varrho^{\mathrm{int}}\right) H(\bar{r}-1)  \tag{2.1}\\
\varepsilon_{\varrho} & :=\frac{\varrho^{\mathrm{int}}}{\varrho^{\mathrm{ext}}} \ll 1
\end{align*}
$$

where $\varrho^{\text {int }}$ and $\varrho^{\text {ext }}$ are constants representing the gas density inside and outside the sphere, respectively; $H\left(x-x_{0}\right)$ is the Heaviside function; and $\bar{r}$ stands for the dimensionless $r$-coordinate in the spherical coordinate system (as referred to the radius $R$ ). The density variation may be thought as generated by a constant high temperature field inside the sphere and (relatively) low (and also constant) temperature field outside. In such a case, also the viscosity coefficient should be assumed in the form:

$$
\begin{align*}
\eta & =\eta^{\mathrm{int}}+\left(\eta^{\mathrm{ext}}-\eta^{\mathrm{int}}\right) I I(\bar{r}-1) \\
\varepsilon_{\eta} & =\frac{\eta^{\mathrm{ext}}}{\eta_{\mathrm{int}}^{\mathrm{in}}} \ll 1 \tag{2.2}
\end{align*}
$$

where $\eta^{\text {int }}$ and $\eta^{\text {ext }}$ are constants representing the shear viscosity coefficient of the gas inside and outside the sphere, respectively. Since for an ideal gas $\varrho \propto 1 / T$ and $\eta \propto \sqrt{T}$, therefore for a gas, which can be approximately treated as an ideal one, we have

$$
\begin{equation*}
\varepsilon_{\eta} \cong \sqrt{\varepsilon_{\varrho}} \tag{2.3}
\end{equation*}
$$

The flow at infinity is assumed to be homogeneous. At the sphere surface there are no mass and momentum sources.

In order to find the solution to this problem, the method of dividing the whole region into two subregions is applied. Then, the governing equations for the interior of both subregions, i.e. for $r<R$ and $r>R$, are:

$$
\nabla \cdot \mathbf{v}=0, \quad \nabla p=\eta \nabla^{2} \mathbf{v}
$$

where $\mathbf{v}$ and $p$ stand for the velocity vector and pressure, respectively. By introducing the spherical coordinate system $r, \varphi, \theta$ (with $z$-axis directed along the flow velocity at infinity and centered in the center of the sphere), these equations can be rewritten in the following detailed form:

$$
\begin{equation*}
\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} v_{r}\right)+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(v_{\theta} \sin \theta\right)=0 \tag{2.4}
\end{equation*}
$$

[cont.]

$$
\begin{align*}
& \frac{1}{\eta} \frac{\partial}{\partial r} p=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r} v_{r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta} v_{r}\right)  \tag{2.4}\\
& -\frac{2 v_{r}}{r^{2}}-\frac{2 \cos \theta}{r^{2} \sin \theta} v_{\theta}-\frac{2}{r^{2}} \frac{\partial v_{\theta}}{\partial \theta}, \\
& \frac{1}{\eta} \frac{\partial}{\partial \theta} p=\frac{1}{r} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r} v_{\theta}\right)+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta} v_{\theta}\right)-\frac{v_{\theta}}{r \sin ^{2} \theta}+\frac{2}{r} \frac{\partial v_{r}}{\partial \theta},
\end{align*}
$$

where $v_{r}$ and $v_{\theta}$ stand for the $r$ - and $\theta$-coordinate of the velocity vector, respectively, and the axial symmetry of the flow has been assumed (i.e. $v_{\varphi} \equiv 0$ ).

The boundary conditions are assumed in the form:

$$
\begin{align*}
& r=\infty:\left\{\begin{array}{c}
v_{r}=v_{\infty} \cos \theta \\
v_{\theta}=-v_{\infty} \sin \theta \\
p=p_{\infty}
\end{array}\right.  \tag{2.5}\\
& r=0: \quad\left|v_{r}\right|,\left|v_{\theta}\right|, \quad p<\infty
\end{align*}
$$

where $v_{\infty}$ and $p_{\infty}$ stand for the velocity modulus and pressure at infinity, repectively. In order to match the solutions outside and inside the sphere, the local conservation principles of mass and momentum are used. The equations, which express these conservation principles, are assumed to be valid in the whole space (i.e. - also at the sphere surface). Then the continuity conditions for the $r$-th coordinates of the flux density of mass and that of momentum at the sphere surface read:

$$
\begin{align*}
r=R: & \left\lfloor\varrho v_{r} \rrbracket=0\right. \\
& \left\lfloor p-2 \eta \frac{\partial v_{r}}{\partial r} \rrbracket=0\right.  \tag{2.6}\\
& \left\lfloor\eta\left(\frac{\partial v_{\theta}}{\partial r}-\frac{v_{\theta}}{r}+\frac{1}{r} \frac{\partial v_{r}}{\partial \theta}\right) \rrbracket=0\right.
\end{align*}
$$

where

$$
\begin{equation*}
\llbracket \psi \rrbracket:=\psi^{\mathrm{ext}}(r=R)-\psi^{\mathrm{int}}(r=R) \tag{2.7}
\end{equation*}
$$

where, in turn, the superscripts ext and int refer to the outside and to the inside of the sphere, respectively.

## 3. Solution

The solution of the problem expressed by Eqs. (2.4)-(2.6) is sought in the form:

$$
\begin{align*}
& v_{r}=v_{\infty} f(r) \cos \theta  \tag{3.1}\\
& v_{\theta}=-v_{\infty} g(r) \sin \theta
\end{align*}
$$

Substituting Eqs. (3.1) into Eq. (2.4) $)_{1}$ one obtains:

$$
\begin{equation*}
g=\frac{1}{2} r f^{\prime}+f \tag{3.2}
\end{equation*}
$$

where prime denotes the derivative with respect to $r$. Substituting Eqs. (3.1) into Eqs. (2.4) $)_{2,3}$ and using Eq. (3.2) one obtains:

$$
\begin{aligned}
& \frac{1}{\eta v_{\infty}} \frac{\partial p}{\partial r}=\left(f^{\prime \prime}+\frac{4}{r} f^{\prime}\right) \cos \theta \\
& \frac{1}{\eta v_{\infty}} \frac{\partial p}{\partial \theta}=-\left(\frac{1}{2} r^{2} f^{\prime \prime \prime}+3 r f^{\prime \prime}+2 f^{\prime}\right) \sin \theta
\end{aligned}
$$

Integrating the latter equation and substituting the result into the former equation we obtain:

$$
\begin{gather*}
\frac{1}{\eta v_{\infty}} p=C_{1}+\left(\frac{1}{2} r^{2} f^{\prime \prime \prime}+3 r f^{\prime \prime}+2 f^{\prime}\right) \cos \theta  \tag{3.3}\\
r^{3} f^{\mathrm{IV}}+8 r^{2} f^{\prime \prime \prime}+8 r f^{\prime \prime}-8 f^{\prime}=0 \tag{3.4}
\end{gather*}
$$

where $C_{1}$ is a constant. The general solution of the latter equation is:

$$
f=C_{2}+C_{3} r^{2}+\frac{C_{4}}{r}+\frac{C_{5}}{r^{3}},
$$

where $C$ stand for constants. Thus, according to Eqs. (3.1)-(3.3) the solutions of Eqs. (2.4) outside and inside the sphere, which satisfy the boundary conditions as expressed by Eqs. (2.5), may be written in the form (all the constants occuring in the formulae describing the flow in the Stokes approximation will be denoted by tilde, to distinguishing them from the analogous constants in the case of the Euler approximation, which will be discussed later):

$$
\begin{align*}
\bar{r}:=\frac{r}{R}>1: \quad v_{r}^{\mathrm{ext}} & =v_{\infty}\left(1+\frac{\tilde{D}}{\bar{r}}-2 \frac{\tilde{A}}{\bar{r}^{3}}\right) \cos \theta \\
v_{\theta}^{\mathrm{ext}} & =-v_{\infty}\left(1+\frac{\tilde{D}}{2 \bar{r}}+\frac{\tilde{A}}{\bar{r}^{3}}\right) \sin \theta \\
p^{\mathrm{ext}} & =p_{\infty}+\frac{\eta^{\mathrm{ext}} v_{\infty}}{R} \frac{\tilde{D}}{\bar{r}^{2}} \cos \theta  \tag{3.5}\\
\bar{r}:=\frac{r}{R}<1: \quad v_{r}^{\mathrm{int}} & =v_{\infty}\left(\widetilde{B}+\widetilde{C} \bar{r}^{2}\right) \cos \theta \\
v_{\theta}^{\mathrm{int}} & =-v_{\infty}\left(\widetilde{B}+2 \widetilde{C} \bar{r}^{2}\right) \sin \theta \\
p^{\mathrm{int}} & =\widetilde{E}+\frac{\eta^{\mathrm{ext}} v_{\infty}}{R} \frac{10 \widetilde{C}}{\varepsilon_{\eta}} \bar{r} \cos \theta .
\end{align*}
$$

The constants $\widetilde{A}, \widetilde{B}, \widetilde{C}, \widetilde{D}, \widetilde{E}$ have to be determined from the continuity conditions as expressed by Eqs. (2.6). In fact, substituting Eqs. (3.5) into Eqs. (2.6) we obtain the following set of equations for the constants considered:

$$
\begin{gathered}
1+\widetilde{D}-2 \tilde{A}=\varepsilon_{\varrho}(\tilde{B}+\tilde{C}), \\
\tilde{E}=p_{\infty} \\
\tilde{D}-4 \tilde{A}=\frac{2 \tilde{C}}{\varepsilon_{\eta}} \\
2 \tilde{A}=-\frac{\tilde{C}}{\varepsilon_{\eta}}
\end{gathered}
$$

It follows immediately from the latter two equations that

$$
\begin{equation*}
\tilde{D}=0 \tag{3.6}
\end{equation*}
$$

and therefore:

$$
\begin{align*}
1-2 \tilde{A} & =\varepsilon_{\varrho}(\widetilde{B}+\tilde{C}),  \tag{3.7}\\
\tilde{A} & =-\frac{\widetilde{C}}{2 \varepsilon_{\eta}},
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{E}=p_{\infty} \tag{3.8}
\end{equation*}
$$

It is seen that we have two equations for three constants: $\widetilde{A}, \widetilde{B}$ and $\widetilde{C}$.
Thus, in order to obtain a unique solution we should adopt an additional condition, and the continuity condition of the tangent component of velocity at the surface of the sphere $(r=R)$ is assumed:

$$
\begin{equation*}
\llbracket v_{\theta} \rrbracket=0 \quad(r=R), \tag{3.9}
\end{equation*}
$$

which leads to the following additional equation:

$$
\begin{equation*}
1+\tilde{A}=\widetilde{B}+2 \tilde{C} \tag{3.10}
\end{equation*}
$$

From a formal point of view the problem of an additional constant of integration, for which there is no suitable condition, follows naturally from the applied method of dividing the whole flow region into two subregions. From the physical point of view the assumption expressed by Eq. (3.9) may be argued as follows. The expression in 【I 】 in Eq. $(2.6)_{3}$ represents the $r \theta$-coordinate of the momentum flux density, which should be a continuous function in the whole flow region (in particular - at $r=R)$. The quantities: $\eta, v_{r}, v_{\theta}$ are assumed to be limited. If the
function $v_{\theta}$ was discontinuous (as a function of $r$ ) at $r=R$, then this coordinate of the momentum flux density would be singular at $r=R$, and this singularity can not be compensated by discontinuities of the other terms. It would denote, that at the boundary between subregions there are some momentum sources (surface tangent forces), which are absent by the assumption. Short discussion of the assumption considered, which is based on the properties of a weak solution of the flow equations in the Stokes approximation, is presented in the Appendix. It may be treated as a formal support for the continuity condition expressed by Eq. (3.9).

Now, solving Eqs. (3.7) and (3.10) we obtain:

$$
\begin{align*}
\tilde{A} & =\frac{1-\varepsilon_{\varrho}}{2+\varepsilon_{\varrho}\left(1+2 \varepsilon_{\eta}\right)} \\
\widetilde{B} & =\frac{3+4 \varepsilon_{\eta}-2 \varepsilon_{\eta} \varepsilon_{\varrho}}{2+\varepsilon_{\varrho}\left(1+2 \varepsilon_{\eta}\right)}  \tag{3.11}\\
\tilde{C} & =-\frac{2 \varepsilon_{\eta}\left(1-\varepsilon_{\varrho}\right)}{2+\varepsilon_{\varrho}\left(1+2 \varepsilon_{\eta}\right)}
\end{align*}
$$

Inserting the approximate relation $\varepsilon_{\eta} \cong \sqrt{\varepsilon_{\varrho}}$ into the above formulae we may obtain the asymptotic expressions as $\varepsilon_{\varrho} \rightarrow 0$, namely:

$$
\begin{align*}
& \tilde{A} \cong \frac{1}{2}\left(1-\frac{3}{2} \varepsilon_{\varrho}\right), \quad \widetilde{B} \cong \frac{3}{2}\left(1+\frac{4}{3} \sqrt{\varepsilon_{\varrho}}\right)  \tag{3.12}\\
& \widetilde{C} \cong-\sqrt{\varepsilon_{\varrho}}\left(1-\frac{3}{2} \varepsilon_{\varrho}\right) \cong-\sqrt{\varepsilon_{\varrho}}
\end{align*}
$$

On the other hand, by putting $\varepsilon_{\eta}=1$ we obtain respectively:

$$
\begin{align*}
& \tilde{A}=\frac{1-\varepsilon_{\varrho}}{2+3 \varepsilon_{\varrho}} \cong \frac{1}{2}\left(1-\frac{5}{2} \varepsilon_{\varrho}\right) \\
& \tilde{B}=\frac{7-2 \varepsilon_{\varrho}}{2+3 \varepsilon_{\varrho}} \cong \frac{7}{2}\left(1-\frac{25}{14} \varepsilon_{\varrho}\right)  \tag{3.13}\\
& \tilde{C}=-2 \frac{1-\varepsilon_{\varrho}}{2+3 \varepsilon_{\varrho}} \cong-\left(1-\frac{5}{2} \varepsilon_{\varrho}\right)
\end{align*}
$$

Thus, Eqs. (3.5) with Eqs. (3.6), (3.8) and (3.11) represent the solution of the problem expressed by Eqs. (2.4)-(2.6), which is unique in the class of functions specified by Eqs. (3.1).

## 4. Results

From the formulae given in the previous section one may obtain all the information about the flow examined. Examples of two types of such an information will be presented.


Fig. 1. Streamlines pictures for the flow through the sphere in the Euler (the lower half) and Stokes (the upper half) approximations under the assumptions: $\varepsilon_{\eta}=\sqrt{\varepsilon_{Q}}, \varepsilon_{Q}=2.5 \times 10^{-2}$.


Fig. 2. Dimensionless velocity (as referred to $v_{\infty}$ ) at the flow symmetry axis as a function of the dimensionless $z$-coordinate (as referred to $R$ ) under the same assumptions about $\varepsilon_{\eta}$ and $\varepsilon_{Q}$ as in the case of Fig. 1 in the Euler (solid line) and Stokes (dashed line) approximations.

The information of the first type concerns the flow fields at a given $\varepsilon_{\varrho}$. As an example, value $\varepsilon_{e}=2.5 \times 10^{-2}$ is assumed as a typical one for the laser-sustained plasma. Thus, the upper half of Fig. 1 presents the streamlines pictures. Figure 2 b (dashed line) presents the dimensionless $z$-coordinate of velocity:

$$
\bar{v}_{z}=\frac{v_{r}}{v_{\infty}} \cos \theta-\frac{v_{\theta}}{v_{\infty}} \sin \theta
$$

at the flow symmetry axis ( $\theta=\pi, 0$, respectively) as a function of dimensionless $z$-coordinate $(\bar{z}=(z / R) \cos \theta)$, under the same assumptions about $\varepsilon_{\eta}$ and $\varepsilon_{\varrho}$ as above. Figure 3 presents the dependence of the dimensionless pressure difference:

$$
\overline{\Delta p}=2 \frac{p-p_{\infty}}{\varrho_{\infty} v_{\infty}^{2}}
$$

on the dimensionless $z$-coordinate at the flow symmetry axis under the same assumptions about $\varepsilon_{\eta}$ and $\varepsilon_{\varrho}$ as in the case of Fig. 1, where the Reynolds number

$$
\operatorname{Re}=\frac{\varrho_{\infty} v_{\infty} R}{\eta_{\infty}}
$$

plays the role of the scale factor only.
The information of the second type concerns the characteristics of the flow considered as functions of $\varepsilon_{\varrho}$, as for example: velocity and pressure on the flow symmetry axis at the center and at the boundary of the sphere (Fig. 4 b, Fig. 5b) $\left(^{1}\right.$ ):

$$
\begin{align*}
& \underline{\varepsilon_{\eta}=\sqrt{\varepsilon_{e}}} \quad \underline{\varepsilon_{\eta}=1} \\
& \bar{v}_{z}^{\text {ext }}(1)=1-2 \tilde{A} \quad \cong \frac{3}{2} \varepsilon_{\varrho}, \quad \cong \frac{5}{2} \varepsilon_{\varrho}, \\
& \bar{v}_{z}^{\text {int }}(1)=\widetilde{B}+\widetilde{C} \quad \cong \frac{3}{2}+\sqrt{\varepsilon_{\varrho}}, \quad \cong \frac{5}{2}-\frac{15}{4} \varepsilon_{\varrho}, \\
& \bar{v}_{z}^{\text {int }}(0)=\widetilde{B} \quad \cong \frac{3}{2}+2 \sqrt{\varepsilon_{\varrho}}, \quad \cong \frac{7}{2}-\frac{25}{4} \varepsilon_{\varrho}, \\
& \llbracket \bar{v}_{z} \rrbracket=1-2 \tilde{A}-\widetilde{B}-\widetilde{C} \quad \cong-\frac{3}{2}-\sqrt{\varepsilon_{\varrho}}, \quad \cong-\frac{5}{2}+\frac{25}{4} \varepsilon_{\varrho},  \tag{4.1}\\
& \overline{\Delta p}^{\mathrm{ext}}(1)=0 \\
& \frac{R e}{20} \overline{\Delta p}^{\text {int }}(1)=-\frac{\tilde{C}}{\varepsilon_{\eta}} \quad \cong 1-\frac{3}{2} \varepsilon_{\varrho}, \quad \cong 1-\frac{5}{2} \varepsilon_{\varrho}, \\
& \overline{\Delta p}^{\text {int }}(0)=0 \\
& \llbracket \overline{\Delta p} \rrbracket=-\overline{\Delta p}^{\text {int }}(1),
\end{align*}
$$

[^0]

FIG. 3. Scaled relative pressure at the flow symmetry axis for $\varepsilon_{\eta}=\sqrt{\varepsilon_{\ell}}, \varepsilon_{Q}=2.5 \times 10^{-2}$. solid line - the Euler approximation: $2\left(p-p_{\infty}\right) /\left(\varrho_{\infty} v_{\infty}^{2}\right)$, dashed line - the Stokes approximation: $2\left(p-p_{\infty}\right) /\left(\varrho_{\infty} v_{\infty}^{2}\right)(\operatorname{Re}) /(20)$.
a)

b)


FIG. 4. Dependence of $\bar{v}_{z}^{\text {ext }}(1)$ (solid line), $\bar{v}_{z}^{\text {int }}(1)$ (dashed line) and $\bar{v}_{z}^{\text {int }}(0)$ (bold line) on $\varepsilon_{e}$ for the flow through the sphere in the Euler (a) and Stokes (b) approximation under the assumption: $\varepsilon_{\eta}=\sqrt{\varepsilon_{\rho}}$.
a)

b)


Fig. 5. Dependence of $\overline{\Delta p}^{\mathrm{ext}}(1)$ (solid line), $\overline{\Delta p}^{\text {int }}(1)$ (dashed line) and $\overline{\Delta p}^{\text {int }}(0)$ (bold line) on $\varepsilon_{Q}$ for the flow through the sphere in the Euler (a) and Stokes (b) approximations under the same assumptions about $\varepsilon_{\eta}$ as in the case of Fig. 3.
where the first column represents the exact formulae, the second one - the asymptotic formulae for small $\varepsilon_{\varrho}$ under the assumption $\varepsilon_{\eta}=\sqrt{\varepsilon_{e}}$, the third one - the asymptotic formulae for small $\varepsilon_{\varrho}$ under the assumption $\varepsilon_{\eta}=1$;

$$
\begin{aligned}
& \psi(1):=\psi(\theta=\pi, r=R) \\
& \psi(0):=\psi(\theta=\pi, r=0)
\end{aligned}
$$

and $\llbracket \psi \rrbracket$ is defined by Eq. (2.7).

## 5. Discussion

The velocity field in the Stokes approximation is, from the qualitative point of view, similar to that in the Euler approximation (Fig. 1). It follows from the fact that the dependence of the velocity coordinates on $r$ and $\theta$ has the same structure in both approximations (Eqs. (3.5) $1,2,4,5$ with Eq. (3.6)). However, quantitative pictures in both cases are different (Fig. 2), because the integration constants $A, B$ and $C$ in the Euler approximation (they have no tilde, for distinguishing) are given by different functions of $\varepsilon_{\varrho}$. Namely, in the case of the Euler approximation they are the solutions of the set (the typing error in the sign is corrected):

$$
\begin{gathered}
A=\frac{2-\varepsilon_{\varrho}-\varepsilon_{\varrho} B}{4+\varepsilon_{\varrho}}, \quad C=\frac{3-\left(2+\varepsilon_{\varrho}\right) B}{4+\varepsilon_{\varrho}}, \\
3 A(2-A)+2(1-2 A)^{2}=-\varepsilon_{\varrho} C(3 B+2 C)+2 \varepsilon_{\varrho}(B+C)^{2} .
\end{gathered}
$$

Solving this equation set with respect to $A, B, C$ one may obtain the velocity characteristics in the Euler approximation analogous to those given by Eqs. (4.1) $)_{1-4}$ in the case of the Stokes approximation (number errors are corrected) (Fig. 4 a):

$$
\begin{aligned}
\bar{v}_{z}^{\mathrm{ext}}(1)_{\mathrm{Eu}} & =1-2 A & \cong \frac{1}{2} \sqrt{\frac{3}{2}} \sqrt{\varepsilon_{\varrho}} \\
\bar{v}_{z}^{\mathrm{int}}(1)_{\mathrm{Eu}} & =B+C & \cong \frac{1}{2}+\frac{1}{2} \sqrt{\frac{3}{2}} \frac{1}{\sqrt{\varepsilon_{\varrho}}}, \\
\bar{v}_{z}^{\mathrm{int}}(0)_{\mathrm{Eu}} & =B & \cong-\frac{1}{2}+\sqrt{\frac{3}{2}} \frac{1}{\sqrt{\varepsilon_{\varrho}}} \\
\left.\llbracket \bar{v}_{z}\right]_{\mathrm{Eu}} & =1-2 A-B-C & \cong-\bar{v}_{z}^{\mathrm{int}}(1)_{E u}
\end{aligned}
$$

where the same convention was used as in the case of Eqs. (4.1).
Therefore, from the quantitative point of view the velocity field in the Stokes approximation is remarkably different (especially inside the sphere) as compared to that in the Euler approximation. Generally, one may say, that viscosity forces (when they are dominating over the inertia forces) accommodate the flow, although (inside the sphere) not as much as it follows from the numerical results presented in [2]. For example, the (nondimensional) internal velocity (as referred to $v_{\infty}$ ) on the $z$-axis for $\varepsilon_{\varrho}=2.5 \times 10^{-2}$ increases parabollically from about 4.35 at $\bar{r}=1$ to about 7.25 at $\bar{r}=0$ in the Euler approximation, whereas in the Stokes approximation (under the assumption: $\varepsilon_{\eta}=\sqrt{\varepsilon_{\varrho}}$ ) it increases (also parabolically) from about 1.63 to about 1.78 , respectively.

Comparison of the analytical results presented here (under the assumption: $\varepsilon_{\eta}=1$ ) and numerical results presented in [2] for $\mathrm{Re} \rightarrow 0$ shows some differences
inside the sphere. The numerical results are lower and more weakly depending on $z$-coordinate. For example, the analytical formulae for the internal (dimensionless) velocity (as referred to $v_{\infty}$ ) on $z$-axis for $\varepsilon_{\varrho}=2.5 \times 10^{-2}$ give the value about 2.46 at $\bar{r}=1$ and about 3.40 at $\bar{r}=0$, whereas the values in [2] are about 1.85 and 1.96 , respectively.

The pressure field obtained in the Stokes approximation has different structure as compared to that in the Euler approximation, although variations of pressure are relatively small in both of them (Fig.3). General difference in pressure behaviour is seen by comparing Eqs. $(3.5)_{3,6}$ (with $\widetilde{D}=0$ ) and the following formulae for pressure given in [1]:

$$
\begin{aligned}
& p_{\mathrm{Eu}}^{\mathrm{ext}}=p_{\infty}+\frac{\varrho v_{\infty}^{2}}{2} \frac{A}{\bar{r}^{3}}\left\{-\left(2+\frac{A}{\bar{r}^{3}}\right)+3\left(2-\frac{A}{\bar{r}^{3}}\right) \cos ^{2} \theta\right\} \\
& p_{\mathrm{Eu}}^{\mathrm{int}}=p_{0}+\varepsilon_{\ell} \frac{\varrho v_{\infty}^{2}}{2} C \bar{r}^{2}\left\{B+C \bar{r}^{2}-\left(3 B+2 C \bar{r}^{2}\right) \cos ^{2} \theta\right\}
\end{aligned}
$$

where

$$
p_{0}=p_{\infty}-\frac{1}{2} \varrho_{\infty} v_{\infty}^{2}\left\{A(2+A)+\varepsilon_{\varrho} C(B+C)\right\}
$$

Using these formulae one may obtain the pressure characteristics in the Euler approximation analogous to those given by Eqs. (4.1) $5_{5-8}$ in the case of the Stokes approximation (Fig. 5 a ):

$$
\begin{aligned}
& \overline{\Delta p}^{\mathrm{ext}}(1)_{\mathrm{Eu}}=4 A(1-A) \cong 1-\frac{3}{8} \varepsilon_{\varrho}, \\
& \overline{\Delta p}^{\mathrm{int}}(1)_{\mathrm{Eu}}=-\left\{A(2+A)+\varepsilon_{\varrho} C(3 B+2 C)\right\} \cong \frac{1}{4}-\sqrt{\frac{3}{2}} \sqrt{\varepsilon_{\varrho}}, \\
& \overline{\Delta p}^{\mathrm{int}}(0)_{\mathrm{Eu}}=-\left\{A(2+A)+\varepsilon_{\varrho} C(B+C)\right\} \\
& \cong-\frac{7}{8}+\frac{1}{2} \sqrt{\frac{3}{2}} \sqrt{\varepsilon_{\varrho}}, \\
& \llbracket \overline{\Delta p} \rrbracket_{\mathrm{Eu}}=3 A(2-A)+\varepsilon_{\varrho} C(3 B+2 C)
\end{aligned} \begin{aligned}
& \cong \frac{3}{4}+\sqrt{\frac{3}{2}} \sqrt{\varepsilon_{\varrho}},
\end{aligned}
$$

where the same convention was used as in the case of Eqs. (4.1).

## Appendix

Below we will show that, if a weak solution to the conservation laws exists, then the tangent component of the velocity must be continuous. In a Cartesian system of coordinates the conservation laws for mass and momentum can be written as:

$$
\begin{align*}
\nabla \cdot(\varrho \mathbf{v}) & =0 \\
\nabla \cdot \sigma_{i} & =0 \tag{A.1}
\end{align*}
$$

where $\sigma_{i}$ is the $i$-th row of the matrix

$$
\sigma_{i j}=-\delta_{i j} p+\lambda \delta_{i j} \nabla \cdot \mathbf{v}+\eta\left(\frac{\partial}{\partial x_{j}} v_{i}+\frac{\partial}{\partial x_{i}} v_{j}\right)
$$

$\eta$ is a shear viscosity coefficient, $\lambda=\zeta-\frac{2 \eta}{3}$ and $\zeta$ is a bulk viscosity coefficient.
Weak formulation can be obtained by multiplying the Eq. (A.1) by smooth test functions and formal integration by parts. Thus, for given $\varrho, \eta$ and $\zeta$ we say that $v_{i} \in L_{\text {loc }}^{2}, i \in\{1,2,3\}$, and a distribution $p \in \mathcal{D}^{\prime}$ satisfy the system (A.1) in the weak sense, if for all $C_{0}^{\infty}\left(R^{3}\right)$ functions $\phi$ and $\psi_{i}, i \in\{1,2,3\}$, we have:

$$
\begin{align*}
& \sum_{i} \int \varrho v_{i} \phi_{, i} d x=0 \\
& \sum_{j} \int \sigma_{i j} \psi_{, j} d x=0, \quad i \in 1,2,3 \tag{A.2}
\end{align*}
$$

where the integrals are taken over $R^{3}$. Still, the integration in (A.2) must be understood as action of a distribution on $\psi_{j}$, because $\sigma_{i j}$ is a combination of derivatives of the components of $\mathbf{v}$ and they are, in general, discontinuous. At the beginning let us assume that $\eta$ and $\zeta$ are smooth functions. For the sake of brevity, let us assume that the boundary dividing the regions of different $\varrho$ is a flat surface, e.g. the plane $x_{3}=0$. (In the case of smooth though not flat boundary, the complication would be only technical: curvilinear coordinates and covariant derivatives.) Let us examine the equations for the components of $\sigma_{1}$ and $\sigma_{2}$. If we suppose, for example, that $v_{1}$ is discontinuous while crossing the plane $x_{3}=0$ in the vicinity of the point $x=(0,0,0)$, then there exist bounded continuous functions $A_{11}(x), A_{1 p}(x)$ and $A_{13}(x)$ with $A_{13}(0) \neq 0$ such that:

$$
\begin{aligned}
& \sigma_{13}(x)=\eta(x) A_{13}(x) \delta\left(x_{3}\right)+\{\text { bounded terms }\} \\
& \sigma_{11}(x)=\lambda(x) A_{11}(x) \delta\left(x_{3}\right)+A_{1 p}(x) p+\{\text { bounded terms }\}
\end{aligned}
$$

whereas $\sigma_{12}$ is bounded. But then Eq. (A.2) $)_{1}$ cannot be satisfied for functions $\psi_{1}$. To see this, let us take for example

$$
\psi_{1}=x_{3} \omega\left(\frac{1}{\varepsilon} x_{3}\right) \omega\left(\frac{1}{\varepsilon} \sqrt{x_{1}^{2}+x_{2}^{2}}\right)
$$

where $\omega(y)$ is a $C_{0}^{\infty}\left(R^{3}\right)$ function such that $\omega(y) \equiv 1$ for $|y| \leq 1,0 \leq \omega(y) \leq 1$ and $\omega(y) \equiv 0$ for $|y| \geq 2$, and choose $\varepsilon$ sufficiently small. So, $v_{1}$ must be continuous. In the same way we may prove that $v_{2}$ must be continuous. When the tangent component of $\mathbf{v}$ is continuous, then the distributional sense of derivatives of the components of $\mathbf{v}$ retains its validity even for discontinuous coefficients $\eta$ and $\lambda$
(while crossing the plane $x_{3}=0$ ). Then, however, the pressure $p$ ceases to be well determined even in the distributional sense, since according to the equation $(\mathrm{A} .2)_{3}:$

$$
\int\left\{\left(-p+(\lambda+2 \eta) v_{3,3}+S_{3}\right) \psi_{3,3}+S_{2} \psi_{3,2}+S_{1} \psi_{3,1}\right\} d x=0
$$

where $S_{j}$ are bounded, its singular part should be equal to the singular part of the expression $(\lambda+2 \eta) v_{3,3}$. Thus it must be proportional to $(\lambda+2 \eta) \delta\left(x_{3}\right)$ and the last expression is not a well determined distribution (at the boundary surface $x_{3}=0$ ).
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# Changes of temperature during the simple shear test of stainless steel 

S.P. GADAJ, W.K. NOWACKI and E.A. PIECZYSKA (WARSZAWA)


#### Abstract

Investigation of the simple plane shear of stainless steel was carried out. The stress-strain curves and the distributions of infrared radiation for various shear rates have been registered. Temperature changes of the shearing paths were obtained on this ground. It was observed, that this temperature increases both with the increase of the deformation and the rate of shear. The capabilities of the used thermovision system allow us to notice the asymmetry of the thermal distribution of the shear paths caused by the macroscopic shear bands. Finally the results were compared with the results of numerical simulation, obtained for this kind of material deformed in adiabatic conditions.


## 1. Introduction

Experimental investigations of the static simple shear are in general limited to the analysis of mechanical curves $[1,2,3]$ and examination of the texture and microscopic pictures obtained for the material subjected to such deformation [3, $4,5]$. Theoretical approaches concern the analysis of the shear testing under the isothermic or adiabatic conditions [3,6,8]. In reality, the process of shear is accompanied by the heat emission and its almost immediate transmission to the surroundings; that significantly influences this process. This means, that the thermomechanical coupling occurs in nonadiabatic conditions. There are no papers on that problem published up to now, where the results of the investigations of the thermomechanical coupling during nonadiabatic static shear would be presented, though such investigations were undertaken during dynamic tests [7].

In this paper, the investigations of the static simple plane shear in nonadiabatic conditions have been carried out. Their goal was to obtain the mechanical curves as well as the temperature distributions in the shear areas. The results obtained enable us to present the temperature changes of the specimens subjected to the shear test with different rates of deformation, as well as to describe the macroscopic shear band, developing at higher deformations. Finally, experimental results were compared with the results of numerical simulations, calculated for the model of elasto-plastic material deformed in adiabatic conditions [8].

## 2. Description of experiment

The investigations were performed on the specimens of stainless steel 1 H 18 N 9 T of composition: $0.076 \mathrm{wt} \% \mathrm{C}, 0.89 \mathrm{wt} \% \mathrm{Mn}, 0.45 \mathrm{wt} \% \mathrm{Si}, 0.02 \mathrm{wt} \% \mathrm{P}, 17.78 \mathrm{wt} \% \mathrm{Cr}$, $9.24 \mathrm{wt} \% \mathrm{Ni}, 0.48 \mathrm{wt} \% \mathrm{Ti}$. The samples of dimensions $30 \times 42.3 \times 0.5 \mathrm{~mm}$, cut out from the same sheet, were placed in a specially designed grip (Fig. 1), allowing
for replacing the compression by the simple shear. This grip was fitted in the Instron machine. Construction of this arrangement practically eliminates sliding of the specimen in the grip and ensures that the process of shear takes place on two parallel shear bands (paths) of the specimen, of 30 mm length and 3 mm width (Figs. 1 and 2). A change of temperature of the surface of these paths has been observed.


Fig. 1. Project of the device for fixing the specimens.

During the deformation, the load vs Instron's crosshead displacement, the load and this displacement vs time and the distribution of infrared radiation emitted by shear paths, were continuously registered. The infrared radiation was measured using the thermovision camera AGA 680 coupled with a system of data acquisition and conversion PTR WIN.

In order to secure higher and more homogeneous emissivity, the surface of the samples was blackened with carbon powder.

The shear tests were carried out with various, properly chosen rates of deformation: $2.77 \cdot 10^{-3}, 5.55 \cdot 10^{-3}, 11.1 \cdot 10^{-3} \mathrm{~s}^{-1}$. These rates should be high enough in order to provide the sufficiently high temperature increments, measurable by the used thermovision set. The mean-square error of temperature evaluation was $0.3^{\circ} \mathrm{C}$.

The system PTR WIN allows us to obtain the thermovision pictures with various precision. A thermovision camera scans the examined object collecting the infrared radiation from its surface. During 0.06 s the camera creates an image called frame. A thermal picture of the frame contains few details but, in spite of that, it can be very valuable. Short time of creation of these frames enables us to register more accurately the beginning of temperature changes of chosen areas of the object. An analysis of these temperature changes can be helpful for exact determination of the beginning of the process of shear or elongation. Four such
frames superimposed over each other create a thermal picture, obtained during 0.24 s . This thermal picture is a basis for analysing temperature distributions of the examined surface. Such distributions can be presented in different units depending on the chosen curve of calibration.

The PTR WIN software enables the user to obtain the following data:

- the temperature distribution on the surface of the examined body, with the chosen grade of discrimination: both black and white and coloured, stored on hard disc of a computer;
- the average temperature of the selected part of the picture, its mean-square error and the area of it;
- the real time temperature evaluation at several chosen points (up to 10);
- the temperature distribution along the line, arbitrarily chosen on the picture;
- the digital form of the obtained temperature distribution, which enables its further processing by other software.


## 3. Experimental results

The time, force and the crosshead displacement, registered during investigations, allow us to determine the stress and strain fields and to control the rate of shear. The stress tensor, defined in the coordinates shown in Fig. 1, has only 3 non-vanishing components: $\sigma_{11}, \sigma_{22}, \sigma_{12}$ during simple shear. The single component of the tensor of deformation is $\gamma=\varepsilon_{12}$.

It was assumed that, in the case of simple plain shear in static conditions, there is no change in the cross-section: $S_{E}=$ const $\left(S_{E}=a_{0} d\right.$, where $a_{0}$ - width of the shear band, $d$ - thickness of the specimen). Then the stress $\sigma_{12}=F / S_{E}$ and deformation $\gamma=\Delta l / a_{0}$, where $\Delta l$-displacement of the grips of the device holding the specimen (Fig. 1).

The distributions of intensity of the infrared radiation, recorded during investigation in digital form, allow us to reconstruct thermal pictures (thermograms) of the specimens. The maximal sensitivity of the system, conditioned by the 12 bit registration, is $0.01^{\circ} \mathrm{C}$. In Fig. 2 an example of thermogram of the shear zones of specimen, deformed at the rate of $11.1 \cdot 10^{-3} \mathrm{~s}^{-1}$, and registered at the deformation $\gamma=1.59$, is shown. A photograph of the undeformed specimen fixed in the grips of the holding device is given as well. The thermovision camera was focused on the shear zones since the grips are rather thick ( 15 mm ). The coloured temperature scale is concerned with these shear zones only.

Because of the large mass of grips relative to the mass of specimen and because of the high heat conductivity of steel, there is a large temperature gradient in the direction perpendicular to the shear direction. The areas of maximum temperature are hence situated in the central part of the shear paths (along the direction of shear).

The occurence of the stress components $\sigma_{11}$ and $\sigma_{22}$ is caused by the condition $a=a_{0}=$ const (the internal and external jaw of the grip move parallely, as shown in Fig.1). The existence of free edges of specimen $x_{1}= \pm l_{0} / 2$, where the normal stress component must vanish, induces the heterogeneity of the strain field. However, it is assumed that this boundary region is small as compared to the length of the specimen. Theoretical considerations indicate that for $a_{0} / l_{0}=1 / 10$ ( $l_{0}=30 \mathrm{~mm}$ ) this region covers almost $5 \%$ of specimen's length. An example of the strain field obtained numerically by the ABAQUS code for the steel 1H18N9T, under the assumption of elasto-plastic adiabatically deformed material at the strain level $\gamma=0.322$, is shown in Fig. 3 A. Results of these calculations will be published in [9].

The disturbances of the stress and strain fields existing on free ends of the specimen during shear test are visible in the temperature distribution. The temperature of these areas is higher than in remaining part of the specimen. This is easily seen in the initial stage of the process. At higher deformations this effect is difficult to observe because of large temperature increments of the shear zones and due to high heat conductivity of this steel.

### 3.1. Temperature changes of the specimens subjected to various shear rates

The temperature changes of the shear paths for three deformation rates were investigated. Taking advantage of PTR WIN, 5 points were marked in the central part of the thermogram of one of these paths, where the temperature seemed to be homogeneous (Fig. 4, left picture). The coordinates of these points and their temperatures at the end of the process are given below. The graph of temperature evolution for these points during the shear time is shown on the right-hand side of Fig. 4.

The same approach was used for other rates of shear. The averaged values of temperature obtained this way are presented in Fig. 6A as a function of deformation $\gamma$. The process of shear is accompanied by the increase in temperature. However, the temperature behaviour of the shearing specimen is a result of the heat emission and of its instantaneous flow to the grips; more particularly, that the used grips are solid, in comparison with the specimen. The temperature increments during shear test are not proportional to the stress of specimen. Looking at curves $\Delta T(\gamma)$ (Fig. 6A) it can be noticed that for the deformation $\gamma \simeq 0.3$, an disorder in the monotonic temperature increase is observable, and an inflection point can be noticed. It can be related to the changes of the mechanisms of deformation at this stage of shear, however a full explanation of this phenomenon requires further investigations.

Figure 6 B presents the relations between the stress $\sigma_{12}$ and the deformation $\gamma$, obtained for three shear rates. There are very small differences between these curves; the rate of deformation has no considerable influence on the mechanical characteristics of the material. Moreover, it is easy to notice that $\sigma_{12}(\gamma)$ curves are


Fig. 2. Photograph of the specimen inserted in the holding device and a thermogram showing the temperature distribution in the sheared areas.


Fig. 3. (A) - heterogeneity of the field of deformation on the free edges of the sheared areas at $\gamma=0.322$ and (B) - stress distribution in the shear areas at $\gamma=1.11$; theoretical evaluation [9].


Fig. 4. A thermogram obtained during the shear test of 1 H18N9T steel $(\gamma=1.60)$ and the temperature vs time for the chosen 5 points.



Fig. 5. A thermogram of the zones of shear with the 5 segments denoted. At right - the temperature distributions along these segments.
smooth up to $\gamma \simeq 70 \%$. It gives evidence about the homogeneity of the process of shear in this stage of deformation. Then, the oscillating values of the stresses occurred, indicating the change of the character of deformation.


Fig. 6. Changes in temperature in the central part of the sheared path of the specimen made from $1 \mathrm{H} 18 \mathrm{~N} 9 \mathrm{~T}-\mathrm{A}$ ), and the mechanical characteristics of this stecl - (B); obtained at various rates of shear.

Summarizing the presented results (Fig. $6 \mathrm{~A}, \mathrm{~B}$ ), it can be stated that there is a strong dependence of the temperature of shear paths on the shear rate, while the differences between the mechanical curves are insignificant.

### 3.2. Development of the macroscopic shear band

It follows from theoretical considerations that, during the simple shear test at deformations higher than $70 \div 80 \%$, a localization of the deformation, named the macroscopic shear band, appears. The macroscopic shear band develops at a certain angle to the shear path. Figure 3 B presents a picture of this band for
$\gamma=1.11$ shear deformation. The calculations were made for the elasto-plastic model of the body, under the assumption of combined isotropic-kinematic hardening and adiabatic process of deformation [9].

Suitable processing of thermal pictures recorded during the shear test indicates, that the phenomenon of localized deformation is noticeable also in nonadiabatic conditions, in which the experiment has been conducted. For that purpose the following approach was adopted.

On the thermograms obtained in non-homogeneous range of deformation ( $\gamma \simeq 1.50$ ), 9 segments were chosen, intersecting the shear path perpendicular to the shear direction (Fig.5). A coordinate $x_{2}$ of the beginning of each sector was the same (Figs. 1 and 5). Along these segments the distributions of temperature were determined. The determination of the temperature distributions was carried out in two approaches for each path, because the system PTR WIN enables us to obtain such distributions simultaneously for 5 segments only.

An example of the obtained thermograms with 5 marked segments and with the temperature distribution determined along them, is shown in Fig. 5. Ends of specimens are characterised by the inhomogeneous stress and strain state and, moreover, the temperature distribution is there influenced by other factors than in the remaining area. That is why these ends were omitted in the analysis of temperature distribution.

The procedure described above of obtaining the temperature distribution was applied to both shear paths. Subsequently, these distributions were approximated by the product of the exponential function and the Gauss function (Fig. 7). Since the exact scaling of the distances was very difficult, the coordinates of the points on the picture and the distances between them were given in relative units.

In agreement with the results obtained theoretically, the macroscopic shear bands of both paths obtained for the same specimen were directed towards each other (Figs. 1 and 3 B). Thus, the symmetrical superposition of the points indicating the temperature maxima in both paths and calculation of the mean value of the coordinate $x_{1}$ for these points (deviation of the temperature maximum from the shear direction) should eliminate a possible error caused by rotation of the paths relative to the shear direction.

The positions of points having maximum temperature were found for each specimen sheared at the rates $5.55 \cdot 10^{-3} \mathrm{~s}^{-1}$ and $11.1 \cdot 10^{-3} \mathrm{~s}^{-1}$. These positions were obtained for the deformations $\gamma=0.63,1.04,1.59$. Small temperature increments accompanying the shear rate $2.77 \cdot 10^{-3} \mathrm{~s}^{-1}$ made it impossible to find the maximum of temperature.

The results of calculations obtained for extreme values of $\gamma$, where the macroscopic shear band occurs, are shown in Figs. 8 and 9. These are the mean values for both paths. The coordinate system was taken according to the Fig. 1; the $x_{1}$ axis - along the shear direction, and the $x_{2}$ axis - perpendicular to this direction. The position of maximum temperature, found for the segment lying in the middle of the path, was assumed as the origin of the coordinate system.


Fig. 7. Approximation of temperature distribution of the chosen sector by the product of the exponential and the Gauss functions. Accuracy of the measurement $-0.3^{\circ} \mathrm{C}$.


Fig. 8. Positions of maximum temperature in shear zones of the specimens at the strain rate $5.55 \cdot 10^{-3} \mathrm{~s}^{-1}$. Dashed line indicates the position of macroscopic shear band predicted by the theory (the direction of coordinate axes are given in Fig. 1).

For each point, the statistical error of the determined position of maximum temperature was calculated (Figs. 8, 9). Its value depends on the relative error of the temperature determination and decreases in accordance with a decrease


FIg. 9. Positions of maximum temperature in shear zones of the specimens at the strain rate $11.1 \cdot 10^{-3} \mathrm{~s}^{-1}$. The dashed line indicates the position of macroscopic shear band predicted by the theory (the direction of coordinate axes are given in Fig. 1).
in the temperature error. Other, nonstatistical errors of this determination were not taken into consideration.

The obtained values of the temperature maximum positions were approximated by the straight line $x_{2}=m x_{1}+n$, where $m, n-$ the calculated coefficients. Results of this approximation were marked by solid lines, while the dashed line shows the position of the macroscopic shear band found from the theoretical calculations [8]. These results indicate that the line describing the position of the maximum temperature is not always situated in the middle of the shear path.

Table 1 shows the slopes, $m$, of the straight lines, obtained by the procedure described above, and the error, $\Delta m$, of its determination. The theoretical value of $m$ is 0.1 .

Table 1. The values of the slope $m$ for different shear strain levels $\gamma$.

| Shear rate <br> $\left[\mathrm{s}^{-1}\right]$ | $\gamma=0.63$ |  | $\gamma=1.04$ |  | $\gamma=1.59$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $m$ | $\Delta m$ | $m$ | $\Delta m$ | $m$ | $\Delta m$ |
| $5.55 \cdot 10^{-3}$ | 0.00624 | 0.00191 | 0.00979 | 0.00147 | 0.0220 | 0.0014 |
| $11.1 \cdot 10^{-3}$ | 0.0120 | 0.0012 | 0.0136 | 0.0008 | 0.0212 | 0.0007 |

Results presented in Figs. 8, 9 and in Table 1 indicate that the slopes $m$ increase accordingly to the rate of shear deformation.
The theoretical considerations $[8,9]$ were related to the shear rate $2.77 \cdot 10^{-3} \mathrm{~s}^{-1}$. At such rate, the position of the temperature maximum was impossible to determine in experiment. Besides that, in theoretical approach the macroscopic shear
band started and developed along the shear path. However, our results would rather indicate the change of the slope of the macroscopic shear band with the deformation. Discrepancies between the theoretical and experimental investigations may be caused by the immediate flow of heat to solid grips. At small temperature increments it can cause an effect of apparent change of inclination of the macroscopic shear band. Moreover, larger slope of this band obtained for $\gamma=0.63$ and 1.04 and observed at higher rate of shear, would indicate this type of effect (Fig. 10).


Fig. 10. The dependence of the coefficient m on the strain function $\gamma$.
It is also possible that our experimental results are correct and that discrepancies between the theoretical and experimental approaches are caused by deficiency of the theoretical model. This model does not take into account, for instance, the influence of gradients of temperature on the process of shear. In order to clear up these doubts, further studies and correlation of the investigations of temperature evolution with the microscopic observations, carried out at various magnifications, are needed.

## 4. Conclusions

Investigations of temperature distribution on the surface of the shear paths confirm the existence of the theoretically predicted fields of strain heterogeneity. At the ends of shear zones these heterogeneities are manifested by the increase of temperature, particularly noticeable in the initial stage of shear. As the deformation continues, the line describing the positions of maximum temperature departs from the shear direction. It gives evidence for the development of the macroscopic shear band, running along the specimen at a certain angle to the
direction of shear. Differences between the angles predicted by the theory and those observed in the experiment are probably caused by the flow of heat to solid grips, by the influence of temperature on the process of deformation, and by the assumptions adopted in the theoretical model. Explanation of these divergences requires further investigations.

Measurements of the temperature evolution in central parts of the shear paths indicate, that in the considered range of deformation, the temperature of these shear paths increases rapidly with the increase of the shear rate, in spite of the minor changes in mechanical characteristics. The disturbance of the monotonic increase in temperature observed at $\gamma \simeq 0.3$ can indicate the change of the mechanisms of deformation. However, this should be confirmed by further investigations. Moreover, the shape of $\sigma_{12}(\gamma)$ curves, obtained at higher deformations $\gamma>0.7$, gives evidence for the changes of the character of the process of deformation during the shear test. Up to the shear deformation $\gamma \simeq 0.7$, these curves are smooth; at higher deformation, jumps of stresses occur, manifesting the heterogeneity of the process.
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[^0]:    ${ }^{1}$ ) Note that the part of the gas flux flowing through the sphere as referred to the flux incoming from infinity is given by $\bar{v}_{z}^{\text {ext }}(1)$.

