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The following article contains notes for 4 lectures. The lectures are first, an 
overview of classical micromechanics, assumptions, theoretical formulations and 
definitions, and well-known models. The second lecture discusses some directions 
and applications that the stochastic community has taken toward developing 
stochastic micromechanics. The third lecture presents the background and high­
lights of work done by this author and Dr. Lori Graham-Brady, of the .Johns 
Hopkins University Department of Civil Engineering, in developing the method­
ology of moving window micromechanics. The fourth lecture presents the very 
beginnings of experimental work, initiated with Dr. Stephen McNeill, of the Uni­
versity of South Carolina Department of Mechanical Engineering, that we hope 
will help verify, and extend the moving window approach. 
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1. Classical micromechanics 

1.1. The basics of linear elasticity 

For infinitesimal deformations, the total strain is the sum of the elastic 
strain and what can generally be referred to as eigenstrains, cij, 

(1.1) 

where the total (linear) strain, c, defined in terms of the displacements, u, is 

1 
Eij = 2 ( Ui,j + Uj,i). (1.2) 
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Solving for the elastic strains, c~, and using Hooke's Law (generalized) for 
an elastic material 

(1.3) 

where aij, Eij are the stress and total strain components, respectively, and 
Cijkl is the elastic stiffness tensor. The inverse relationship also holds , 

c~ = sijklakl, (1.4) 

where Sijkl is the elastic compliance tensor. Both tensors displays major and 
minor symmetries, e.g., 

(1.5) 

This allows the constitutive law of an isotropic material can be written as 

aij = 2J1£~ + )..<5ijEfk, (1.6) 

where ).. and J.L are the Lame constants and <5ij is the Kronecker delta and 
the summation convention for repeated indices is employed. 

The engineering constants, E, the Young's modulus, v, the Poisson's ratio 
and K, the bulk modulus are related to the Lame constants by 

E = J.L(3).. + 2J.L) 
(>-.+ J.L) ' 

).. 
1/ = ----

2().. + J.L)' 
K-).. + 2J.L 

- 3" (1.7) 

The equilibrium equations, in the absence of body forces , are 

aij,j = 0, i = 1, 2, 3, (1.8) 

and boundary condition for external surfaces that are free of forces are 

(1.9) 

where the nj are the components of an external, outward unit , normal vector 
on the boundary. 

1.2. Fundamental concepts 

1.2.1. Representative Volume Element (RVE). An RYE is a sample of 
the material that is structurally and statistically representative of the entire 
material -on average. It must be large by comparison with the scale of the 
microstructure, i.e., it contains a large view of the microstructure, but it is 
only useful it if is also much smaller than the bulk material. As such, an RYE 
exhibits the properties of the composite medium and these properties can 
be shown to be relatively insensitive to macroscopically uniform boundary 
conditions. In other words, they fluctuate about a mean with a wavelength 
small compared to the dimensions of the volume. The idea is that one can 
then perform analysis on the RYE rather than the full sample. 
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1.2.2. Volume averaging. When the macro conditions of homogeneous 
stress or homogeneous strain are imposed on an RYE, with volume V,the 
average stress and average strain can be defined as: 

(1.10) 

(1.11) 

1.2.3. Homogeneous boundary conditions. A homogeneous strain field 
can be produced by applying displacements on the boundary S 

(1.12) 

where the c:?j are constant strains. Similarly, a homogeneous stress field is 
produced by applying tractions , ti on the boundary S 

(1.13) 

where the a?j are constant stresses and the nj are the components of the 
outward unit normal vector. 

1.2.4. Average Strain Theorem. Consider a two phase RYE where ho­
mogeneous strains are applied to the boundary. Using the definition of strain, 
the average strain is 

- -J (1) (1) J (2) (2) 2V EiJ. - ( u . . +u .. ) dV + ( u . . +u .. ) dV. t,J J,t t,J J ,t (1.14) 

v1 v2 

Gauss ' theorem 

J u;,q dV = J u;nq dV, (1.15) 

v av 

when used in the average strain Eq. (1.14), results in 

2VE;j = J (u?)nj + uJ')n;) dS + J (ul
2
)nj + u)

2
ln;) dS (1.16) 

s1 s2 

where S1 , S2 are the phase boundaries. On 8 12 , the interface boundary, as­
suming perfect bonding, the contributions to the integrals from S12 cancel, 
leaving 

Eij = 2~ J (u;nj + Ujni) dS. 

s 

(1.17) 
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Substituting Eq. (1.17) into the equations for homogeneous boundary condi­
tions, Eq. (1.12), results in the statement of the Average Strain Theorem, 

(1.18) 

The average strains in the composite RVE are the same as the constant 
strains applied on the boundary. 

1.2.5. Average Stress Theorem. Again, consider a two phase RVE, this 
time with homogeneous stresses applied to the boundary S. Equilibrium, in 
the absence of body forces, implies 

aij,j = 0, 

and with the definition, 

it can be established that 

a;j = a;klikj = a;klijk = ( a;k ~=:) 
Since 

and 

thus, 
aij = (aikxj),k . 

Using Eq. (1.2), the definition of average stress, 

a;i = ~ j (a;kxi),k dV 

V 

and Gauss' Theorem yields 

vaij = J a}!) Xjni
1
) dS + J a!Z) Xjni

2
) dS. 

s1 s2 

Since the tractions are continuous at the interface, i.e., 

a~~)n~1 ) = -a~~)n(.2) on 812, 
tJ J 'I.J J 

those parts of the integral cancel and 

vaij = J a;kXjnkdS =at J XjnkdS =a?; J Xj,kdV 

S S V 

(1.19) 

(1.20) 

( 1.21) 

(1.22) 

(1.23) 

(1.24) 
The Average Stress Theorem states that the average stresses in the composite 
are the same as the constant stresses applied on the boundary. 
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1.2.6. Effective Elastic Moduli. Homogeneous displacement boundary 
conditions produce uniform strains in homogeneous materials. Applying these 
conditions to an RVE and using the average strain theorem implies that these 
are also the average strains in the composite. 

(1.25) 

If a displacement field generated by E~z = 1 is designated by u~kl) ( x) then 
the displacement field can be written, using superposition, as 

(1.26) 

where there is a summation over k and l. The resulting strain is then given by 

- 1 0 (kl) (kl) 
Ei1·(x)- -Ekz(u .. + u .. ). 2 t,J J,t (1.27) 

The resulting stress at a point x is 

( ) - 1 c ( ) 0 ( (kl) (kl)) 
aij x - 2 ijpq x Ekz up,q + uq,p , (1.28) 

with 

cijkl = cg~[l or ci~2~z· (1.29) 

Using the definition of average stress it can be shown that 

(1.30) 

where 

C* _ 1 J C· . ( ) ( (kl) (kl)) dV ijkl - 2V tJpq x up,q + uq,p . (1.31) 

V 

Thus the average stress is related to the average strain through effective 
elastic moduli. A similar argument can be used to construct effective com­
pliances. 

1.2. 7. Relationships between the averages. For a two phase composite, 
(cl and c2 are volume fractions, c1 + c2 = 1), with perfect bonding 

(1.32) 

and 
(1.33) 
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Therefore, 

C* 0 -(1) -(2) 
· ·kzEkl = c1a .. + c2a .. t) t) t) ' 

(1.34) 

With 

(1.35) 

C* o 0 c1) o (c(2) 0 (1) ) -(2) 
ijklEkl = ijklEkl + c2 ijkl- ijkl Ekl (1.36) 

and 
-(2) C* - cCl) 
E kl ijkl ijkl 

Eo = ( (2) (1) ) · 
kl c2 cij kl - cij kl 

(1.37) 

The effective moduli can be determined provided the strain in the second 
phase is known. 

1.2.8. Concentration matrices. In a two phase composite where, a 
c1 a-(l) + c2a(2), and a-(i) = C(i) 8i) , then 

(1.38) 

The relationship between the average strains in a phase and the overall strain 
in the composite can be expressed as 

-(1) -A -E - 1E, and for example 
[ 

-(2) -(2) ] 
E [ = EEO = A2 . (1.39) 

A1and A2 are called strain concentration matrices and I = c1A1 + c2A2, 
where I is the identity matrix. In this case the effective stiffness tensor can 
be written as 

(1.40) 

See Aboudi (1991), Nemat-Nasser and Hori (1999) for more details. 
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1.3. Classic models in micromechanics 

1.3.1. Voigt approximation. The Voigt approximation (Voigt 1889) is 
one of the simplest models used to evaluate the effective properties of a 
composite; it was originally introduced to estimate the average constants of 
polycrystals. It is assumed that the strain throughout the bulk material is 
uniform (iso-strain). 

This implies that A1 = A2 =I and so 

C* = Cl c(l) + c2C(2). (1.41) 

When used to describe individual properties, for example the Young's mod­
ulus, this is known as the Rule of Mixtures. 

1.3.2. Reuss approximation. The inverse assumption to Voigt is the 
Reuss Approximation (Reuss 1929) which assumes that the stress is uniform 
(iso-stress) throughout the phases. This implies 

S* = c1S(l) + c2S(2). (1.42) 

where S* is the effective compliance tensor. Neither Voigt nor Reuss are 
correct. Under the Voigt model the implied tractions across the boundaries of 
the phases would, in general violate equilibrium, and under the Reuss model 
the resulting strains would force debonding of the phases. Hill (1952) proved 
that the actual moduli lie somewhere between these two approximations, 
regardless of geometry. 

1.3.3. Hashin-Shtrikman. Using variational principles, in Hashin (1962) 
and Hashin-Shtrikman (1963), bounds are established on materials that 
could be considered "mechanical mixtures of a number of different isotropic 
and homogeneous elastic phases" and regarded as statistically isotropic and 
homogeneous. Using this method, and specializing to a two phase material, 
the bounds, (upper (K2) and lower (Ki), e.g.) on the effective bulk and shear 
moduli bounds were found as 

(1.43) 

C2 
Gi = G1 + ------(-------,-)-' 

1 6 Kl + 2Gl Cl 
---+------
G2 - G1 5Gl (3Kl + 4Gl) 

(1.44) 

Cl 
K2 = K2 + 1 3c2 

---+----
Kl - K2 3K2 + 4G2 

(1.45) 
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Cl 
Gi = G2 + ------(-----, 

1 6 K2 + 2G2)c2 
-----+-------
Gl- G2 5G2(3K2 + 4G2) 

(1.46) 

where K2 > K1, G2 > G1, c1 + c2 = 1. The bounds are exact if K1 #- K2 , 
G1 = G2. 

1.3.4. The dilute approximation. The dilute approximation can be used 
to model a dilute suspension of spherical elastic particles in a continuous 
elastic phase. The interaction between particles is neglected. The problem 
reduces to that of solving the problem of a spherical inclusion in an infinite 
matrix subjected to hydrostatic loading at infinity. Under the assumption of 
spherical symmetry, Ur = ur(r), U<f> = 0, UfJ = 0, the equilibrium condition 
reduces to 

a2 2 a 2 
£:l 2 Ur + - £l"Ur - 2Ur = 0, 
ur r ur r 

The general solution is 

in the particle, and 

in the matrix. 

u(l) = Cr 
r . ' 

B 
u(2) = Ar +-

r r2 

With the interfacial continuity conditions 

a(l) (a) = a(2) (a) 
rr rr ' 

(1.47) 

(1.48) 

(1.49) 

(1.50) 

one can solve for the ratio between the strains in the second phase and the 
applied strain 

t~~ _ 3C _ 3(-\1 + 2Ml) 
E~k - 3A - 3-\2 + 2J-L2 + 4J-Ll . 

(1.51) 

Using the relationship between averages , Eq. (1.37), the effective bulk mod­
ulus is then 

(1.52) 

Solving the problem of a homogenous medium in a state of simple shear 
results in 

tl~ 15(1 - lll) 

c~2 = /-Ll(7- 5vl) + 2(4- 5vl)M2 · 
(1.53) 

Again, using the relationship between averages, Eq. (1.37), 

p,* = 
1 

_ 15(1 - vl) ( 1- ~) c2 

I-Ll (7-5vi)+2(4-5vl)~ 
(1.54) 
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and for v1 = 0.5, 
J..l* 5c2 
-=1--. 
J..ll 2 

(1.55) 

1.3.5. Eshelby's equivalent inclusion. Eshelby (1957, 1959, 1961) con­
sidered the problem of an ellipsoidal inclusion in an infinite isotropic matrix. 
He defined an inclusion as a region of the matrix that has the same elastic 
properties as the bulk material but which undergoes what would be a stress­
free transformation - if it were not surrounded by the rest of the matrix. 
Since it is surrounded, the transformation produces strains- eigenstrains -
in the inclusion. What Eshelby realized was that this problem, with macro 
boundary conditions, should be equivalent to the problem of a region in a 
matrix with different material properties, and inhomogeneity, same boundary 
conditions. In one case an inhomogeneity in the strain field would be due to 
the transformation strains, and in the other due to the different constitutive 
properties. 

He formally considered the two problems of inhomogeneity: the distur­
bance in an applied stress field is due to either ( 1) an ellipsoidal inhomogene­
ity, where an ellipsoidal domain has elastic properties different from the ma­
trix or (2) an ellipsoidal inclusion, (same region as the inhomogeneity above) 
with identical elastic properties as the matrix, but with an eigenstrain. 

Problem 1: 

We consider an inhomogeneity n (properties Cijkl) in domain D (prop­
erties Cijkl)· An applied stress (at infinity) results in the following strain 

0 0 1 0 0 
aiJ.' EiJ. = -( ui J. + UJ· i). 2 , , (1.56) 

Denoting the stress and elastic strain due to the inhomogeneities, (with no 
superscripts), 

1 
aij, Eij = 2(ui,j + Uj,i)· (1.57) 

the total stress and total displacement for the problem would be 

0 0 
aij + aij, ui + Ui· (1.58) 

The disturbance stresses satisfy equilibrium and 

aij,j = 0, aij = 0, aijnj = 0. (1.59) 
X--+00 

Using Hooke's Law, we then have 

1n n (1.60) 
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and 
(1.61) 

Problem 2: 

We consider an inclusion n, (properties Cijkl) in domain D (properties 
Cijkz) with an equivalent eigenstrain cij and an applied strain at infinity c?j, 
in this case, 

(1.62) 

a?j + aij = cijkl ( u~,l + Uk,l) Ill D- n. (1.63) 

The necessary and sufficient condition for these two problems to be equivalent 
is the equivalence of Eqs. (1.60) and (1.62) thus 

(1.64a) 

or 
(1.64b) 

Eshelby showed that, given c0 , if the eigenstrains are uniform inside an 
ellipsoidal domain then the total strain ( c?j -cij) is uniform there too. Eshelby 
derived the elastic fields due to the inclusion and was able to explicitly solve 
for a concentration tensor , Pijkl, known as Eshelby's tensor, for both isotropic 
and anisotropic materials, which relates the eigenstrains to the average strain 
in the body. Eshelby's tensor is symmetric with respect to the first two and 
last two indices, independent of the material properties of the included phase, 
defined by the aspect ratios of the ellipsoid and the properties of the matrix 
and depends only on the Poisson's ratio of the matrix and aspect ratios if 
the matrix is isotropic. (Mura (1987) has generated values for concentration 
tensors for shapes in addition to ellipses.) To use this method we consider a 
composite material loaded by a shear strain then, a~2 =a. The stress in the 
composite will vary, but can be written as a?2 + a12, where a12 is the stress 
due to the inhomogeneity. Next consider a homogeneous material where the 
matrix and inclusions have the same elastic properties but the inclusions have 
eigenstrains. !lr is the rth inclusion with the same volume and location as 
the rth inhomogeneity. The two problem equivalency equation is then 

(1.65) 

and J-L, P, are the shear modulus in the matrix and the inclusion, respectively. 
The strain in the inclusion is 

(1.66) 
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Substituting Eq. (1.66) into the equivalency condition results in 

(
-(2) * ) A -(2) 

I-£ €12 - €12 = 1-£€12 . 

From Eshelby's work we have that 

and, for spherical inclusions 

p _ (4- 5v) 
1212 - 15(1- v)' 

where vis the Poisson's ratio of the matrix. 
Therefore, 

where 
m= J-£ + 2P1212 (M- J-£) • 

Then 
A2 = (J-£- M) 

J-£ + 2P1212 (M - J-£) 

and from Eq. (1.37) it follows that 

I-£* = I-£- C2(J-t- M)A2. 

(1.67) 

(1.68) 

(1.69) 

(1. 70) 

(1.71) 

(1.72) 

(1.73) 

1.3.6. Self-Consistent Method. Eshelby assumed a well defined matrix. 
This is not always true, in polycrystalline materials a variety of properties can 
be exhibited but there is no clearly defined matrix phase. In these cases the in­
teractions between particles (regions) is more significant. The self-consistent 
scheme again requires that the ratio in Eq. (1.37) be determined. In this case 
the factor is determined by assuming that a single particle reacts to an effec­
tive medium (rather than a homogeneous matrix). This, then, is the problem 
of an inclusion in a medium with unknown effective properties. The factors 
(shear and bulk) are then the same as for dilute but with effective properties 
replacing the properties of the matrix. 

Thus, 

ll~ 15(1 - v*) 
tf2 = [J-£*(7- 5v*) + 2(4- 5v*)J-£2] 

(1.74) 

and 

(1. 75) 
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Using equation (1.37) 

* 15(1 - v*) 
f.-£ = f.-£ 1 + c2(f.-t2 - f.-£ 1

) [f.-£*(7- 5v*) + 2( 4- 5v*)f.-t2] (1. 76) 

and 
3 (K* + 1~-t*) 

K* = K 1 + c2 ( K 2 - Kt) 
3
K : . 

2 + f.-£* 
(1.77) 

Introduced by Hershey (1954) and Kroner (1958), the adaptation of this 
method for composites is often is often attributed to Hill (1965) and Budi­
ansky (1965). 

1.3. 7. Generalized Self-Consistent Method. In this method, a single 
particle is embedded in a sheath of matrix which in turn is embedded in an 
effective medium. Solving the problem yields 

(1. 78) 

With Eq. (1.37), this can be used to determine K*. 
To determine the effective shear modulus, the displacement field Ux = ex, 

uy = -cy, Uz = 0 can be applied to the particle-sheath-matrix geometry and 
it can be shown that the effective shear modulus is governed by the quadratic 
equation 

A(::r +2B(:J +C=O, (1. 79) 

and the constants A, B and C are functions of the inclusion and matrix elastic 
properties. This is significantly different from the self-consistent model in that 
the expression for ~-t* is uncoupled from the effective bulk modulus K*. 

1.3.8. Differ~ntial scheme. Using this method a two phase composite is 
incrementally constructed from an initial known material as follows. Begin­
ning with a two phase composite with volume Vo, a small volume ~V is 
removed. This volume will include both phases. The removed volume is re­
placed by an equivalent volume of the second phase. Iteratively, at the (i+1)th 
step, the volume of phase 2, Vi, will be 

(1.80) 
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or 
~V 

de= (Ci+l - q) = -(1- q). 
Vo 

Using Eq. (1.38) and the above yields 

or 

where 

C*(eo +~c)= C*(c)- ~ [c(2)- C*(cl] A2 

dC* = 
1 [c(2) - C*(c)] A2 

de (1- c) 

c* = c(l) (o). 

(1.81) 

(1.82) 

(1.83) 

(1.84) 

A2 must be determined from the geometry and properties of the phases. 

1.3.9. Mori-Tanaka (reformulated by Benveniste, 1987). The Mori­
Tanaka method (Mori and Tanaka, 1973) was originally designed to calculate 
the average internal stress in the matrix of a material containing precipitates 
with eigenstrains. Benveniste (1987) reformulated it so that it could be ap­
plied to composite materials. He considered anisotropic phases and ellipsoidal 
phases. Using Eq. (1.36) and the idea of a concentration matrix we have that 
the effective properties can be defined as 

(1.85) 

We refer to the concentration tensor, from the dilute approximation, as 

(1.86) 

where T can be written in terms of Eshelby's tensor, P, as 

(1.87) 

and I is the fourth order identity tensor. This approximation, due to the 
dilute model, neglects particle interactions and so is most valid at dilute 
concentrations. To extend this method assume that there exists a tensor 
such that 

g(2) ::::::: Mt(l). (1.88) 

Using Eqs. (1.87) and (1.88) we get 

A2 =M [c1l + c2M]-1 . (1.89) 
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If it is further assumed that 
M=T (1.90) 

then 
(1.91) 

and similarly for the effective compliance tensor. Benveniste showed that 
these results are consistent in the sense that 

Finally, 

S* = (C*)- 1
. 

t~~ 3Kl + 4J-Ll 
(1} = 3K2 + 4ul 
€kk ,-

and the effective bulk modulus is 

and 

01 
= (3Kl + 4J-Ll)' 

See Aboudi (1991) for additional details. 

(1.92) 

(1.93) 

(1.94) 

(1.95) 

1.3.10. Others. Other methods that are mentioned with some regularity in 
the literature are the Composites Sphere Model, (Hashin, 1962), Lamination 
Theory, (see for example, Herakovich, 1998) and Periodic Unit Cell Models. 
An example of the last will be presented in the third lecture. 

2. Stochastic micro mechanics 

While statistical averaging lies at the heart of classical micromechanics, 
the predictions of classical micromechanics are fundamentally deterministic. 
It makes sense, therefore, to reformulate and explore these problems in a 
stochastic framework. This has been done to a certain extent in texts on 
Stochastic Mechanics and the Mechanics of Heterogeneous Materials. This 
includes the development of stochastic differential equations, homogenization 
theory and, the use of stereology and stochastic geometry. 

Classical micromechanics makes some fairly strong, limiting assumptions 
about the shapes of an included phase, the specific interactions between, 
for example between particles and between particles and matrix, and the 
spatial arrangement of the included phase within a matrix. This lack of a 



http://rcin.org.pl

MICROMECHANICS OF RANDOM HETEROGENEOUS MATERIALS 115 

detailed description limits classic micromechanical analysis, including any 
potential predictions based on the effects of local response. So, from the 
perspective of Classical Micromechanics, the next level of modelling needs 
more detailed descriptions of the random patterns of the spatial arrangement 
of the microstructure. Stereology and stochastic geometry offer powerful tools 
such descriptions. 

Since others in this lecture series, and referenced in this series, have a 
great deal of expertise in the derivation, understanding and application of 
stochastic modeling of microstructure, (see for example Sobczyk and Kirkner, 
2001, and Torquato, 2002), this work will not attempt a presentation. Instead 
what will be presented is first, some of the parallel terms of micromechanics 
and stochastic micromechanics and second, a set of examples which illustrate 
the directions applications of stochastic modelling have taken. 

2.1. Concepts 

The primary and fundamental assumption made in the stochastic litera­
ture is that one is dealing with ergodic media. A sample record ( microstruc­
ture) of a random physical process can be thought of as a physical realization 
of the random process. 

An Ergodic Hypothesis is then assumed; if the result of averaging over all 
realizations of the process is equivalent to averaging over one realization, as 
the volume goes to infinity, then the medium can be considered ergodic. This 
is a mathematically rigorous statement of what is an underlying concept in 
classical micromechanics; captured there in the notion of an RVE. 

Additionally, the literature characterizes media as spatially stationary or 
strictly statistically homogeneous. This implies that the properties do not 
depend on the absolute position of specific microstructural elements; in other 
words that the joint probability density fields are invariant under translation. 
From the point of view of classical micromechanics, statistical homogeneity 
is probably mostly aligned with the notion that the material has effective 
properties; i.e., that it can be homogenized. Other concepts that have parallel 
forms in stochastic mechanics are: 

The probabilistic mean is defined as 

mx(r) = (X(r,-y)) = J Xr(-y)dPr('Y), (2.1) 

r 

mx(r) = J xrfr(x)dx (2.2) 

where fr(x) is the density function for the realization, X-y(r). r E f, which 
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is the space of elementary events on which the probability Pis defined. The 
symbol ( ·) denotes averaging. 

Multiple realizations may not be feasible for most applications. However, 
for an ergodic medium, over a large volume, the probabilistic mean is equiv­
alent to a volume average. 

m(;t)pn j X(r)dr---> E [XrJ, as p---> oo. (2.3) 

Sp 

Here Bp is the sphere of radius p, and m(S1) is the volume of the unit sphere. 
Averages of local field variables are uniform for ergodic fields so stress and 

strain can be written as the sum of an average term, ( ·), and a fluctuating 
term, (·)'. 

c =(c)+ c', a= (a)+ a' (2.4) 

where the averages of the fluctuating terms are zero. This can be used to 
show that with ergodicity, the fluctuation terms are zero on the boundary. 

The idea of "effective properties" is formulated using the theory of homog­
enization. This theory takes into consideration, in the case of the simplest 
microstructural form, three length scales. First are the macroscopic L and 
the microscopic, l characterizes the extent of the bulk material and l char­
acterizes the scale of the heterogeneity. It is then assumed that any external 
fields vary on a characteristic length scale A. Where 

l <<A~ L. (2.5) 

A small parameter can then be defined associated with the small scale 
changes in the microstructure or associated property, E = l/ L. The field quan­
tities (e.g. stress field) can then be thought of as depending on the global 
or slow variable, x, (spatial position), and a local or fast variable y = xjE. 
The slowly varying parts are due to the external fields, the fast parts vary 
due to the microstructural variations, and characterize the associated local 
property. The stiffness tensor, for a given realization w, is defined as a rapidly 
fluctuating function of position, 

Cl(x) = C(y; w), y = xjE, (2.6) 

for each realization the equilibrium equation is satisfied, thus 

a~ . [Cijkl(x)cl:l(x)] = 0 
J 

(2.7) 

in the absence of body forces. When the medium is ergodic and statisti­
cally homogeneous then Ce is an effective stiffness tensor, such that if the 
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solution of 
(0) _ ~ (au)O) OU~O)) 

Ekl (x) - 2 axi + axj 

satisfies the deterministic equation 

then J (iu'(x)- u<0l(xW)dx-> 0, as <-> 0. 

V 

(2.8) 

(2.9) 

(2.10) 

In other words, an ergodic medium behaves like a homogeneous deterministic 
medium with effective properties when E becomes small. This can be demon­
strated by using a two scale asymptotic expansion of the displacement and 
substituting into the differential equation. The net result is that the effective 
stiffness tensor is defined by the relationship 

(a(x)) = Ce (c(x)) (2.11) 

where 

( ) ( ) / 1 (aXkmn axzmn)) Ce ijkl = Cijkl + \ Cijmn2 ~ + oyk (2.12) 

and Xkmn satisfies 

_ _i_ [c·. ( . )~ (f)Xkmn axzmn)] a ( ) 
a 

t1kz y, w 
2 

a + £:l = -a Cijmn y; w . 
Yl Yl UYk Yl 

(2.13) 

(Following Torquato, 2002). 

2.2. Bounds 

The idea of bounding the effective properties has also been studied using 
stochastic techniques. Hashin-Shrikman (1963) bounds, which were devel­
oped using variational principles, can also be found in the stochastic me­
chanics literature. As mentioned before, the power of these bounds lies in 
the minimal input information required; for Hashin- Shrikman bounds, the 
elastic properties of the individual phases and the relative volume fractions 
are required. 

Beran and Molyneux (1966) developed bounds on the effective properties 
defined by 

K* ~ (K(r ""'~)) - ( K'2(r, r)) 
" ' ' (A.'(r, r)K'2) 21 (2.14) 

(A.(r, 'f))+ 2 (JL(r, 'f))+ (K'2) + (K'2) 
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where 

(2.15) 

and 
(2.16) 

The integral in equation (2.15) represents the third order correlation fun­
ction (three point correlation function). These bounds, therefore, provide 
a more accurate measure based on the spatial pattern associated with the 
microstructure. 

2.3. Simulating the microstructure 

In the engineering community, characterizing microstructures has, by and 
large, followed one of two paths. First, many materials scientists, including 
soil mechanicians and other investigators in granular or porous media, have 
based statistical characterizations on real microstructural images. Stereology 
has generally been used to refer to the inference of three dimensional charac­
teristics from two dimensional images. With the advent of high speed, large 
memory computers it is now fairly simple to use two dimensional sectioning 
to characterize stochastic properties that can be used to build a three di­
mensional digital reconstruction. Similarly, but more expensively, computer 
tomography may be used to non-destructively record a three-dimensional 
digital image. From these images statistical metrics can be derived, (e.g. 
mean values, correlation functions, n-point probability functions) . Scores of 
students have, in elementary material science classes, been handed a micro­
graph and asked to count dark and light pixels, in grid regions, to toss rods 
(randomly place lines) on the image and count the number of times both 
ends fall in the same phase. Fortunately, computers have also facilitated this 
process and commercial software programs exist that can perform many of 
these computations accurately and efficiently. Computational mechanics then 
offers many ways to incorporate these reconstructed microstructures into, for 
example, finite element codes. 

The second direction has been to use known probabilistic descriptors from 
ideal materials to illustrate and characterize real microstructures. In this case, 
field statistical structure is assumed and a simulated material is generated. 
These metrics can then be used to derive bounds of the effective properties. 

2.3.1. Statistical reconstruction. Reconstructing digital samples of ma­
terials using given stochastic properties has a number of advantages. This 
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approach minimizes the need for three dimensional digital files of multiple 
samples, which may be difficult to obtain, it can allow the generation of 3-D 
samples from 2-D measurements, and it can help to establish the choice of 
stochastic functions that will most accurately characterize specific material 
properties. 

A great deal of the well-referenced work in the literature on statistical re­
construction has been done by researchers interested in porous materials. One 
fundamental reference is Quiblier (1983), which presents a very clear outline 
of how information from sectioning can be derived and used in simulation. 
He modeled a matrix material with voids. 

The aim of this work was to simulate, with a random process, a porous 
medium that was geometrically realistic and well-defined, in other words, it is 
clear to which phase each spatial location belongs. Using the gray scale levels 
of the digital image, two statistical measurements were established. First, a 
discrete probability density function (PDF) was generated by classifying the 
numeric values associated with the digital image (gray scale values) into a 
small number of classes and calculating the relative frequency for each class. 
Second, an autocorrelation function (ACF) was calculated, using 

J(H) = E {[z(P +H)- m]· [z(P)- m]} 

E { [z(P)- mJ 2
} 

(2.17) 

where m is the mean value, z(P) is the gray scale value at the point P, and 
(P +H) is position incrementally off of the point P. The rough translation is 
that this function contains information about the probability that the point 
(P +H) is in a matrix region, if the point Pis in a matrix region. 

These two functions are extremely useful because they are the same for 
2-D and 3-D if the material is isotropic. This does not mean that the process 
was limited to isotropic samples, because anisotropy can be developed by 
examining several mutually perpendicular sections. Quiblier does make the 
assumption that the microstructure can be characterized by a stationary 
field. 

The simulation is performed in the following way. First random numbers 
x(i,j, k) are generated at each point on a grid (i,j, k) in, for example, a cube 
domain. These numbers are uncorrelated but were created as a Gaussian 
population with a mean value of 0 and a variance of 1. Next a neighboring 
region was considered which included the points ( i + r, j + s, k + t). The size 
of this neighborhood corresponds to a small distance outside of the distance 
at which the ACF is negligible. The values of x( i + r, j + s, k + t) are linearly 
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combined to form a new number y( i, j, k) defined by 

y(i , j , k) = L a(r, s, t) · x(i + r, j + s, k + t). (2.18) 
r ,s ,t 

This set of y values can be demonstrated to be Gaussian, because the set 
on which it was built , x was Gaussian. It is different from the set x in that 
the y values are now correlated. It can also be shown that the coefficients 
a(r, s, t) can be chosen to match the ACF of y to the ACF of the original 
sample. Quiblier refers to this as "linear filtering". A second transformation 
is necessary to map the set y from a Gaussian PDF to one that matches the 
PDF of the original sample. He does this by using "nonlinear filtering". Given 
a histogram (Fig. 1) of the relative frequencies (a discrete PDF) , a cumula­
tive PDF can be constructed. The nonlinear filtering results in a system of 
nonlinear equations and is illustrated in Fig. 2. 

Gray scale value 

FIGURE 1. Histogram of gray scale values from digital image of section. 

c: c: 
0 0 

:s :s 
.0 .0 
·;:: ·;:: 

en en 
Ci Ci 

~§ ~ 
:0 "§:-= m 

.o_E .0 e ·;:: e 
Cl. en Cl. 
Q)U Q) 

~.ffi 
> 
~ 

"S Cl) "S 
E 

Cl) E ::J 
::J m ::J 
(.)(!) (.) 

FIGURE 2. Schematic of mapping from Gaussian to Data based PDF. 
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The set of data y, thus transformed, is then the simulated data set. Quib­
lier (1983) provides appendices that detail the steps of the linear and nonlin­
ear filtering. The general idea of this method, applying linear and non-linear 
filtering techniques to an originally normalized Gaussian field, was extended 
by Adler et al. (1990) who also refined the model to employ periodic bound­
ary conditions. 

Manwart, Torquato and Hilfer (2000) used an annealing algorithm (Rin­
toul and Torquato, 1997) to reconstruct Brea and Fontainebleau sandstone 
also using metrics measured from real samples of the material. Their goal 
was to evaluate the choice of stochastic functions used in the reconstruction. 
A comparison of several characteristics of the real and simulated samples is 
included in the article. They assumed their materials were homogeneous, sta­
tionary, ergodic, stochastic media. Their choice of stochastic functions was 
first, a two point probability function defined as 

(2.19) 

where the angular brackets denote a volume average, and the function x(i) 
is the characteristic function 

x(X) = e for i E matrix, 

fori E voids. 
(2.20) 

This function forces the specific surface areas (interface between phases) of 
the reconstructions to match those of the reference sample. Their second 
stochastic function was a lineal-path function, L(r ). This function is defined 
as the probability of finding a line segment of length r entirely in one phase, 
when it is randomly placed on the random medium. It can be calculated by 
counting the number of voxels, (3-D pixel) that lie between a pore voxel and 
the nearest matrix voxel in a coordinate direction. The function is given by 

(2.21) 

where l(r) is the number of line segments with length r , and M1, M2, and M3 
are the sample dimensions in pixels. This function incorporates information 
about the connectivity of the sample, important for porous materials. 

They also constructed a pore distribution function, P( 6) which measured 
the probability that a randomly chosen point in a pore lies a specific dis­
tance 6 from a matrix pore interface. This was done by making random 
measurements at discrete points and constructing a histogram. In each of 
the above periodic boundary conditions were assumed. 
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The reconstruction was performed iteratively. It started with a random 
configuration, and at each iteration step, two voxels from different phases 
were interchanged. There is a criteria by which this new configuration is 
either accepted or rejected based on the minimization of a target energy 
function. If changes are rejected consecutively for more than a pre-defined 
number of times the reconstruction is complete. 

Their conclusions were that in general the morphology of the recon­
structed samples was in good agreement with the real samples, but that 
the match in connectivity compared between the two types of samples was 
not good. 

There is a third class of reconstruction techniques, those that specifically 
capture the underlying physics of the material formation. Models of this 
type can be found in some of the literature using cellular automata which 
incorporate probabilistic decision making rules. 

2.3.2. Model composite materials. Other studies have taken the ap­
proach of describing more idealized microstructures that provide realistic 
representation of many classes of microstructure. From these models statis­
tical information is calculated and can be used to bound effective properties. 
Examples include the overlapping solid sphere model, spherical pores, and 
level-cut Gaussian random fields. Descriptions of models of this type can be 
found in for example, Roberts, and Knackstedt (1996), Roberts and Gar­
boczi, (2002), Roberts and Teubner (1995), and Torquato (1991). 

2.4. Structure property connection 

In all of the approaches described above useful microstructural models 
have been generated, reconstructed or simulated. The main issue in mi­
cromechanics however is the structure-property relationship. Classical mi­
cromechanics provides this, but the influence of specific microstructures is 
largely omitted. Homogenization techniques also provide a rigorous method 
of developing effective properties, but again, have minimal input of detailed 
microstructural description. 

Statistical reconstruction and model composite materials offer more de­
tailed microstructural descriptions, but there is no inherent link from these 
more complete descriptions to the behavior of the material. What has tradi­
tionally been done is either to calculate the third order correlation function 
needed for the Beran-Molyneux bounds or other bounds (See Roberts and 
Teubner 1995, Torquato 2002) , or used the generated microstructures as the 
mesh in finite element models of the material. These models include those 
designed to handle 3-D mesh structures or arbitrary voxels (Garboczi and 
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Day 1995, Garboczi 1998). Povirk (1995) developed a method for determin­
ing periodic microstructures that are statistically similar to more complex, 
random, two-phase microstructures and constructed finite element models 
that used a representative unit cell. 

In the next section a slightly different approach to including both the 
influence of a specific microstructure as well as establishing a structure prop­
erty relationship is presented. 

3. Current research: Moving Window micromechanics 

The strengths of classical micromechanics lie in its rigor, straight-forward 
implementation and input. Its weaknesses are in the limited microstructural 
detail that the models capture, and a general inability to obtain local in­
formation based on the spatial arrangements. Stochastic modeling of mi­
crostructure offers the power of a detailed and non-deterministic model of 
the microstructure, which is useful for simulations and computational mod­
eling of material structure. Its main limitation is that there is no inherent 
connection from the statistics of the microstructure to the material proper­
ties. 

We wanted something that could capture the variability of the local re­
sponse due to the microstructure, which classical micromechanics did not, 
but which also did not require dealing with the complexity of microstruc­
tural detail, e.g., particle shapes, sizes, orientations and spatial arrangement. 

Our solution was to use classical micromechanics to generate local effec­
tive properties based on the microstructure, and then analyze the statistics of 
these property fields, rather than of the statistics of the spatial geometry and 
architecture of the microstructure (Baxter and Graham, 2000). The strength 
of this approach is that the material property fields are easy to import into 
a, or to characterize for, an FE model with regular grids, they can be consis­
tently developed from real microstructural images, and their characterization 
can provide the basis for simulations of additional material samples. 

First generation material property fields could be created by assigning the 
material properties of each phase to the pixel locations associated with that 
phase. While these fields are the most accurate representation based on the 
digitized image, they are extremely noisy; in the limiting case of a two-phase 
composite, a two-point field is generated. The statistics on such fields are 
difficult to develop, there is no consistent methodology recommended in the 
literature and the use of these fields in a finite element context may lead to 
unrealistic results due to stress concentrations that occur at abrupt material 
interfaces. These issues motivated the use of a moving-window technique in 
order to provide local characterization of the effects of the microstructure on 
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the mechanical properties. Moving-window techniques have recently emerged 
as a useful technique for characterizing random composite microstructure, 
based purely on a digitized microstructural image (e.g., Graham & Baxter 
1998, Lu & Torquato 1990, Ostoja-Starzewski 1994, Ostoja-Starzewski & 
Wang 1999, Tang & Gilbert 1989). These methods offer the major advantage 
that no assumptions need to be made as to the shapes, sizes or placement 
of inclusions. The only constraints in such moving-window analyses are that 
multiple phases of the composite are visually differentiable and that their 
individual constitutive behavior is known. 

3.1. Method overview 

Using a material micrograph in which the phases are visually distinguish­
able, small subsets, "windows" of the image are analyzed using a classical 
micromechanical analysis. The resulting effective material properties of the 
"window" are then assigned to the center coordinates of the window. Windows 
overlap, the idea is to capture the influence of neighboring microstructure, 
and the fields are created by rastering the windows over the micrograph. Pe­
riodic boundary conditions are not assumed and so the net result is a cropped 
field of properties, relative to the original sample. 

The numerically generated sample shown in Fig. 3, represents a trans­
verse section of a continuous fiber reinforced composite. The white regions 
are fibers; the black region is matrix material. By assigning the image the 
properties of a silicon-carbide fiber reinforced titanium matrix, property fields 
were generated to illustrate the moving window methodology. These fields are 
shown in Fig. 4. A window size of 5% x 5% of the total 200 by 200 pixels2 

was used. 
It is clear from these plots that the axial modulus and the fiber volume 

fraction are very well correlated. The spatial variations in the transverse 
elastic moduli are also correlated to fiber volume fraction, but unlike the 
axial elastic modulus is not as visible a function of the volume fraction. A 
rule of mixtures approach would therefore be inappropriate for consideration 
of the transverse elastic moduli. 

The fields can be statistically characterized by, for example, mean value, 
auto- and cross-correlation functions. In the graphs below, a homogeneous 
random field is assumed: 

Eyy(z, y) = E~y (1 + /y(z, y)). (3.1) 

Here E~y is the mean elastic modulus and /y(z, y) is a zero-mean stochastic 
field that describes the fluctuation of the elastic modulus about its mean 
value. 
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F I GURE 3. Diagram of moving window methodology. W indows overlap , rastered 
over entire fie ld . 

Volume Frectlon Axial Modulus Transverse Modulus 

~z,y) Eyy(~Y) 

F I GU RE 4. Sample fi elds from MW analysis. Volume fract ion and elas ti c modul i. 
(The pla ne is y- z and x is t he axial d irection ). 

Figure 5 shows t he auto-correlation function 

corresponding to t he axial elastic modulus and to t he t ransverse elast ic modu­
lus respectively. E [·] is the expected value. These plots are based on a moving 
window size 5% x 5% of t he tot al sample length. For t his relatively small win­
dow size the correlation functions die down to zero very rapidly, support ing 
the assert ion t hat t hese fields are ergodic in t he mean. 

In an area with a high value for t he axial elastic modulus, Exx, it is rea­
sonable to expect t hat t he t ransverse elastic moduli , Eyy , Ezz will be higher 
as well. Based on t he elastic modulus fields generated , t he cross-correlation 
functions describing correlation between t he axial elastic modulus and t he 
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FIGURE 5. Auto correlation functions for axial (x) modulus and (R) and trans­
verse (z) moduli; 

FIGURE 6. Cross correlation function (L) between axial and transverse (y) mod­
ulus, (R) between axial and transverse modulus (z). 

transverse elastic moduli were calculated and are plotted in Fig. 6. The two 
properties are also very well correlated. 

3.2. The effect of window size 

The dominant parameter in the moving-window micromechanics tech­
nique is the size of the window. Windows that are too small represent noisy 
fields, and may be computationally less tractable. Windows that are too large 
produce less variation in the fields and can, in the limit, result in effective 
properties that mask the local effects of the heterogeneous microstructure. 

A comparison of the fields associated with the microstructure in Fig. 3, 
produced using three different window sizes is shown in Fig. 7. As the window 
size increases, the field becomes smoother and the range of values for Eyy 

decreases. There is a corresponding decrease in the calculated mean value 
and variance of the elastic moduli as well. 
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2.5%x2.5% Window 5%x5% Window 
O,ll,PO 

9 0 9 0 

10%x10% Window 20%x20% Window 

9 7 

FIGURE 7. Plot of Transverse Elastic Modulus Eyy, based on: 2.5% x 2.5%, 
5% x 5%, 10% x 10%, and 20% x 20% window size. 

3.3. Micromechanics model: Method of Cells 

The basic work was done using the micromechanics model known as the 
Generalized Method of Cells (GMC, Paley and Aboudi, 1992). This model 
is an extension of the original method of cells (MOC, Aboudi, 1989), both 
are periodic unit cell models. In what follows, the methodology behind the 
original MOC is presented; because it is simpler to describe, but exactly 
analogous to GM C. 

In the MOC, four subcells are used as a repeating cell to describe a 
doubly periodic material (continuous fiber composite). Each subcell takes on 
the properties of a single phase with known constitutive properties. In Fig. 8 
below, the gray subcell is the fiber, the white subcells are the matrix. By 

• • • • h1 (1,1) (1,2) 

• • • • 
• • • • h2 (2, 1) 

• • • • 

FIGURE 8. (Left:) Unit cell of MOC. (Centre:) unit cell repeated to generate 
square array of fibers. (Right:) dimensions and numbering of unit cells. 
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stamping this pattern out in two orthogonal directions a square array of a 
transverse view of the fibers appears. Sub cell dimensions can be set, hi, li, 
and each subcell is matrix numbered (/3, !)· A local coordinate system is 
associated with each subcell. 

Beginning at the micro level, the displacement, w;/3,!), of the center of 
each subcell is described by a first order expansion 

U~/3,!) = w~/3,!) + x-
2
(13) A-~/3,/) + x-

3
h) ,,,~/3,/) · 1 2 3 

t t \1/t lf-'t ' 'l = ' ' ' (3.3) 

where c/J~/3,/) and '1/J;/3,/), are microvariables which characterize the dependence 

of this center point displacement on the local coordinates, i;~) and x~1). Using 
the local strain-displacement equation for each subcell, the microvariables can 
be shown to be related to the subcell strains as 

c(/3,/) - A.,(/3,/) 
c.22 - \f/2 ' 

aw(/3,/) 
2c(/3,/) - A-(/3,/) + 2 

12 - \f/1 ax1 ' 

aw(/3,/) 
2c(J3,/) - ,,,(/3,/) + 3 

13 - lf-'1 8x1 ' 

2c(/3,/) - A-(/3,/) + ,,,(/3,/) 
23 - \f/3 lf-'2 . 

c(/3,/) - ,/,(/3,/) 
c.33 - lf-'3 ' (3.4) 

(3.5) 

(3.6) 

(3.7) 

Assuming an homogenization condition (see Aboudi 1982, 1991 for more 
details), 

w(1,1) = w(1,2) = w(2,1) = w(2,2) = w· 
i i i i t' 

(3.8) 

imposing continuity of displacements 

h (!1~1 ,1) + h [ IJ~2,!) = (h + h ) awi 
1..,...t 2..,...t 1 2 8 , 

X2 

l ,,,~/3,1) + l ,,,(/3,2) = (l + l ) awi 
1!f-'t 2!f-'t 1 2 8 , 

X3 
(3.9) 

continuity of tractions across subcell boundaries (periodic boundary condi­
tions will wrap around the unit cell boundaries) 

- (1,1) - (2,1) 
a2i = a2i ' 

- (/3,1) - (/3,1) 
a3i = a3i ' (3.10) 
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and using the known subcell constitutive laws, the local stresses can be writ­
ten in terms of microvariables as 

a- ((3,-y) - c(f3,-y) c + c(f3,-y) (~()((3,-y) + ,.,,,((3,-y)) 
11 - 11 c;.11 12 r2 o/3 ' 

a- ((3,-y) - c(f3,-y) c + c(f3,-y) (()((3,-y) + c(/3,-y) ,,,((3,-y) 
22 - 12 c;.11 22 r2 23 o/3 ' 

a-((3,-y) - c(f3,-y) c + c(f3,-y) {()((3,-y) + c<f3,-y) ,.,,,((3,-y) 
33 - 12 c;.11 23 r2 22 o/3 ' 

a-((3,-y) = c(f3,-y) (8w2 + (()((3,-y)) 
12 44 8x r1 ' 

1 ' 

(3.11) 

a-((3,-y) = c((3,-y) (8w3 + ,.,,,((3,-y)) 
13 44 ax

1 
lf/1 

a-((3,-y) - c(f3,-y) (,.,,,((3,-y) + (()((3,-y)) 
23 - 66 o/2 r3 · 

With a lot of ugly algebra and arithmetic, and the equations for average 
stress and strain it is possible to write the effective properties tensor b, such 
that 

(3.12) 

jj33 = b13tll + b32t22 + b33t33, 

The elements of b, contain terms that describe the composite geometry and 
include the influence of the constitutive properties of the subcells and can be 
written out in closed form. (See Aboudi, 1991.) 

The Generalized Method of Cells incorporates an arbitrary number of 
subcells, which allows multi-phase (> 2) materials to be modelled, and more 
complex geometries to be described. Closed form expressions are not available 
for GMC, the solution involves a large system of equations, but the idea is 
the same; the mechanics is established at the microscale and built up to the 
macroscale. 

3.4. Embedding the micromechanics 

It should be emphasized that the Moving Window Technique does not sat­
isfy the assumptions of classical micromechanics and is not mathematically 
rigorous. In particular, the windows are not RVEs, boundary conditions for 
each window cannot be absolutely established and the method uses infinite 
domain micromechanics for a finite domain problem. The method can only 
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be considered an averaging scheme where local contributions are weighted 
using micromechanics. 

One major issue that can be examined is the choice of micromechanics 
model used in the moving window. In Graham, Siragy and Baxter (2003), 
three models were considered and their relative differences compared. The 
three micromechanical models were GMC, Mori-Tanaka, and a brute force 
finite element model used with windowing. 

A clustered microstructure (Fig. 10) was considered with fibers of ap­
proximately 6 pixels in diameter with a 25% fiber volume fraction. For the 
numerical work the properties of a SiC/TI composite were used. In this work 
the transverse plane is x1-x2. 

Using engineering notation the following general constitutive law was as­
sumed 

where the subscript 3 refers to a component of shear. 

{

En (xt, x2)) 
t22(XI, X2) 

{12(XI, X2) 

(3.13) 

Using Mori-Tanaka (MT), homogeneous boundary conditions and circu­
lar fiber cross sections are assumed. The limitations of this model are that 
there is no coupling of shear and normal stresses and strains, and the local 
anisotropy is limited to transverse isotropy. 

The resulting constitutive law looks like 

where 

and 

Ev12 + E33Vf3 

E- E33Vf3 

0 }J 
(3.14) 

(3.15) 

(3.16) 

E, G, and v are the engineering constants, the Young's modulus, shear mod­
ulus and Poisson's ratio, respectively. 

When using GMC, the assumptions are of periodic boundary conditions. 
The fiber shapes are captured in more detail than MT via the digital image. 
Like MT, GMC is limited in that no coupling of shear and normal stresses 
and strains exists. GMC is less limiting than MT in that it restricts the local 
anisotropy to orthotropy. 
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The resulting constitutive law is 

E22 - E33vf3 

Ei2E33~2 
cGMC(xl,X2) = Euv12 + 'E33Z/f3 

where 

EuE22E33~2 
0 

Euv12 + E33Vf3 

EuE22E33~2 

Eu - E33Vf3 

Er1E33~2 
0 

0 

0 
(3.17) 

~ (x x ) = EuE22 - Ei2vr2 - EuE33vr3 - E22E33vr3 - 2E22E33ZJ12vr3 
2 1, 2 E2 E2 E ' 

11 22 33 
(3.18) 

In order to create a comparable model using a finite element (FE) model, 
a plane strain analysis was performed on the entire microstructure. Three 
loading conditions were used to generate the full stiffness matrix, uniaxial 
tension in the two in-plane directions and an in-plane shear. Each of the 
models used a combination of displacement and traction boundary condi­
tions. A moving window analysis, with the same window size as the other 
models, was then used to average the local properties. 

The constitutive law for this model is 

(3.19) 

where 

(3.20) 

SHR( ) SHR( ) aavg X!,X2, Eavg X!,X2 

correspond to the averages from the three loading states, axial tension in 
1-direction, the 2-direction and shear loading. 

The resulting fields for each of the three models are virtually indistin­
guishable, however some comparisons are possible. 

3.4.1. Comparison problems 

Field errors 

To illustrate the effect of the window size, the error in moving-window 
Mori-Tanaka and in moving-window GMC, relative to the brute-force FEA, 
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FIGURE 9. (a) Mean error relative to brute-force finite element results, for Cu and 
C33 obtained from GMC and Mori- Tanaka method. (b) Maximum error relative 
to brute-force finite element results, for C11 and C33 obtained from GMC and 
Mori-Tanaka method. 
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were compared with respect to the mean and maximum values of the stiffness 
elements Cu(x1, x2) and C33 (x1, x2), and are presented in Fig. 9, for varying 
window sizes. 

The FE model was used as base line, since it did not initially depend 
on window size, and it does include shear-normal coupling. The error in the 
mean value of in Cu (x1, x2) and C33(x1, x2) increases slightly with increasing 
window size. On average, these errors are small, < 4% for Cu (x1, x2), and 
< 9% for C33(x1, x2). Errors in the maximum values, which exist at single 
points, are large by comparison and are again larger for the shear element, 
c33(XI' X2), than for the normal element, Cu (xi' X2)· In spite of the fact that 
the Mori-Tanaka model more strictly limits the degree of anisotropy and does 
not include the effects of the spatial arrangement of the phases, Mori- Tanaka 
shows less error than GMC for this heterogeneous microstructure. 

Material an isotropy 

The clustering of the microstructure introduces a second length scale 
within the microstructure which corresponds to the size of the clusters, (in ad­
dition to the size of the fibers). Because of this , the degree of local anisotropy 
may be influenced by both the spatial relationship of the fibers as well as 
the appearance of clusters against a random background. To investigate this 
effect, a second microstructure, similar in design, but without clusters, was 
also analyzed with respect to this ratio (see Fig. 10). In order to provide some 
quantification of the relative clustering of the two microstructures average 
cluster sizes were calculated for each of these microstructures. 

If it is assumed that fibers spaced less than one-half of a fiber radius apart 
are part of the same cluster, then the average number of fibers per cluster 
in the clustered microstructure is 2.3, cornpared to 1.1 for the unclustered 
microstructure of 1.1, i.e., a ratio of 2:1 between the two microstructures. 

With respect to the degree of local anisotropy, the mean value of the ratio 
C13/Cu, which is identically zero for MT and GMC, is shown for the FE 
model in Fig. 10, for the clustered and unclustered microstructures. 

As measured by this ratio, the degree of local anisotropy in both mi­
crostructures, as predicted by the finite element analysis, is extremely small. 
The unclustered microstructure generally shows a higher degree of anisotropy 
than does the clustered microstructure. 

A comparison of the errors shown in Fig. 9, and the magnitude of the ef­
fects due to local anisotropy, as shown in Fig. 10, suggests that the microme­
chanical model and assumptions of material symmetry inherent in Mori­
Tanaka and GMC are less significant than errors due to the isolated analysis 
of individual windows. 
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FIGURE 10. Mean ratio between c13 and Cu from FEA as a function of window 
size. 

Correlation area 

Perhaps the most useful measure for characterizing the effect of window 
size on the resulting material property field is sample correlation area. Cor­
relation area is the two-dimensional extension of the correlation distance, or 
scale of fluctuation , for one-dimensional processes. It is loosely described as 
a measure of the maximum area over which material properties at different 
points are correlated. 
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Three methods were used to calculate the correlation area for each model: 

1. the method based on the sample correlation function, 

2. the method based on the sample spectral density function, and 

3. the method based on the sample variance function (Vanmarcke, 1983). 

Each of these techniques results in a range of possible values of the correla­
tion area. By comparing the resulting ranges from all three techniques , an 
appropriate value for the sample correlation area was identified. 

The correlation area is estimated in the first method by performing a 
discrete integration (a summation) of the sample correlation function: 

(3.21) 

The second method involves summation of the values of the spectral den­
sity function close to the wave numbers K:1 , K:2 = 0, 

2 m m ~ 

_ _ 1r '""" '""" Sc (K:I , K:2) 
02-~ ~ ~ ~2 . 

m ac j = -m k = -m ac 
(3.22) 

(j # O) (k#O) 

The third method is based on the variance function and is generated 
by calculating a moving average of the sample material property field with 
window size A, defined by Vanmarcke (1983), 

_ )'(A)A 
o3 = 1 -)'(A)" (3.23) 

In the above, 

is the sample correlation function with Nx 1 , Nx 2 the number of points and 

(3.25) 
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is the sample variance. 

Sc(Kt, 1<2) = Nx, Nx2~x,f).x2 if).x, f).x21 [ N~! N~! C(x\m)' x~n)) 

· exp [ -2i1f~<P) f).x,m- 2i1fJ<~k) f).x2n] ] (3.26) 

is the sample spectral density function (Bendat and Piersol, 1986) using 

j = -Nx1 /2, ... , -1, 0, 1, ... , -Nx1 /2, 
(3.27) 

k = -Nx2 /2, ... , -1, 0, 1, ... , -Nx2 /2, 

which are values in the 2-dimensional wave domain. 
For the sample, an average value, a, which satisfied the ranges of all 

three formulas was used. Figure 11 plots the results using MW-GMC, but 
the results for the other models were virtually identical because the material 
property fields were almost identical. 

0.001 

--- ---
0.0001 +--------!'...;__• ·----,.-------.-------i 

0.00001 0.0001 0.001 0.01 0.1 

Window size(% of sample area) 

--C.A. - unclustered ---C.A.- clustered----- C.A.- white noise 

FIGURE 11. Correlation area for the clustered sample, unclustered sample and 
white noise process. 

For comparsion the correlation areas for both the clustered and unclus­
tered samples, as well as a plot of the line representing a linear relationship, 
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between window size and correlations area, white noise, are included on the 
graph. 

It is clear from Fig. 11 that for large windows the moving-window results 
reflect so much smoothing that only the local average of a white noise process 
is recovered. In other words, when the window size is too large all information 
about the microstructure is lost through excessive smoothing of the field. 

This suggests that a criterion for an upper bound on the window size 
could be the smallest window size at which this trend begins, i.e., the smallest 
window dimension for which the correlation area is approximately equal to 
the window size. The results from the clustered microstructure suggest that 
the moving windows applied to this microstructure should be no larger than 
120 pixels square, (full size 275 x 275) or 0.16% of the sample area. The 
results from the unclustered microstructure suggest a much tighter constraint 
in that the window should be no larger than approximately 30 pixels square, 
or 0.04% of the sample area. Note that the window size for the unclustered 
microstructure of 30 pixels square corresponds to slightly larger than one 
fiber size, and the window size for the clustered microstructure of 120 pixels 
corresponds approximately to the average cluster size. This suggests that 
the analysis of a clustered microstructure allows larger windows than does 
that for an unclustered microstructure, due to the larger length-scale of the 
clusters of inclusions. The choice would then depend on whether the influence 
of the clustering was the more significant. 

3.4.2. Window size revisited. In the previous section, the correlation 
area analysis suggested a criterion for the largest window size that should 
be used for a given microstructure. The next goal would be to find an esti­
mate for the smallest size that would be appropriate. The smallest windowing 
scheme is obviously the original digital field, where each pixel is associated 
with one material and its properties. For the ultimate statistical and simu­
lation purposes this level of smoothing is unacceptable due to the computa­
tional difficulties associated with the noise in these fields. To illustrate the 
extremes, the solution of a single circular inclusion under a uniform far-field 
stress was considered. The boundary conditions for this problem are 

au(xl, x2 = ±oo) = 0, 

a22(x1, x2 = ±oo) = 1, (3.28) 

Traction and displacement continuity conditions were enforced across the 
fiber / matrix interface. The reason for selecting this particular configuration 
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is that an analytical solution for the stress distribution in the fiber and matrix 
can be found Timoshenko and Goodier (1951), so that a direct comparison of 
results from a moving-window analysis to the known elasticity solution can 
be made. 

In order to perform a moving-window analysis of the single fiber prob­
lem, digitized images of the circular fiber were constructed using a range 
of resolutions. As an approximation to the infinite matrix surrounding the 
fiber, the image size was made approximately 25 times that of the fiber size. 
In other words, the fiber radius was maintained at one-tenth the length of 
each side of a square sample. Increasing levels of resolution/ magnification of 
the inclusion were represented by an increasing number of pixels, as shown 
in Fig. 12. For each of these digitized images, property fields were calculated 
using the moving-window technique with Gl\1C. Window sizes ranged from 
1 pixel, which is the unsmoothed field, to the total number of pixels in the 
discretized image, which produced a single value for the field, that of the 
effective property. 

FIGURE 12. Varying resolution of fibers- discretization with pixels. Surrounding 
matrix was discretized using the same size pixels. 

When the smallest possible window size was used (1 pixel), then there was 
no smoothing of the elastic properties and the elastic moduli were assigned 
according to each pixel (Fig. 13(a)). When this unsmoothed data was used 
as input in a finite element code, with one element equal to one pixel, the 
maximum stress results in stress concentrations appearing at the corners of 
the squared edges of the inclusion (see Fig. 13(b)). Of course, this effect will 
occur regardless of the level of resolution, since the digitization process is 
forced to approximate a circular boundary using rectangular pixels, however, 
as the window size increases, the level of discontinuity between the elastic 
properties at adjacent finite elements will decrease. This effect will be visible 
in the finite element results as a reduction in the magnitude of the stress 
concentrations that occur as a result of the digitization process. 

Assuming that the elastic modulus of the inclusion material is twice that 
of the matrix material, the stress distribution in the far-field stress problem 
was estimated by applying moving-window GMC property fields to a finite 
element analysis of the sample under uniaxial tension. The local transverse 
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(a) (b) 

FIGURE 13. (a) Field of elastic modulus E22- (b) Corresponding stress field a22 

from finite element modeling. Light shades are higher values. Elastic modulus of 
fiber is twice that of matrix. Window size one pixels. High stresses localized at 
corners of fi ber. 

(a) (b) 

FIGURE 14. (a) Field of elastic modulus E22 (b) Corresponding stress field a22 

from finite element modeling. Light shades are higher values. Elastic modulus of 
fiber is twice that of matrix. Window size three pixels. High stresses at corners 
of fiber muted. 

elastic modulus fields E22 ( x 1 , x2), as well as the corresponding stress fields 
o-22(x1, x2) , for the 30 x 30 pixel resolution, developed from two window sizes, 
1 and 3 pixels, are shown in Figs. 13(a-b) and 14(a-b). 

In Fig. 15 the maximum stress, o-22, is given for each of the 5 resolutions 
illustrated in Fig. 12, as a function of window size. The solution for the 
maximum value o-22 = 1.27, obtained from the elasticity solution, is plotted 
as the horizontal line on the same graph. In order to evaluate the effect of an 
increased contrast ratio between the elastic moduli of the fiber and matrix, 
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FIGURE 15. Maximum transverse stress in composite with 2:1 ratio of fiber mod­
ulus to matrix modulus, 5 resolutions, varying window sizes, compared to analytic 
solution. 
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FIGURE 16. Maximum transverse stress in composite with 10:1 ratio of fiber mod­
ulus to matrix modulus, 5 resolutions, varying window sizes, compared to analytic 
solution. 
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the maximum local stresses were also calculated for a contrast ratio of 10:1 
and are presented in Fig. 16. The elasticity solution for this case, a22 = 1. 78 
is again plotted as a horizontal line on this graph. Both of these figures 
suggest that "too small" a window yields unrealistically high estimates of the 
maximum stress , an effect that increases with higher contrast ratios. If the 
window is "too large" though, the material properties are homogenized, and 
the stresses throughout the inclusion and the matrix are constant. 

When compared to the analytic solution, these results suggest that an 
appropriate range of window sizes is from approximately 15% x 15% to ap­
proximately 25% x 25% of the sample size, or roughly the size of the inclusion, 
which has a diameter equal to 20% of the sample size. This result appears 
to be consistent for both the low and high contrast ratio. 

The physical model of a single fiber in an infinite matrix is the extreme 
of an unclustered microstructure. The results from the previous section on 
correlation areas, suggest that as clustering of inclusions is introduced the 
maximum allowable window size may be increased. The results from this 
section suggest that the size of a single fiber may prove to be a reasonable 
estimate for the lower bound on window size. 

Based on these guidelines, the range of window size should be somewhere 
between the size of one fiber area and the average size of the cluster, for the 
clustered microstructure. For the unclustered microstructure the minimum 
and maximum window size form a narrow range about the size of the fib er. 

4. Experimental validation and verification 

Most of the experimental methods capable of producing field information 
rely on optical data. These include photoelasticity, moire and shadow moire, 
holography and speckle interferometry, heterodyning and gradient sensing, 
interferometry, moire interferometry and thermography, (Knauss, 2000). The 
information is generally in the form of fringe patterns and spatial resolution is 
on the order of a millimetre. Interferometry and moire interferometry can re­
solve displacements to smaller scale, to approximately the wavelength of light , 
rv 1 micron, and can potentially offer finer resolutions " ... when used care­
fully" (Knauss, 2000). The applications of moire interferometry range from 
modelling fiber / matrix deformation in metal matrix composites (Han 1992) , 
measuring/ monitoring corrosion (Huang et al., 1999) , to the microstructural 
analysis of biological materials (Gaudette et al, 1999). 

Digital Image Correlation (DIC) is a relatively new technique, by com­
parison, having most recently come into its own with the speed and easy 
availability of high-speed computers (Sutton et al , 1983, Chu et al, 1985, 
Sutton et al. 1986, Sutton et al. 1988). The method is well suited to investi-
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gations at extremely small scales, at the range of micro- or nanomechanics, 
first because DIC allows simultaneous determination of displacements and 
gradients and second because visual tools such as SEMs, TEMs, (scanning 
and electron microscopes) and STMs and ATMs, (scanning tunnelling and 
atomic force microscope) yield digital images. 

DIC is a computer-based, optical measurement technique proven to be 
accurate and efficient for obtaining full-field surface displacements, and dis­
placement gradients (Sutton et al, 2000a, 2000b). Assuming a continuous 
(affine) transformation (Vendroux and Knauss, 1998)., between undeformed 
and deformed images, local strains are determined by minimization of a cor­
relation function · between the undeformed and the deformed states. In order 
to affect the matching process, the surface of the object must have a ran­
dom (non-repeating) pattern (e.g., speckle pattern), which produces varying 
photographic (light) intensities in a digital image; in other words it produces 
an image in which the pattern is visible because of different gray-scale lev­
els associated with individual pixels. This pattern can either be inherent to 
the surface or one that is applied. Suitable patterns have been applied using 
sprayed droplets of paint, particles of printing toner, and pattern imprint­
ing via a template and photolithography. Microstructural features are also 
possible as pattern elements. 

In the next phase of the moving window project we propose to use DIC 
to provide an experimentally defined basis for evaluating and modifying the 
computational moving-window analyses. The choice of DIC for this work is 
based on two main considerations. Primarily the appeal of this method is 
that the basis of DIC is a digital image and displacements are developed 
by statistical matching (correlation) and averaging over a micro-length scale 
(subset of the full image). The Moving Window Micromechanics technique 
is very similarly constructed, using a digital image and smoothing over a 
window (subset of the full image). Thus, it is reasonable to expect that results 
from the two methods could be effectively linked and correlated. Second, 
the potential ability of the DIC method to extend to smaller length scales 
expands the range of material systems that can be employed in this and 
future studies. 

4.1. How image correlation works 

Numeric values of gray scale intensities corresponding to the pattern of 
microstructural elements or to an applied pattern can be read off a digitized 
image. Ideally, the numbers form patterns matching the physical pattern. 
When the material is deformed, the image deforms and there is a correspon­
ding shift in the numeric pattern of the gray scales. 
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The idea behind image correlation is to compare the undeformed image 
to the deformed image and match up how the pattern has shifted and dis­
torted. If a pixel can be tracked from its original position to a deformed 
position then the displacement can be measured and strains calculated. Fig­
ure 17 shows a digitized pattern and idealized intensities associated with the 
pattern. Figure 18 shows the same pattern after deformation. 

100 

100 100 100 0 0 0 100 100 100 
100 100 100 0 0 0 100 100 100 
100 100 100 0 0 0 100 100 100 

0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 

100 100 100 0 0 0 100 100 100 
100 100 100 0 0 0 100 100 100 
100 100 100 0 0 0 100 100 100 

FIG URE 17. Idealized undeformed image, pixel grey scales correspond to pattern 
elements registering either 0 or 100 in intensity. 

00 1 00 1 00 1 00 0 0 0 100 100 
00 1 00 1 00 1 00 0 0 0 100 100 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
00 1 00 1 00 1 00 0 0 0 100 100 
00 1 00 1 00 1 00 0 0 0 100 100 
00 1 00 1 00 1 00 0 0 0 100 100 
00 1 00 1 00 1 00 0 0 0 100 100 

FIGURE 18. Idealized deformed image, pixel grey scales correspond to pattern 
elements registering either 0 or 100 in intensity. 

While it is fairly easy to track the deformation between these two images 
and map pixels from Fig. 17 to Fig. 18, for larger images, more detailed pat­
terns and more complex deformations , a method of automating this matching 
process is obviously required. This can be done by selecting a sequence of 
small subsets of the original image and calculating a cross correlation fun­
ction between each of these areas and all possible similarly sized areas in the 



http://rcin.org.pl

144 S.C. BAXTER 

deformed image. The region with the minimum correlation value corresponds 
to the deformed location of the original subset. The correlation function is 
given in Eq. (4.1). 

n/2 

C(x,y,u,v)= L (I(x+i,y+j)-I*(x+u+i,y+v+j)) 2
. (4.1) 

i,j=-n/2 

In Eq. (4.1), I, is the numeric value of the intensity of the undeformed image 
at each pixel location, done here at integer locations. I* is the intensity in 
the deformed image. The variables x and y correspond to the location of 
the pixel, and the variables u and v are the displacements of the comparing 
subset area in the x and y directions. Performing this calculation on the 
sample shown in Figs. 17 and 18, might lead to a comparison of the two 
subsets shown in Fig. 19. 

In the case of Fig. 19, the correlation function for the 5 x 5 subset centered 
at pixel (x = 5, y = 5) is given by 

2 

C(5, 5, -2, -2) = L (I(5 + i, 5 + j)- I*(5- 2 + i, 5-2+ j)) 2
, (4.2) 

i,j=-2 

where the ( -2)'s correspond to the relative position (the center point) of the 
subset to which the undeformed region is being compared. Expanding this 
out yields 

( 100 - 0) 2 + ( 0 - 0) 2 + ( 0 - 0) 2 + ( 0 - 0) 2 + ( 100 - 0) 2 

+ (0- 100)2 + (0- 100)2 + (0- 100)2 + (0- 100)2 + (0- 0)2 

+ (0- 100)2 + (0- 100)2 + (0- 100)2 + (0- 100)2 + (0- 0) 2 

+ (0- 100)2 + (0- 100)2 + (0- 100)2 + (0- 100)2 + (0- 0)2 

+ (100- 100)2 + (0- 100)2 + (0- 100)2 + (0- 100)2 

+ (100- 0)2 = 18 000. 

(4.3) 

Since it is possible to find the deformed position in this example by in­
spection it is not surprising that this subset's correlation value is high. In this 
idealized example, the correlation function for the real deformed position of 
this subset is exactly zero (see Fig. 20). Zero being the absolute minimum for 
a sum of squared numbers. 

In real life, the numbers are not as clean and exact. A more realistic 
example might be more like the one shown in Fig. 21, where, although it is 
still possible to visually track the deformation using the grids shown, the 
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FIGURE 19. Image analysis compares correlation function values of subsets in 
deformed image to find match in undeformed image. The undeformed subset (with 
circled center) is compared to an arbitrary subset in deformed image. Arbitrary 
deformed area is shifted 2 to the left and 2 down from the circled center point of 
the undeformed subset. 
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FIGURE 20. Image analysis compares correlation function of subsets in deformed 
image to find match in undeformed image. Subset with minimum correlation 
function value, C(5, 5, 1, 1) = 0. 
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FIGURE 21. Image analysis compares subsets between undeformed and deformed 
images to find match in undeformed image. Intensities illustrated here include 
signal noise. 
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correlation function value for the match is no longer identically zero. 

C(5, 5, 1, 1) = (99- 103)2 + (3- 2)2 + (2- 2) 2 + (2- 1)2 

+ ( 102 - 101) 2 + ( 2 - 1) 2 + ( 1 - 2) 2 + ( 0 - 1) 2 

+ (1 - 2)2 + (3 - 3)2 + (0 - 0)2 + (3 - 0)2 + (2 - 1 )2 

+ (2- 1)2 + (2- 1)2 + (1- 4)2 + (1- 2)2 + (2- 3)2 

+ ( 3 - 1) 2 + ( 1 - 2) 2 + ( 101 - 104) 2 + ( 3 - 0) 2 

+ (0- 1)2 + (0- 0) 2 + (99- 101)2 = 71. 

( 4.4) 

The positions of points in the original image will usually map to non-integer 
values in the deformed subset, so sub-pixel accuracy is achieved by interpo­
lation. It is assumed that the gray level of each pixel of the deformed image 
is the value at the pixel's center and that values of the gray levels off center 
can be determined using bi-cubic interpolation. It has been shown that ac­
curacies in displacements of 0.002 pixels can be achieved using this method. 
Minimization of the cross-correlation function with respect to its six variables 
is done using a Levenberg-Marquardt algorithm. This algorithm combines a 
Newton- Raphson root-finding approach with the Method of Steepest Qe­
scent, (Helm et al., 1996). Programs implementing these methods have been 
developed and are capable of determining displacements at over 5 000 points 
per second using standard PC computers. The correlation program deter­
mines displacements that can be converted to strains using surface fits to 
the displacement fields. This method typically will produce strain-fields with 
accuracy of 100 J.L-strain. 

4.2. Application: Large scale composite 

In order to test the feasibility of using DIC to verify the Moving Window 
Methodology, an artificial composite sample was fabricated. The composite 
consists of a resin epoxy matrix and wooden, toothpicks and dowels, rv "fi­
bres". The idea behind fabricating at this large scale was to end up with a 
composite that could be tested in existing large scale testing apparatus, with 
an easily visible microstructure that could be used as the correlation pat­
tern without requiring magnification. Figure 22 shows some of the fabricated 
samples. 

4.2.1. Image correlation of the fabricated composite. Tension test­
ing was performed on a sample with displacement control. . Images were at a 
strain rate of 5 · 10-4 . Using the digital image correlation software VIC-2D, 
developed at the University of South Carolina (marketed by Correlated Solu-
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FIGURE 22. Transverse sect ions of large scale resin-wood composite . 

755 X 245 
full frame 

Uniaxial tension 

-175817 

FIGURE 23. (Top:) Area of interest and subset (29 pixels square) overlaid on 
image of undeformed sample. (Bottom: ) Horizontal (u) displacement in tension. 
Grip to left moves, grip at right is stationary. Range: u E [-22.77, - 17.58]. 
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Vertical 
displacement 

Correlation 

0.00120029 

FIGU RE 24. (Top :) Vertical (v) displacement in tension . (Bottom:) Correlat ion 
function values. R ange: v E [0.378, 1.95], error E [8 .5 · 10- 5

, 1. 2 · 10- 4
]. 

FIGU RE 25. Strain fields approximated using VIC-2D software: axia l, transverse 
and shear. Loading is in t he x-direct ion (up in these images). Microstructure is 
shown for comparison . 
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Horizontal 
displacement 

FIG URE 26. Subset size 9 pixels2
. (Top:) Horizontal ( u) displacement in tension. 

(Bottom:) correlation - errors. 

tonN!ioll(1) 

Vertical 
displacement 

Correlation 

0.1JJ)W73 

FIGURE 27. Subset size 101 pixels2
. (Top:) Vertical ( v) displacement in tension. 

(Bottom:) Correlation function values. Range: v E [0.68, 1.8], error E [0.00017, 
0.00045]. 
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tions http: I /www. correlatedsolutions. com/) correlation was done on the 
deformed images. 

Figure 23 (top) shows the area of interest and subset used in correlation. 
The subset is 29 x 29 pixels, approximately the size of two pattern elements 
(fibres). Theoretically an image resulting from uniaxial tension will show 
vertical bands, perpendicular to the loading direction. The bottom image in 
Fig. 23, the horizontal displacement (pixels) shows a reasonably clean defor­
mation away from the grips. The tilting of the displacement bands near the 
right end suggests either some slipping in the grips or the presence of some 
other edge effect. 

The image at the top of Fig. 24, which shows the vertical displacement 
transverse to the loading, shows some bending; this is due either to failure 
in even gripping or to the differences in material properties due to the mi­
crostructure. The bottom image of Fig. 24 shows that the software was able to 
accurately correlate the images based on using the microstructural features 
as pattern elements. 

The strains calculated by VIC-2D are shown in Fig. 25. 
When a smaller subset size (9) is used, the subset can fit between the 

pattern elements and cannot correlated that region. Figure 26 shows the at­
tempt to correlate the horizontal displacement (note large pixel displacement 
values) and the larger values for correlation, suggesting errors. 

A larger subset size (101 x 101) produces smoother fields; small correlation 
values suggest low error. Note that the size of the subset limits the resulting 
field of data. The next stage of the project is to develop material property 
fields of the same sample using a variety of window sizes, use the fields 
as input into a finite element model of uniaxial tension (plane strain) and 
compare the fields. 
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