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Implementation of the Kyoto protocol raises the question of verification of the Kyoto 
obligations. Estimates show that uncertainty of the emissions reported by countries is high, 
mainly due to the methodology of the report preparation. 

This indicates that the final verification of the obligations should take into account 
uncertainty of the reported emissions. This problem is considered in the paper. 

Our proposition for verification is based on setting a (small enough) risk of not 
satisfying obligations. It leads to the easy to check conditions, presented in the paper. This can 
be done either within deterministic or stochastic setup. 

Acceptation of this idea will influence rules of emission trading. This problem is also 
addressed in the paper. 

We propose a method for empirical estimation of the standard deviation of the reported 
errors, necessary for verification procedure. It uses a smoothing procedure based on the spline 
functions. 

Then we introduce a model of the emission process and show its good performance on 
historical data. This model can be used to assess roughly possibility of satisfying the 
obligations, under assumption of constant emission conditions in the future. 
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1. Introduction 

Global change calls for the development of prevention, m11tgation, and adaptation 
strategies as envisaged by relevant international conventions including the Kyoto Protocol. 

The Protocol contains the first legally binding commitments to limit or reduce the 
emissions of six greenhouse gases or groups of gases (CO2, CH4, N2O, HFCs, PFCs, and SF6)­
For Annex I Parties, the targets agreed upon under the Protocol by the first commitment 
period (2008 to 2012) add up to a decrease in greenhouse gas emissions of 5.2% below 1990 
Jevels1 in terms of CO2 equivalents. Non-Annex I Parties are not required to take on specific 
commitments for emission reductions. Articles 3.3 and 3.4 of the Protocol stipulate that 
human activities related to land use, land-use change and forestry (afforestation, reforestation, 
deforestation, forest management and agricultural activities) since 1990 can also be used to 
meet 2008-2012 commitments. In addition, the Protocol endorses emissions trading (Article 
17), joint fulfilment and implementation between Annex I Parties (Articles 4 and 6), and a 
clean development mechanism (Article 12) that allows Annex I and non-Annex I Parties to act 
together to reduce emissions (FCCC, 1998; see also Jonas et al., 1999; Jonas and Nilsson, 
2001). 

The Kyoto Protocol also mentions uncertainty. However, it does not put uncertainty 
(and, thus, verification) at the centerpiece of its efforts to slow global warming (Nilsson et al., 
200 I, 2002). So far, the number of countries that have made, or will soon make, their 
uncertainty assessments available, is limited to Austria, Great Britain, Netherlands, Norway, 
Poland, and Russia (Jonas and Nilsson, 2001; Charles et al., 1998; van Amstel et al. , 2000; 
Rypdal and Zhang, 2000; Gawin, 2002; Nilsson et al., 2000). It can be easily noticed that the 
uncertainty exceed decidedly the greenhouse gas reduction obligations agreed upon in the 
Kyoto protocol. 

These findings signal difficulties in verification of the Kyoto obligations, connected 
with credibility of the reported emissions. Under big uncertainties, hitting the Kyoto targets 
gives actually little information, as it is almost equally probable that the real emission lies not 
close to the reported value but somewhere far above or below of the target value. The 
situation is even more difficult because also the target value is not known exactly due to the 
uncertainty of the emission in the base year, see Fig. 1.1. 

The concept of uncertainty put forward by the WCC (2000a, b) and envisaged for use 
under the Kyoto Protocol (FCCC, 2001) is defined with regard to two predefined points in 
time but disregards how the signal evolves dynamically in time. 

In this paper we discuss the problem by considering all data reported yearly in the 
Kyoto period and by introducing dynamics of the emission system. We propose solutions to 
the problem of verification of the emission data in the context of the Kyoto Protocol based on 
statistical empirical distribution of the emission data and risk analysis. We propose also some 
rules for trading consistent with the verification suggested. 

Continuing our considerations we propose a model for describing evolution of the 
emission data in time. It is in the form of the exponential growth function with the variable 
growth coefficient. It is observed that the model with constant but different growth 
coefficients in different time periods can well explain the data. This kind of a model can be 
easily used to assess the possibility of fulfilling the obligations by a country. 

1 For some countries the base year was agreed to be different from 1990. 
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Emissions Trading: Which Party is more credible? 

Net GHG Emissions 

Simplified: Party I and Party 11 
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Figure 1.1:Simplified graphical representation to illustrate the importance of uncertainty and 
verification in the context of the Kyoto Protocol, here addressing the crucial 
question of credibility. The uncertainty intervals of both Party I and Party II 
encompass the same Kyoto target, but which Party is more credible for ET? Party 
I reveals a greater uncertainty interval, the mean of which undershoots the Kyoto 
target, while Party II reveals a smaller uncertainty interval, the mean of which, 
however, does not comply with the Kyoto target. 

2. Verification of obligations 

Treatment of the uncertainty problem depends on admitted description of the uncertain 
variables. Using some kind of stochastic distribution, like for example the normal distribution, 
we can only talk on a probability of fulfilling of the obligations. In such case, the condition for 
the fulfilment can be only expressed in terms of probabilities and of the related risks of not 
fulfilling the obligations, see Fig. 2.1. This idea will be explored in this section. 

Let us introduce some basic notations. By x(t) we denote the real emission, as a 
function of time. The emission in the basic year to will be denoted x(t0) = xo. The important 
years, like 2005, 2008-2010, will be denoted T;, where i = 5, 8-10. The real emission is 
unknown and can be only estimated. Hats will mark the estimated values. Thus i(t) is the 
estimated emission. The simple estimation can be made by calculation of the total emission 
according to methodology used in preparing the reports. These reported (observed) values are 

4 



contaminated with the observation errors. In the sequel we propose more advanced estimation 
of the emission. 

By i5 we denote the fraction of the emission to be reduced until the commitment 
period. Thus at the commitment period the emission should be not greater than ( l-b)x0 . 

Obviously, 100'5is the percentage reduction required by the Kyoto protocol. 

Finally, we want to take risk not greater than a that the reduction in the year T; is not 
fulfilled. We discuss three approaches. 

Emissions 

!/a 
(l- O)x0 - - - - :\t - - -t Overshooting 

T0 = Base Year TK = 2010 Time 
Figure 2.1: Graphical presentation of checking fulfilment of the reduction obligations. The 

value of a represents the risk that the actual emission does not fulfil the 
obligations 

2.1. Interval uncertainty of both x0 and x(Ti) 

Let us assume the independent interval uncertainty of both x0 and x(T;) 

lxo - x01:560 , jx(T;) - x(T; )j :5 6; 

Then the uncertainty of the estimate of the fulfillment of the obligations is 

lxo(l-o)-x(T; )-(xo(I-o)-x(T; )~ :5 6; + (l-0)60 = 60; 

(2.1) 

(2.2) 

As we agree to take the risk a that the value x(T;) may be actually greater then xo( 1-b) 
then it must hold 

x0 (1-o)- x(T;) ~ (1-a)60; 

from which we get the condition 
x(T;) :5 x0(I-o)-(1-a)60; (2.3) 

It requires that the value x0 (I - o) is overshot with almost two uncertainty intervals. 

Dividing by x0 and taking logarithms of both sides yields 
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X(T;) ~ ln(l-b-(1-a) ~Oi) = -t5-(l-a) ~Oi 
xo xo 

(2.4) 

' I x(T;) . h I . h f h 1· d . . F x(T;) where X (T;) = n-, - 1s t e ogant m o t e norma 1se em1ss10n. or -, - close to I it 
~ ~ 

approximately holds 

X (T;) = In x~T;) = x~T;) -1 = x(T; }- Xo (2.5) 
xo xo xo 

Thus, X (T;) may be interpreted as the relative change of x(T;) with respect to x0 . 

2.2. Interval uncertainty of x0 and stochastic uncertainty of x(T;) 

We assume now that our knowledge of uncertainty of x0 is in the form of the uncertainty 

interval lxo - x01 ~ L'lo while x(T;) is stochastic, described by a given distribution with 

unknown parameters. We require now that the probability of not satisfying the obligations be 
not bigger than some small value a. This can be written as, see Fig. 2.1 

p( Xo (1 - 0) - X(J;) ~ ) ~ a 
a , (I;) qi-a 

wh.:re q1.a is the 1-a quantile of the distribution of the variable x(T;) and a,(7;) is its 

standard deviation. This gives the following condition for the estimate x(T;) 

X(T;) ~ Xo(l-O)-q1-a<Y,(T;) 

Taking into account that the frequently used quantile for the normal distribution is close 
to 2, this condition requires overshooting with approximately two standard deviations. Thus 
this condition and that of (2.3) are approximately equivalent. 

Dividing now both sides by x0 we have 

x(T;) ~ X 0 [l-o-q <Y,(J;)] 
A A 1-a 
Xo Xo Xo 

Now, taking logarithms of both sides yields 

X' (T ) < I Xo I [1 s (TX (T;) ]- Xo - xo . (TX (T; ) i - n~+ n -u-q1-a-- =-,---t'l-q1-a--
Xo xo xo xo 

(2.6) 

To obtain the risk a related solely to the first term on the right hand side, the variable x(T;) 

tl 
has to be not greater than - (1-a)~ . Then finally we get the condition 

XQ 

, Llo • u,(T;) 
X(T;) ~ -(l-a)-,--t'l-q1-a _ . __ 

XQ XQ 
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2.3. Stochastic uncertainty of both x0 and x(Ti) 

This case is simpler than the previous one. Now the condition is 

where it holds 

P( x0(1-o)-x(T;) > )< 
-qi-a - a 

(T-
X 

2 2 2 
<T x = <T x (O) + <T x (T;) 

and u~ (0) is the variance of the x. 0 variable. This provides the condition 
X 

x(T;) ~ xo(l-o)-q1-a<Tx 

and in the consequence 

which yields 

x(T:) u· 
-.-•-~1-o-q1-a+ 

xo xo 

X(T:)<ln(l-o-q1 u;)=-i5-q1 u; , - -a .... - -a ,., 
XQ XQ 

These are the basic dependencies that will be used in the sequel. 

2.4. Choice of 8 

(2.8) 

(2.9) 

The value 1000 may be conceived to be the percentage reduction fixed in the Kyoto 
protocol. Within the methodology proposed in the paper, it is required from the countries to 
overshoot their reduction target. Such additional requirement is costly and may cause 
objections. 

Thus, our proposition consists in using a smaller othan fixed in the Kyoto protocol. The 
proposed value of o should fulfil the condition that a country with the emission value x(T;) 

equal to the Kyoto target and with an "average" standard deviation should be considered as 
fulfilling the obligations, see Fig. 2.2. This way even a country which has not achieved the 
target value may be considered as fulfilling the obligations, if only standard deviation of its 

estimated emission X or x is small enough. On the contrary, a country with big standard 
deviation may be considered as not fulfilling the obligations although it actually reports even 
small overshooting of the Kyoto reduction, see Fig. 2.2. 

Let 4i be the required Kyoto reduction, o; the reference standard deviation of the normal 

distribution (i.e. the reference distribution is Ns (x0 (l-o0 ),u; }>. Then the proposed redefined 

value o0 will satisfy 

where qf _a is the ( 1-a)th quantile of the standard normal distribution Ns. At this point, it is 

convenient to use the "normalised standard deviation" 

<Ts 
Uss =~ 

Xo 
Then, rearranging we get 
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Figure 2.2: Graphical presentation of the redefined level concept. 

2.5. Verification in 2005 

(2.10) 

Base Year Level 

Redefined Level 

Commited Level 

The Kyoto protocol requires that in 2005 the emissions by the Annex I Parties should not 
be greater than the emission in the base year t0. We consider now the three approaches 
discussed earlier. Let us define the year 2005 as T5• 

A. Interval uncertainties of both Xo and x(T1) 

From (2.4), in the year 2005 the following condition has to be satisfied 

X (T5 ) ~-(I-a) lio; 
xo 

B. Interval uncertainty of x0 and stochastic uncertainty of x(T1) 

In the year 2005 the following condition has to be satisfied 

- Lio ai(~) X (Ts)~ -(I- a)-.- -qi-a --
xo XQ 
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C. Stochastic uncertainty of both x0 and x(T;) 

In analogy to two earlier cases we have 

2.6. Verification in 2008 - 2012 

(2.13) 

The Kyoto protocol does not specify explicitly how to understand fulfilment of the 
emission reduction in the years 2008 - 2012. Taking it literally, the countries should fulfil the 
obligations in every year in this period. Thus, defining T; = 2000 + i, i = 8, 9, I 0, 11, 12, the 
following equations can be used at each year T; . Here we use generally 6 for the fractional 
reduction although according to the earlier proposition it should be understood that o = 60 . 

A. Interval uncertainties of both x0 and x(T;) 

X(T;) ~-J-(1-a) ~Oi 
XO 

B. Interval uncertainty of xo and stochastic uncertainty of x(T1) 

X(T;)~-(1-a)~o -J-q1_a ux(T;) 
xo xo 

C. Stochastic uncertainty of both x0 and x(T;) 

3. Effective emission in trading 

3.1. Interval uncertainty 

(7 .. 14) 

(2.15) 

(2.16) 

The proposed methodology of verification of the Kyoto obligations will influence the 
conditions of emission trading. Let us consider two countries: a country emitting x1(T;) units 

of the carbon dioxide with the interval uncertainty tl~ wishing to buy E units from another 

country which is emitting x2(T;) units of the carbon dioxide with the interval uncertainty tlJ . 
That is, it holds 

i; 
r=---x2 (T;) 

The dependence of the uncertainty interval on the emission level arises from the fact that the 
uncertainty is generally given as a constant fraction of the emission, in percents, i.e. we know 

rather r than tlJ . 
The corrected emission of the country I after purchasing will be xi(T;) - E. With respect 

to the original emission the following inequality should be satisfied 
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x1 CT;)+ (1-a)[Lli + (I-o)Ll61 s x0(1-o) 

which is proposed to be changed after purchasing to 
• I 2 • I x1(Ti)-E+(I-a)[Ll; +rll; -Evs +(1-o)Llo] $ xo(l-o) 

where Vs is a "reference" uncertainty ratio (i.e. for the emission x(T;) with the "reference" 

LI 
uncertainty ratio Vs it holds vs = x(i) where Ll., is the "reference" interval uncertainty). Our 

intention for introduction of the "reference" ratio is to make the effective emission 

"symmetric", that is to make it bigger or smaller than £, depending on whether v2 > v, or v2 < 
v,, where v2 is the uncertainty ratio of the country 2 defined below in (3 .1 ). 

Thus, purchasing caused subtraction of the following component from the left side 

tl~ 
V2 =--•-

X2(T;) 

• 2 • • 
Eeff = E- (1-a)(rll; - Evs) = E[I -(1 -a)(v2 - vs)], (3.1) 

which will be called the effective emission in trading. This reduced value may form a basis for 
financial liabilities among countries. 

3.2. Stochastic uncertainty 

Likewise, using the formula for the sum of two normal distributions we have for the 
stochastic approach 

a: . (T;) = a~ (T;) + r 2a~ (T;) 
x,-E Xi X1 

where, as before, r = ~ . To fulfil the obligations, the original emission of the country I 
x2(T;) 

should satisfy the following condition 

x1(T;)-q1-aC1. Sxo(l-o) x, 

where a. is given by (2.8). After purchasing E units from the country 2 this condition will 
x, 

be changed to 

This can be written in the form 

X1(T;)-q1-aC1x, -E-qi-a( 2 2 22 ) • .: a. (O)+a. (T;)+r a. (T;)-ax $x0 (1-u) 
~ ~ ~ ' 

The component in the parenthesis, denoted as P, is transformed as follows 

P= a~ (O)+a~ (T;)+r 2a~ (T;)-ax = 
~ ~ ~ I 

[ 

(1~ (0) (1~ (T;) a l = rax (T;) x, + x + 1- .i, 
' r 2a~ (T;) r 2a~ (T;) ra. (T;) 

Xi X2 X i 

We have 
• ax (T;) • 

rax (T;)= E--' -- = Ev2 
' x2(T;) 

where now 
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is the uncertainty ratio of the country 2 at time T;. Although formally v2 here is different from 
the uncertainty ratio used in the interval uncertainty case, it will be more convenient to keep 
the same notation for both cases. This should not cause any confusion. Moreover, it holds 

a~ (0) a~ (T;) 
_ x_1_ _ x1 __ 

a{ xt (0) xt (0) xt (T;) xt (T;) xt <T;) --~-=----------+------= 
r2a~ (T;) xf(T;) a~ (T;) £2 a~ (T;) £2 

x, _x_, __ __x, __ 

xi (T;) Xi(T;) 

= vfo_l_+ vf_l_=_l_(vfo +vf)=s2 
Vi 172 R2 Vi R2 Rivi 172 

where v1 is the uncertainty ratio of the country 2 at time T;, vw is the uncertainty ratio of the 

country l at time 0. The reduction factor 17 = x! (T;) will be ( 1-8), if the country l fulfils the 
XJ (0) 

obligations. As we know that it has not, we can assume that 17 = l. Moreover 

E R=-­
x1(T;) 

is the purchased fraction of emission of the country 1. It will be close, possibly smaller th ~.n o, 
and therefore of the order of few percent. 

Thus 

i:v2 
P=---.=========----,,====== 

-h(v~ +vf)+t + -h(v~ +vf) 
R v2 1] · R v2 1] 

As before, we want to refer to the reference uncertainty ratio v,, so we insert vi-v., instead of 

v2 in the numerator above. We can assume that ~ does not differ significantly from v, . 
1] 

Thus, the expression for P can be simplified to 

, ✓2 V2 ( ) 
P=E-R- vi -vs 

4 VJ 

and therefore the effective emission in trading between two countries I and 2 is 

•( ✓2 V2 ) Eeff = E l-q1-a-R-(v2 -vs) 
4 VJ 

(3.2) 

This expression resembles that of (3.1). However, now the effective emission depends on 
the uncertainty ratios of both countries and, moreover, on the purchased fraction . This is why 
we call it the effective emission in trading between two countries. 

Let is notice that if we assume that XJ (0) is known exactly, then the coefficient ✓2 will 
4 

I 
be replaced by - . 

2 
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4. Estimating the uncertainty parameters 

An important parameter of the verification schemes in the previous section is the estimate 

of the uncertainty model parameter. At present, the estimates are calculated by aggregation of 

the uncertainties of the partial emissions. This method gives rather big estimates that may be 

never or only seldom attained. Here we propose another approach, obtained under assumption 

of stochastic errors. A method of estimation of the standard deviation of the normal 

distribution of the error from the reported emission data is proposed. 

4.1 Basic assumptions and simplifications 

4.1.1 Data treatment 

We assume that the emission process can be described by a continuous and 
differentiable function x(t) which represents the real emissions. The process can be then 
observed with errors in equally spaced time intervals Lit= I year. We introduce a simplified 

notation x(t; = iLl.t) = X; and assume that X; > 0 . 

4.1.2 Uncertainty treatment 

We assume that the real process x; is observed with errors £; = u; X;, where u;, 

i = 0, I, ... , form a zero-mean stochastic process with independent variables, i.e. it holds 

E(u;) = 0, 

E(uf) =<1f, 
E(u; u j) = 0 for i -# j 

Thus, the observations can be presented in the following way 

Y; = X; + u; X; = (1 + u; )x; , i = 0, !, ... , N . 

where y; are the observed emissions, x; the (unknown) real emissions, and u; their relative 
uncertainties. 

The function x(t) is generally not known. Therefore, we can also introduce the errors 

proportional to the observed value £; = u; Y; . This yields 

Y; =x;+u; Y; 

I 
Y;=-1-X; 

-U; 

For small u; both models are approximately the same. However, for higher u; it is not so. 
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There is an important difference between two above models. In the former Y; is linear 

in u; , which is the only stochastic variable at the right hand side. This is not the case in the 

latter. 
In both cases we obtained models with the multiplicative errors. The models can be 

turned into the additive form by logarithmic transformation of the both sides 

In Y; = In X; + In ( I + u;) 

and 

For small u; 

In()± u;) = ±u; 

resulting in the identical equation 

In Y; = In ·x; + U; • 

in which In y; linear! y depends on u;. Moreover, the exact dependence of In Y; on In (I+ u;) or 

ln(l-u;) is linear in both cases. 

4.2. Smoothing and uncertainty analysis 

4.2.1 Smoothing splines 

Let us consider some abstract data z; generated by the following system 
z; =f(t;)+e;, i=0,1,2, .. . ,N 

The vector 

E = (eo, .. ,,eN )oc N{o,u 21) 
contains the set of observation errors. We want to recover the function flt) , assumed to be 
smooth enough, knowing only the erroneous observations z;, i = 0, I, ... , N. For this we use 
splines. 

In the interpolating splines an approximation z(t) to flt) is obtained assuming that 
z(t) is a polynomial of an order m (we use m = 3) on each segment [t;, t;+1l, i = 0,1 ,2, ... ,N-I, 

satisfying z(t) = Z; and having the continuous derivatives up to the order m-1 on the whole 
interval (t1, tN) , 

In the presence of noise the interpolating spline generally quickly varies in time, 
overshooting and undershooting very much the functionflt) . 

Much better approximation can be then achieved using the smoothing splines. Their 
idea is to find the function z(t) that does not need to go directly through the observed points 

z;, in order to get a function with smaller (m-1 )th derivative. 
If we restrict our attention to the third order polynomials, then the task is to find a 

smooth function z(t) which minimises the sum 

I N IN ( )2 --I<z; -z(t;)) 2 +A- J 2<2\t) dt 
N+li=O t, 

(4.1) 
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where 

z(t) = a; +b;(t-t;) + c;(t-t; )2 + d; (t-t; )3 

te [t;,t;+i), i=0,l, . .. ,N-1 

The solution of the problem was delivered by Wahba (1990) and can be written in a general 
form 

z(t;)=a; ="f.Aij(N,).)zj 
j 

dz(t;) 
--=b; ="f.B;kCN,).)zk 

dt k 
(4.2) 

see also Gu (2002), where Aij and B;k are coefficients which do not depend on data z; and can 
be precomputed. 

4.2.2 Uncertainty analysis 

The solution depends on the value of A.. This value is estimated by the generalized 
cross validation method (Wahba, 1990) by minimising the criterion 

N 2 
"f.[z; -z;(N,).)] 

V(N,).) = ~i-_-o~---­
N 

N+I- "f.A;;(N,).) 
i=O 

(4.3) 

The optimal value will be denoted 
estimate of a 2, i.e. 

i. The optimal value of the criterion can be used as an 

8 2(N) = V(N.i) (4.4) 

The expression in the denominator of (4.3) can be interpreted as the degree of freedom for the 
noise, in analogy to the degrees of freedom in the regression analysis. However, in contrast to 

the regression analysis, the good statistical properties of the estimate 8 2 (N) for the 
smoothing splines have not been proved theoretically but only checked on numerical 
simulations. 

The estimated variance of z(t;) is now 
2 , 2 ' 

itz (N,t;) = a (N)A;;(N,A.) (4.5) 

The above analysis can be applied for smoothing the data Y; = In y; to obtain the 

smoothed values z; = X; . Then, we assume that the following holds 

x; x 
-=e' xo 

With the assumption of the additive errors in the observations y;, when it holds y; = x; + 
, x 

u;, it would be appropriate to smooth directly the series {x;) and calculate X; = In--f-. We use 
xo 

the former possibility, as it seems to us more relevant. Although the choice is important from 
the theoretical point of view, it seems to not provide much difference in the real calculations. 

Equation (4.5) has been used to calculate the estimates of the standard deviations 

ai(N,t;) for the emission from the fossil fuels provided by Marland et al. (1999) . As the 
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values A;;(N,l) do not change significantly in i except for few time points at the beginning 

and the end of the data, only one estimate of the standard deviation, called e2 (N), is 

presented for each country. As indicated in its denomination, the value C1' z (N) depends on the 

number of data used. This dependence is visible, although mostly not crucial, in the results 
presented in Table 4.1 for different time periods. However, for few cases reduction of the 
number of data caused big drop of the standard deviation value. 

Table 4.1. Optimal values of A and estimated standard deviations of observation errors 
for different countries and two time periods 

Years 1950-1998 Years 1970-1998 

Country l Std. Dev. Country l Std. De, . 
ARGENTINA 0.06 2.4 ARGENTINA 0.00 0.5 
AUSTRALIA 0.06 1.8 AUSTRALIA 7.44 1.1 
AUSTRIA 0.15 2.7 AUSTRIA 232.4 1.7 
BELGIUM 0.07 2.4 BELGIUM 0.12 2.3 
BRAZIL 0.31 2.0 BRAZIL 0.19 1.3 
CANADA 0.03 2.0 CANADA 0.00 0.4 
CHINA 0.03 4.8 CHINA 0.13 1.4 
CUBA 0.16 6.7 CUBA 43.08 2.6 
EGYPT 1.16 3.5 EGYPT 0.32 2.6 
FINLAND 0.03 4.9 FINLAND 0.04 3.9 
FRANCE 0.14 2.4 FRANCE 0.55 2.3 
GREECE 0.14 2.9 GREECE 0.16 2.3 
ICELAND 1.64 3.7 ICELAND 1.68 2.9 
IRELAND 0.11 4.4 IRELAND 0.30 2.3 
ISRAEL 0.03 3.5 ISRAEL 0.22 2.0 
ITALY 0.10 1.7 ITALY 0.86 1.3 
JAPAN 0.01 2.8 JAPAN 0.07 1.8 
LUXEMBOURG 0.05 3.0 LUXEMBOURG 0.13 2.8 
MEXICO 0.77 1.8 MEXICO 2.22 1.8 
NETHERLANDS 0.08 2.9 NETHERLANDS 0.04 3.8 
NEW ZEALAND 5.11 2.0 NEW ZEALAND 0.05 3.0 
NORWAY 3.44 4.6 NORWAY 3.49 5.8 
POLAND 0.71 1.5 POLAND 0.67 1.8 
PORTUGAL 3.35 2.1 PORTUGAL 3.96 2.1 
ROMANIA 0.20 1.9 ROMANIA 0.32 2.2 
SPAIN 0.03 3.1 SPAIN 0.82 1.8 
SWEDEN 3.69 2.8 SWEDEN 3.60 2.6 
SWITZERLAND 0.11 3.4 SWITZERLAND 1.05 2.0 
TURKEY 0.11 3.2 TURKEY 0.02 3.5 
UNITED KINGDOM 0.15 1.6 UNITED KINGDOM 1.09 1.4 
USA 0.02 1.7 USA 0.00 0.4 

The estimated values agree quite well in magnitudes with the common idea of the errors 
made in calculation of the fossil fuel emission, believed to be around 1-2%. A little bigger 
figures obtained in some of our calculations may be connected with some additional factors 
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that might have influenced the calculated estimates, as year-to-year variations in the weather 
conditions or in the economic situation of the countries. 

5. Empirical models for the net emission data 

In this section we consider a set of values X; which can be considered as a time series 

consisting of N elements. We introduce a difference model and a differential model to 

describe the time evolution of the data. Then we motivate the choice of the model and finally 

present some results for fitting the model to the emission data for some countries. 

5.1. Difference model 

As we assumed that x; are non-negative we can define a new time series 

X . I X . 1 -X. 
g; :=---1.±....-J =-•-+ __ , , i=O, ... , N-1 

X; X; 

Each element g; of a new time series can be interpreted as a relative difference of the two 
cor.secutive elements X;+t and x; . 

From the latter relation we can now formulate the following difference equation 

x;+i -x; = g; x;, x0 =x(to) 

which can be then easily solved giving 
N-1 

xN =xo fl()+g;) 
i=O 

As all x; are positive we can convert this solution to an additive form 
N-1 N-1 

X N = })n(l + g;) = Lg i 
i=O i=O 

where we introduced the new variable Xi = In .!..i.... 
xo 

5.2. Differential model 

(5.1) 

(5.2) 

A similar way of reasoning can be provided directly for the function x(t). Starting 
with the equation 

dx(t) = g(t)x(t), 
dt 

x(to) = xo 

we obtain the solution for x(t;) which depends on the function g(I) 
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x(t;) = x0 ex{} g(r)dr J 
This provides us with the formula 

X(t . ) t; H 
In-' = Jg(r)dr: I,g(ti) 

Xo ,0 i=O 

. I x(t;) d k' . N Denotmg X(t;)= n-- an ta mg1= we get 
Xo 

IN N-l 
X(tN)= f g(r)dr= I,g(t;) 

to i=O 

which is equivalent to (5.2). 

(5.4) 

The actual solution of the problem relies, as it was already mentioned, on the function 
g. From (5.3) this function can be written in the form 

d x(t) 

g(t) =-1-~ =~In x(t) = dX(t) 
x(t) dt dt x0 dt 

(5.5) 

Xo 

From this expression we find that the function g can be conceived as the rate of changes of the 
variable X(t). 

Estimated value of the signal in the year t N , after modelling by the smoothing splines, 

is given by 

or 

XN A 

-.- = exp(X N) = expaN 
xo 

~N = exp J--r-dr = exp I,b; = exp fg(r)dr • [1N dX( ) l N-1 [IN l 
xo to dr i=O to 

This can be also expressed in the form 

IN 

XN = fg(r)dr 
to 
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5.3 Estimating the function g(t) 

Expression (5.5) was used to estimate the function g(t) for few countries from the 
previously mentioned data of CO2 emission from the fossil fuels published by Marland et al. 
(1999). For calculating the derivatives the data were presmoothed using the smoothing 
splines. The results are presented in Fig. 5.1. 

Figure 5.1. Results of smoothing and estimation of g(t) for different countries. 
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Although the estimated function g(t) in the previous section vary in time, sometimes 

even quite rapidly, the question is whether they could be approximated by simpler ones, and 

possibly expressed analytically. 

Let us start with examining few curves. Fig. 5.2 contains emission curves y(t;) and 

logarithmic curves Y(t;) = In y(t;) for the global emission data. Similar data for Poland are 
y(to) 

depicted on Fig. 5.3. It can be seen that the data evolve along exponential curves, at least in 
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some intervals where the logarithmic curves are close to the straight lines. Even better 

indication of the exponential relation can be inferred from Fig. 5.4. It shows the dependence 

of Yi= y(ti) on Yi-I = yUi-1) . Referring to (5. 1) this dependence should have the form Yi= (l +gi) 

Yi- I • The curves indicate that this dependence holds with gi close to 0. Similar relation can be 

inferred from the logarithmic data depicted on Fig. 5.5 for which it holds Yi= In (l+gi) + Yi-I· 

y(t;) I y(t = 1990) 

1SXJ 1825 1IBJ 1875 19(1} 192S 1!BJ 1!175 

year 

Y(t;)IY(t = 1990) 

-1 

-3 

-4 

1Em 1825 1/BJ 11J75 19(1} 1925 :JS/50 1!175 

year 

Figure 5.2. Global data: CO2 total emissions (1800-1990) [Marland, 1990] 
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Figure 5.3. Poland's data: CO2 emissions (1800 - 1998) 
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These observations can be also confirmed by fitting the autoregressive models to the 
data. These models have the following general form 
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X; = ao + Lakxi-k + •; 
k 

Exemplary results of fitting the model to the data for Argentina and Austria are given in 

Tables 5.2 and 5.3. The tables present also results of statistics used for model selection. They 

indicate that the statistically best model is of the first order and has the form 

or, respectively 

Yi =!.023yi-1 

Yi = 1.002y;_1 

Y; = Y;_, + 0.023 

for Argentina 

for Austria 

for Argentina 

Y; = Y;_1 +0.002 for Austria 

with the standard deviation of the parameter estimator equal to 0.005 and 0.01 I, respectively. 

Intuitively, the growth coefficient 0.023 seems to be significant for Argentina but the 

respective value 0.002 for Austria is insignificant 

Table 5.2. Results of fitting the autoregressive models to the data for Argentina 

in the period 1898-1998 

ai Sa; t(Student) p-value 

a, 1.023 0.005 209.0 <10-2 

ao 0.005 0.004 1.4 0.15 

a, 1.016 0.007 150.9 <10-2 

ao 0.005 0.004 1.4 0.17 

a, 1.090 0.097 11.3 <10"2 

a2 -0.076 0.099 -0.8 0.44 

Table 5.3. Results of fitting the autoregressive models to the data for Austria 

in the period 1898-1998 

a; Sa; t(Student) p-value 

a, 1.002 0.011 88.1 <10-2 

ao 0.035 0.025 1.4 0.16 

a, 0.985 0.017 58.8 <10-2 

ao 0.035 0.025 1.4 0.17 

a, 0.965 0-075 12.8 <10-2 

a2 0.020 0.076 0.3 0.79 
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The reason of the insignificance of the estimate for Austria is easy to notice. Although 
fitting the model to the historical data provides us with a first order constant parameter 
equation, we can easily notice periods where this simple dependence does not hold. This is 
particularly visible for the Polish data in the periods of the Great Crisis of 1930s, the 2nd 

World Word, and the collapse of the communist regime. Neither we can assume this simple 
constant parameter model in the Kyoto period when reduction of the emission is required. 

However, as shown in the Appendix, these simple first order or exponential growth 
models describe quite well development of data in some intervals. These seem to be periods 
with constant conditions, mainly economic ones. One can easily distinguish on the figures 
periods of the 19th century industrial revolution, periods of the World Wars and Great Crisis 
of 1930th, period of post-war prosperity of 1950th-1960th and the energy shocks of 1970th-
1980th. Also smaller ripples can be distinguished and explained, like for example in the case 
of the Polish transformation period. 

6. Assessment of obligation conditions 

These interval-wise exponential models allow us to assess possibilities of achieving 
the Kyoto obligations by different countries by simple extrapolation of the present trends to 
the future. These rough assessments may be valid until new impetus changes the emission 
trend. However, quite big volatility of the data in some periods, particularly those related with 
the decline in emission, may deteriorate the assessment quality even if the overaJl trend 
remains. On the other side, these assessments can be calculated repeatedly in consecutive 
years giving, hopefully, more and more accurate prevision of this possibility. 

Let us assume that we are in the year t and define the year 2005 as Ts, to < t < Ts. 

6.1. Basic relations 

Using relation (5.7) we get 
T, 

X(T;) = J g('r)d-r 
t, 

Then, inserting it in the appropriate relations from the subsections 2.1-2.3 we can get the 
following conditions. 

A. Interval uncertainties of both x0 and x(T1) 

T-
l li.o· J g(r)dr $ -,5 -(I -a)0 
~ XQ 

B. Interval uncertainty of x0 and stochastic uncertainty of x(T1) 

T-
fl . li.o . u;(Ti) 
g(r)dr $(1-a)-,--6-qi-a--

to xo xo 

C. Stochastic uncertainty of both xo and x(T;) 
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(6.3) 

6.2. Assessment for 2005 

In the year t, to ~ t ~ T;, the past values of the function g(,) are known and the future can 

be extrapolated using the model. This leads to the following relations. 

A. Interval uncertainties of both x0 and x(Ti) 

From (6. 1) we have 

T; />,. • I 
f g(,)d,~-o-(1-a)-flL fg(,)d, 
I XQ to 

Then inserting i = 5 and b= 0 we get 

Ts />,. • I 
fg(,)d, ~-(1-a)~- fg(,)d, 
1 xo t0 

(6.4) 

The above expression allows us to assess in the year t the possibility of fulfilment of the 
obligations in the year 2005 provided we assume the function g(t) for t < -r ~ T5 and the 

value of CJ; (Ts) . 
Xo 

B. Interval uncertainty of x0 and stochastic uncertainty of x(T1) 

Similarly, using (6.2) we get the condition 

Tfs . d "'-o <Tx(T5) if . g(,) ,~-(1-a)-.--q,_a ___ g(,)d, 
I Xo Xo lo 

for assessing in the year t the possibility of fulfilment of the obligations in the year 2005. 

C. Stochastic uncertainty of both xo and x(T1) 

In analogy to two earlier cases we have 

T5 I 

fg(,)d, ~-qi-a ~x - fg(,)d, 
XQ lo 

6.3. Assessment for 2008 - 2012 

(6.5) 

(6.6) 

Similarly, we can assess the possibility of fulfilment of the obligations in the years 
2008-2012. 
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A. Interval uncertainties of both x0 and x(T;) 

The condition to assess the possibilities of fulfilment of the obligations 

T; /'1 . t 
fg(r)dr~-o-(1-a)~- fg(r)dr 
1 xo 10 

B. Interval uncertainty of xo and stochastic uncertainty of x(T;) 

The condition to assess the possibilities of fulfilment of the obligations 

T t 
fl• !'lo < <JX(T;) f • g(r)dr ~-(1-a)-.--u -qi-a --- g(r)dr 
I XO XO lo 

C. Stochastic uncertainty of both x0 and x(T1) 

The condition to assess the possibilities of fulfilment of the obligations 

6.4. Fulfilment time 

T t 

f g(r)dr ~-o-q1-a ~x - fg(r)dr 
XO lo 

(6.7) 

(6.8) 

(6.9) 

We can be interested to predict, under present knowledge of data, when a country is able 
to fulfil the obligations. Let us call the time Tv when this is achieved the fulfilment time. At 
time t the basic equations for the verification time T, for the three approaches discussed 

earlier are as follows. 

A. Interval uncertainties of both x 0 and x(11) 

T, l'1 . • f g(-r)d-r = -o -(1-a)~-X(t) = dA (t) 
I Xo 

(6.10) 

B. Interval uncertainty of xo and stochastic uncertainty of x(T;) 

Tf, • !'lo O'x(t) • 
g(-r)d-r =-(1-a)-.--o -qi-a ___ X(t) = ds(t) 

I Xo XO 
(6.11) 

C. Stochastic uncertainty of both x0 and x(T;) 

T 
V CY • • f g(-r)d-r =- o -q1-a~- X(t) = dc(t) 
I Xo 

(6. 12) 

We consider two simple cases. 
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i. Constant g(T) 

From the historical data we see that the values of g ( -r) = dX ( T) tend to be 
dT 

approximately constant in time intervals. If the obligations are not fulfilled yet, then for the 
positive g in the future they will be never met. Therefore we assume that g is negative in the 

future . 
Thus, if the future values g(T) are assumed to be constant in time, i.e. g(t) = g < 0, 

then the fulfilment time T, calculated in the time t can be expressed for the three approaches 

A, B, C as 

T, =t+ dwy)' 
g 

Notice that by the assumption dw (t)< 0. 

ii. Linear g(T) 

W=A,B,C (6.13) 

If the future values of g(t) are assumed to change linearly in time, for example as 

g( T) = b-r +a, then the fulfilment time T, calculated in the time t for the three approaches A, 

B, C can be found as a solution of the following quadratic equation 
1 2 1 2 
-bTv +aTv--bt -at+dw =0, W=A,B,C 
2 2 

and is the least value satisfying the condition Tv~ t. 
The above equation can be transformed to the following form 

_I_b(Tv -t)2 +(bt+a)(Tv -t)-dw(t) =0 
2 

We observe that bt +a= g(t) and denote Tv - t = 0. Thus, we have to solve the equation 

_I_b0 2 + g(t)0-dw(t) = 0 
2 

The positive solution of this equation is 

✓g 2 (t)+2bdw(t)-g(t) 2dw(t) 
0=~--------=------===== 

b g(t) 

so the solution of the original equation is 

Tv=t+dw(t) 1 
g(t) 1 [ ~-2b_d_w_(t-) J 

- l+ l+-~2~ -
2 g (t) 

l+ l + _2b_d~w_(_t) 

g 2(1) 

(6.14) 

The above formula generalises that of(6.13). If 2bdw(t) :0, then (6.14) is close to (6.13). 
g2(t) 

Because we assumed that dw(t) < 0, then if b < 0 we get ~t) < 1 and T, is shorter than that 
calculated from (6.13). If b > 0, then T, is longer. 
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iii. Higher order g(r) 

Let us notice that we can get even better approximations than the above using 

polynomials of higher order. If we denote G(t) = f g(t)dt, then the solution must satisfy the 

equation 

G(Tv)-G(t)-dw (t) = 0 

Expanding G(Tv) in the Taylor series around t we get 

g(t)(Tv -t)+..!..g'(t)(Tv -t) 2 +..!..g"(t)(Tv -t)3 + . . ,-dw(t) =0 
2 6 

Taking k first terms of this expansion we get the kth order algebraic equation. Its solution will 
give us the kth order approximation of the solution of a chosen equation (6.10)-(6.12). 

7. Conclusions 

In the paper the problem of verification of the Kyoto obligations is discussed. The present 
knowledge makes obvious to us that verification of the obligations cannot be done when 
uncertainty of the reported values is not taken into account. This paper addresses this problem 
and proposition of a solution is given. 

The main idea of our proposition concentrates in replacing the reduction rate by a linear 
combination of the reduction and uncertainty. The exact proportions proposed are related with 
the risk that the real emission has not satisfied the obligations. 

Although this idea is elaborated in many details, some of them are still open to be decided 
yet. One is the definition of uncertainty measure. One possibility, used mainly up to know, is 
to aggregate uncertainties of all the partial emissions. An alternative way is proposed in the 
paper. Namely, the uncertainty is related to the empirical distribution of the error of 
smoothing the observations. Both of these approaches have defects. The methodology of the 
uncertainty aggregation is still not generally recognised and, moreover, its applications may 
involve big uncertainty estimates. On the other side, the empirical approach proposed in the 
paper heavily relies on the assumption of the smoothness of the emission process. Volatility of 
observations is, however, related not only to the observation errors but also to such factors as 
changing weather conditions and economic situation of the country. Still , the calculations 
performed for the fossil fuels indicate that the empirical approach gives reasonable estimates, 
comparable to the aggregate ones. This leads us to believe that these estimates may be 
relevant as estimates of uncertainty, if only observations do not include systematic errors. 
Whether the situation is similar for the full carbon accounting is not known yet. 

Other unsolved problem is in understanding the reduction level. We propose to replace it 
by a linear combination of the reduction and uncertainty. Thus, we can leave the reduction 
level unchanged and in fact require overshooting the obligation target by a part of the 
uncertainty level. Alternatively, we can agree to make the reduction level smaller and allow 
for adding a part of the uncertainty level in order to get the combination equal to the original 
reduction. Our suggestion goes towards the latter solution. That is, we propose to make the 
reduction level smaller by a "reasonable" level of uncertainty. This way, countries that have 
smaller uncertainty than the "reasonable" one, could even end with the reported value of 
emission not reaching the Kyoto obligation target. On the other way, countries with big 
uncertainty in the reported values will have to overshoot the reduction level. 

Finally, acceptation of the idea of verification proposed in the paper makes it necessary to 
change the emission trading rules. When bargaining the price, the buyer should combine the 
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reduction of emission with uncertainty of its reporting, because both of them will count in the 
final verification of the Kyoto obligations. The paper contains a proposition of solving this 
problem. 

Apart of these static state considerations we look at the dynamics of the process, in order 
to gather knowledge helpful in verification and prediction . This is done in two steps. In the 
first one the smoothing splines are used to estimate the standard deviation of the observation 
errors. In the second one, a model describing evolution of the observation is proposed. The 
model is of the form of a simple exponential growth function with constant coefficients in 
time periods, jumping from one period to another. This model can be useful to roughly predict 
the emission in the commitment period providing there is no jump in the growth coefficient in 
the meantime, see the figures in the Appendix. This last assumption is crucial , as prediction of 
the jumping times and levels seem to be a rather difficult task. 
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