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ABSTRACT 

In the paper some probabilistic properties of the nearest 
adjoining order method are presented for the case when comparisons 
of objects may be not independent ( in stochastic sense } and 
probabilities of eomparison errors may .be not known exaetly, i.e . 
that basie asswnptions eommonly used in literature are not 
applied. The results presented contain: evaluation of the 
probability that the errorless solution is obtained and some 
asymptotie properlies of that errorless solution in the case, when 
eomparisons of pairs of different objeets (i.e. pairs (x . ,x . ) and 
(xk,x 1 ) for k~i,j and l~i,j} are uncorrelated. 1 J 

Keywords: pairvise eomparisons, nearest adjoining order method, 
weak preferenee relation estimation 

1. Introduetion 

The nearest adjoining order method (NAO) was presented firstly 

in Slater (1961) and developed by many other authors e.g. Remage 

and Thomson (1966), Flueek and Korsh (1975}; mare references are 

given in David (1988}. 

The main idea _of this method consists in determining such the 

partition, of the given set of objects, for which the number of 

inconsistencies with regard to results of comparisons 

( it is said that eomparison is not consistent with 

given parlition if the direetion of preferenee 

eompared is not the same as in this parlition). 

is minimal 

regard to a 

in the pair 

Properties of the NAO method have been obtained under two basie 

asswnptions: (i} results of eompar1sons are independent and (11) 

probability of the error for eaeh eomparison is known in the 

case of one eomparison for eaeh pair - or alternatively the number 

of independent comparisons for each pair· is greater than one . 

In praetice, the asswnptions (i} and (ii} may be not fullfiled; 

for example if comparisons result from a statistical test , then 
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they are usually not independent and the probabillties of 

comparison errors are known very often only approximately. The 

same may be true when comparisons a.re made by experts. 

The purpose of this paper is to investlgate the basie 

probablllstlc propertles of the HJI.O method 1n the case when both 

assumptlons mentloned are not satlsfied. These propertles 

_comprlse: the evaluatlon of the probabllity that the NAO solution 

is errorless and same asymptotic characteristlcs of this solution 

(as number of objects tends to lnfinity), in the case, when 

comparisons of different objects are uncorrelated. 

:z. Formulatlon of the problem. 

The generał formulatlon of the orderlng problem can be stated 

as follows. 

Giveń a finite set of elements X {x 1 , • .".,x.,}, m2:3. It is 

assumed that there exists (but is unknown) a complete; reflexive 

and transitive preference relation R on X of the form: 

R = I u P (1) 

where: I - the eqivalence relatlon and P - the strict preference 

relation. 

The preference relation R generates partition x: , ... ,x:~ (OSm) , 

" in which each element x sx\ Is pref':rred to the element 
i k X/X 1 , 

" k <l and each of the subsets XV, (l~v~n) lncludes equivalent 

elements only. 

The relation R can be characterized by the function 

T : X x X - > D, D;{o,:i:1, .•. ,:;:(n-1)}, deflned as fellows: 

T(x . ,x .l d " x sx• , x~sx" , d=k-1 } 
l J l k J 1 

T(x , x j ) -T(x, ,xJ) for T(x, ,xJ) -J O. 
(2 ) 

The preference relation R is to be determined on the basis of 

pairwlse comparisons made by an 

assumptions: 

expert, under following 

Al. The comparisons are made for each pair x, ,x j s X and each 

comparison points out an element which is preferred or 

indicate s t hat they are equivalent. Thus the result 

comparison can be described by the function g 

- > {-1 ,0,1}, defined as fellows: 
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j j 
~
r-1 if the expert preferes x to x 

g\X ,X ) = O - - considers x and x as equivalent 
l J l J 

, l 1 preferes :< to x , (3) 
J ' 

The result of comparison is corr-ect if one · of the following 

conditions is satisfied : 

sgn g(x . ,x .) 
' J 

g(X ,X ) 
' J 

In op posite case , the 

sgn T (xi,x i ) 

T ( X , X ) = O 
' J 

result is incorrect. 

} ( 4 ) 

A2. Incorrect results (errors ) are of random nat-..1re; for the _joint 

distribution of all comparisons ( i.e. for all pairs (x . ,x. ) E X 
' J 

the following- inequalities: 

Pr{[sgn g(x . ,x )=sgn T(x ,x );T(.);tO} or [g(x ,x ) =T(x ,x ) =Ol} , 
l J · l J l. J 1 j 

, 1 - ó (5) 
1 

where: ó e: (O, 2), 
are satisfied . 

A3 . Resu.lts of comparisons g(x i ,x i) and g(x.,x 1) are uncorrelated 

for k;tl,j; l;ti,j 

(6) 

The essential role In above problem formu.lation is played by 

the assumptions Al and A2, which determlne basie features of the 

probabillstic structure of comparisons. The assumption A3 is In 

generał not neccessary, but it provides valuable properties of the 

NAO solution. It is also significantly weaker than the assumption 

on the lndependency among all the comparisons, commonly used In 

literature. 

--8. Definitions and notions. 

For a given partition x1 , ... ,Jl, (r,;m), be!ng a feasible 

solution to the formu.lated problem, l.e . such that the relations: 

Jl n X = {O}, (j;ti), 
i J 

X i ;t {O}, (i=l , ... ,r), (7) 

are satisfied, the following notation is used: 

Sx - the set of all feasible solutions; 

RX - the set of all the pa!rs of indlces <i,j> for which the 

conditions : 

1 s i,j s m , j > i (8) 

hold; 
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I(x 1, ... ,x,), P /x1, ... ,x,), P z<x1, ... ,x,) - subsets 

R such that: 
X 

I(x1, ...• x,l = {<1,j> 1 3q, (1,;;qg) :xi ,x i E xq} ; 

P,<x,, ••• ,x,> = {<1,j>I Xi€ Xk, Xf xl; k - I O} 

of the 

(9) 

(10) 

P z<x1 .... ,x,) = {<l,j> I Xi€ Xk, X/ xl; k - I > O} (11) 

From (7) - (11) lt follows that : 

set 

I(.) u P 1 (.) u P 2(.) = RX , (12) 

I(.)ol\(.) = {O}, I(.)nP 2(.) {O}, P 1(.)nP /-) = {O} (13) 

card(R ) = M = .!.m(m - 1) . (14) 
X 2 

The problem of determining the NAO solutlon can be formulated, 

using the lntroduced notatlon, as the minimizatlon problem of the 

form: 

mln{,.._ ____ lg{x ,x li +,..._ _____ hc,. 1(x ,x) + 
i j i j 

1cx1, .. . ,J(rl P1cx1 , . . . ,J(rl 

where: 

if g(x 1 ,x1) 

otherwise , 

if g(x _, x _) 
1 J 

otherwise , 

under conditlon : x1 ,·; ·•Xr E: SX 

-1 

l 

(15) 

The optima! solution (solutions) of the above problem will be 
• •• ·c11 ·111 denoted by x 1 ,. •• ,x0 ( x 1 , .•. ,Jt0 , l=l, ... ,1>; v - the number of 

i 

solutions with the same minimal value of t~e functlon (15)). 

Let us define the random variable W(x 1 , ... ,xr ) for any 

partitlon x1 , ... ,xr from SX, of the form : 

wcx 1 , •. :,x > = L u <x , ... ,x l + E v <x , ... ,x ) + 
r l!.J lj t r P (.J ij 1 r 

1 

+ L ,z,/x1,··•,Xr) (16) 
p 2( . 
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where: 

= { 01 u;/·> 
1f g(x . ,x . ) O for <i,j> E I(.) 

1 J 

if g(x i ,x J) ~ O for <i,j> E I(.) 

{ 
O 1f g(xl,xj) = -1 for <i,j> E Pl(.) 

VIJ(.) = 1 1f g(x . X . ) .i: O for (i,j> E Pl(.) 
1 J 

{ 
o 1f g(x 1 ,xJ) 1 for <i,j> E P 2 (.) 

Z 1 /·> = 1 if g(x . ,x.) ~ O for <i;j> E P 2 (.) 
1 J 

(17) 

(18) 

(19) 

The family of the random variables W(.), generated by the set 

SX will be denoted by W • . 

It follows from (15) and (16) that the optimal solution of the 

problem (15) generates random v ariable W(x 1 ,. .. x~). which assumes 

the minimal value in the family W • 

To simpllfy the notation the 

error less solution x" , ... ,X" will 
1 n 

variables corresponding to 

be marked -with asterisks, 

1" p" p* -u" v* z* w" ,while those correspondi!ng to any 
I 1 I 2 1 i j I i j I i j I 

solution x1 , ... , xr will be denoted as follows : I, P 1, P 2, etc . 

4. Basic theorems. 

Theorem 1. 

the 

e.g. 

other 

If the assumptions Al and A2 are satisfied, then for any random 

variable W from W the following inequalities hold true: 

E ( w"- W ) < O 

Proof of this theorem is g iven in Klukowski and Wagner ( 1989) . . 

( 20) 

(21 ) 

The inequallty (20) shows that the variable W , corresponding 

to the solution x:,••·•X: . assumes minimal expected value in the 

family ~. while the inequality (21 ) provides some ev aluation 

(based on Tchebyshefl' inequality ) of the probability (or frequency 

' in large number of trials ) of the event {W"< W). In other words 

t he inequalit y (21 ) evaluates the frequency of the event that the 

NAO solution ,: 1 , ••• ,x~ is • equivalent t o t he er r orless s olution ; 

t his evaluation is close to one if the v alue of ó is close t o 

;:ero. 
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Theorem 2. 

If the assumptions Al - A3 are satisfied then: 

varcw· ) :s; ~ m(m - 1)(2m - 3)&(1 - &) (22 ) 

Proof of t his the<irem is given in Klukowski ( 1990 ). 

Two conclusions :mportant for further considerations can be 

derived from the inequality ( 22 ) . 

Conclusion 1. Under the assumptions Al - A3 the variance of the 

random variable w• / M converges to zero as m - > "' , i.e . 

.,! i lll var(W' / M) = O • (23 ) 

Concluslon 2 . Under the assumptions Al - A2 the variance of any 

variable W from the family ',/ satisfies the conditions 
~ 1 

var(W) < 8 m(m - 1)( 2m - 3 ) , . ( 24 )" 

lim var(W/ M) = O • 
m- ><Il 

(25 ) 

Proofs of the relat ions (23) - (25 ) are given in ·Klukowski ( 1990). 

From (23) and · (25) it fellows that if the random variable W 
satisfies the inequallty 

l i m E [l (W' - Wł ] < o (26) 
m- >CD M 

then the variable w* /M converges (in stochastic sense) to a limit 

!ower than that corresponding to the variable W/ M. In this case 

the probabllity of the event {W• < W} converges to one as m->ro. It 

can be shown that the inequality (26) holds for each partition 

X , •. ,x , whlch sa_!;lsfles at least one of the following conditions 
1 r 

lim [card(I - r *}]/M > o , 

l lim [card(P - p•)]/M o (27) 
1 1 

lim [card(P 2 - P;)]/M o 
This fact lndicates that for large m the appllcation of the NAO 

method makes lt possible to eliminate systematic errors. 

In the case, when all the probabllities of comparisons errors 

aFe close to &, the evaluatlon (24) can be also used · to construct 

the rough test (based on the Tchebysheff inequality for variance ) 

for the hypothesis that the partition X1 , ... ,x; is errorless 

against the alternative that it cannot be accepted as the solution 

to the formulated problem. 
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5. Conclud.ing remark.s. 

Results, presented in this paper, show that the NAO method 

provides a reasonable solution of the ranking problem under 

much weaker assumptions than those . commonly used in literatura. 

Especially, lt should be emphasized that one can evaluate the 

probabillty of determining the errorless solution even if results 

of comparisons are not independent and probabllities of errors are 

not known. Moreover if the covariation structure of comparisons 

satisfies the assumption A3, then the NAO method makes it possible 

to ellminate systematic errors. 

The approach used in this paper can be also applled in the case 

of N > 1 independent comparisons for each pair. The first 

results on this subject are presented in Klukowski (1990). 
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