











ution exis on]l if decision maker are not too Isx aversix

that . when they are fai rd ing.

Feedback perfect state pattern.

Now, assume that at every stage k = 0,1,...,N both decision
makers know the state vector x(k), i.e. Yl = x(k). Then, for i
=1,2; x=0,1,...,N-1, see Krajewski (1990)

u, (k) = -Bfni(k+1 [I-eisni(k+1)]'1 A(k+1)Bx (k) , (14)
2 . )t
A(k+l) = I;ElBijﬂj(k+l)[I-eisni(k+1)] . (15)

M (k) = Q;(k)+ [I—eisﬂi(k+l)] A(K+1)A [Hi(k+1) +

+ ni(k+1)[Bisf-eisz]ni(k+1)][I-eisni(k+1)]'1A(k+1)A, (16)

ni(N) = Qi(N) ‘ (17)
-1 .
S ei“i(k+1) >0 , if e; > o] )
The structure of the above solution is the same as ~ . the

standard LQG problem. Note that this case admits the affine N:
solution for more cautious decision makers then the previous one.

Feedback imperfect state pattern.
At any moment k = 0,1,...,N both decision makers observe the

state vector through linear channels

yi(k) = Cyx(k) + vi(k) , 1=1,2. (19)
vl(k), vz(k) are for any k = 0,1,...,N zZero-mean independent of
x(0), w(k) Gaussian random vectors with covariances Rl, R2.

Moreover, we assume that decision makers exchange observatiol
with no delay, i.e. their actiomns at any stage k are based on the

same information
00 = 1,00 = 100 = {[v;0,¥,@]... [y 00, v, 00 ]} @0
Following Whittle (1981) we obtain risk sensitive rsions of
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