





spond to logical or symbolic rather than numeric  values, initiated a broad research of s
field. A number of approaches to the analysis and modelling of such systems and processes,
called discrete-event ones, has been proposed to reflect the different aspects of their behaviour
and the many areas where they arise, Ho (1989), Varaiya and Kurzhanski (1988}, Workshop
(1991). The proposed models are usually classified into two classes, logical and temporal, where
a key element is a timing of events, Varaiya and Kurzhanski (1988). Another two classes of
models, qualitative and quantitative, can be distinguished. In the former class, a set of possible
event paths and the qualitative aspects are considered to study the system behaviour, Cassan-
dras and Strickland (1989), Hoare (1985), Milner (1980), Ramadge and Wonham (1987), the
latter models utilize numerical characteristics to represent that, Ho (1987), Zeigler (1984).

The forecasting problem as stated above is closely related to a pattern recognition problem,
Pik and Bruzek (1989). That is concerning with assigning a given pattern (e.g., object, phe-
nomenon) o one of the known classes. There are two fundamental approaches used to solve
pattern recognition problems: the decision-thecretic or discriminant approach and the struc-
tural or syntactic one. While the decision-theoretic approach is more suitable for numerically
expressed patterns, the structural approach, as it is based on an analogy between the structure
of patteras and the syntax of a language, suits to patterns represented by forr ~ iymbols, e.g.,
Ferrate G., Pavlidis T., Sanfeliu A, and Bunke H. (1987).

In the paper, a decision support system for the analysis and forecastmg of natural discrete
event processes is considered. In Section 2 we summarize some basic concepts used in the
method of sample path analysis described in Section 3. An application of =~ decision support
system is illustrated = 3ection 4.

2 Event, Distance, Discrete-Event Process

An alphabet is a finite nonempty set the elements of which we call symbols, events, or states.
If £ is an alphabet, then £* denotes the set of all sequences of symbols of the alphabet T
including the sequence X consisting of no symbols. The length of a sequence X , written | X |,
means the number of symbols in X when each symbol is counted as many times as it occurs,
{A]=0. A sequence X is a subsequence of a sequence Y iff there are sequences X; and X,
such that ¥ = X X X3, where X; X X; denotes the concatenation of the sequences X, X, and
Xj.

The sample path analysis considered in the method is based on the notion of distance
between two event sequences. To determine it, a proper use of event-to-event operations is
needed to change the one sequence into the other. The following operations are considered to
transform a sequence X into a sequence Y, X,Y € &*:

1. deleting one event from X,

2. inserting one event into Y,

3. substituting one event of X for another single event.

The considered operat” s can be written as a pair of e events s = (a,b) # (A A), a,b € ZU{A},
where 1.b= X\, 2.a= A, 3.a,b3# ) respectively.

To reflect a difference in the application of the operations, a nonnegative real number is as-
sociated with each event operation. Two modifications of the transformation of ihe event
sequences are considered. :
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The former is based on a stochastic mapping T': EU{A} — EU{)}, s an alphabet of
events, T(a) = b, (a,b) # (X, )), with a probability ¢ 'a) associated with each event-to-event
zration ¢ = (a, b).
supposing the independence assumption for the considered operations, and at most one trans-
formation of each event, the probability of the transformation X into YV, ¢(Y/X), X =
@14y . .. 4,, is defined by

o(Y/X) = mazyre, q(Y*/X) = mazyre Ay qlaf/a;)},

where 7 is a set of all partitions of Y into n subsequences, Y* = ofa}... ok, af e k",
j=1,2,...n, Lu and Fu (1977).

As follows from the definition of g(Y/.X), it corresponds to the most likely way of transforming .
X into Y.

The latter modification introduces the Levenshtemn metric for an optimal representation of
the event sequences, Levenshtein (1966). A nonnegative real number w(s) associated with each
event operation is called a weight of the operation s = (a,b). The notion of w(s) is extended
to a series of operations S = s1, S, . .., Sy using

w(S) =7, w(s) and w(§) =0for m= 0.

The weighted distance dy(X,Y) from X € E* to Y € E* is defined by

d,(X,Y) = ming{w(S) : S is a transformation of ¥ from X }.

Procedures following the algorithm of Wagner and Fischer are commonly used for the

c ation of the weighted distanc 1d Fischer (1974), dynamic programming
'd 7 the correspor umw O(l X | x |Y]).
A transtormat o -~ set length-preserving if it t f s X into
) (| =Y

crete-event system (I” ~ 5) is defined as a 3-tuple

DES = (S,E, D),
where
S is an alphabet of states,
E is an alphabet of events,
D is a transition function, D : S x E — SuU{A},

and A is used to indicate an undefined transition.
Such DES is also called the untimed (logical) DES to distinguish it from the system where
the event occurrence time is taken into account.

A discrete-event process is introduced through a sample path of the DES that is given by
an event sequence eje;...¢e; € E*.
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3 Decision Support System

Consider a natural system affected by endogenous and exogenous activities. Depending on the
insight into the problem being solved, suppose a finite number of possible states or integral
characterizations of the system’s behaviour in elementary time intervals. To describe the be-
haviour in an extended interval of time, the distinguished situations are interpreted as discrete
events and the corresponding event sequence is considered. In this way, a time development of
the behaviour is represented by a sample path, where an equidistant timing is supposed.

To support the analysis and forecasting of the system’s behaviour, the problem is formulated

as follows.
Let a sufficiently long history of the system’s behaviour be represented by the sample path
€1€3...€; . Now, assuming the be” riour of the system in an interval (iy, i) represented by the
event sequence €, ...e;, , We requanc some description and/or characterization of the behaviour
in the defined interval (ky,k;). Further, let a union of intervals instead of the interval (z), i)
be possible as well.

The underlying idea of the method supporting the decision making reflects, in fact, buman
reasoning and experiences. In our approach, a formalization of those is introduced using an
objective framework based mainly on the notions of the discrete events and their distances.
Indeed, they make possible to utilize a-priori information concerning the process and, o.. the
other hand, to view the process with a variable selectivity.

As any event oc  rence time is not | into account, the untimed DES = (S, E, D)
and the sample path eje;...e; € E” are considered. For the preseribed event subsequences,
€, -.-€; in (i1,13) , the considered method looks for all occurrences of the same or the similar

subsequences in the considered sample path. To find those, the numerically valued distance of
the event subsequences based on a-priori defined event-to-event operations is utilized. The next
development of the found subsequences in (k;, k) is extracted and a clustering based on the
nearest neighbour rule is used to get a partition of this set, Lu and Fu (1978). The subsequences
clustered into the same partition class are characterized by a reference subsequence and by
associated absolute and relative frequencies corresponding to a probability space. Finally, as
these reference subsequences and frequencies characterize the development of the behaviour in
the required time interval, the results are summarized to give an insight into the structural
relations among the events in the context of the process development.

Rhytmical components of activities affecting the system may be revealed. To respect they,
only particular periods of the considered sample path can be taken into account.

As particular events represent the process usually at short time intervals, one may object to
the usefulness of those especially for long-range forecasting. To face it, the «  idered method
employing the weighted distance introduces, =~ =ffect, a new process representation derived
from the original one and based on macro-evel

As the notion of the weighted distance is based on the event-to-event operations, there is a
possibility to handle noisy, uncertain, or incomplete events. Following the structural approach
to pattern recognition, the real number associated with each event operation can be viewed as
a measure of possible event occurrence and a transformation of the original sample path into
a prototype one can be considered.
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4 Application

The proposed method based on the length-preserving transformation of the event sequences
is really utilized for the analysis and the forecasting of the atmospherical circulation, Pik and
Bruzek (1989). It is a part of the computer-aided decision support system for the long-range
weather forecasting in the Czech Institute of Hydrometeorology.

In this application, the updated Hess and Brezowsky’s standardization (GWL symbols) of
the pressure field over the Atlantic-Europe region is considered, Hess and Brezowsky (1969).
Twenty-nine well defined non-numerical types of the daily configurations of the pressure fields
are distinguished, moreover, another type is added to represent an exceptional configuration.

Starting from 1881 the considered time series contains about 40,000 symbols constituting
a sample path. There are attempts to utilize the standardization to the weather forecasting:
e.g., Mares and Mares (1982), where the Markov chain theory is taken into account. States of
the Markov chain are labelled using the alphabet of the GWL symbols and the corresponding
transition matrix is computed. The obtained results are very briefly outlined and it is con-
cluded that the considered Markov process is “...a first good approximation..., but a better
approximation may be obtained often by fitting with a higher order autoregressive.”, Marcs
and Mares (1932).

In our model, the set of event sequences of the given length over the alphabet of the GWL
symbols Eqgw,, is reduced using the weighted distance. To compute it, we prepared two sets of
the event—to—event operation weights. The weights of the former set follow a physical analogy
of the pressure fields and are as follows
Zowr ={C,S,W,A,B,H,V.X,2,Y,T.R,J,I,F,E,M,0,N,D,1,2,3,4,5,6,7,8,9,U}, 0, =
{C,S\W}, 02 ={A,B}, o3={H)}, 00 ={V,X,Z2,Y,T,R}, 0. {J,I},

O = {F,E,M,O}, gr = {N,D}, Og = {1,2,3,4,7,8,9}, Ty = ‘{5,6}, T = {U},
w(a,b) = ¢; iff a,b € o; for some i € {1,2,...,10},
w(a,b)=c¢; ifa€o;, bEo,. 1,jE(1,2,...,10}and i #J, ¢ < ca.

The latter set represents a more complex case as the weights depend on the correspondence
between the weather and the standardization and, in effect, the twelve sets of the monthly
weights are introduced.
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