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Abstract

This paper describes the slow learning algorithm of unsupervised adaptive
resonance theory ART?2 neural network. At first, the algorithm is presented
step by step with formulas, and it is shown how an individual vector
affects the network. At the end of the process, we have a learned network
with stable recognition clusters according to the vectors. The process of
the learning algorithm is presented by a generalized net model.

Keywords: Generalized Nets, Neural Networks, Adaptive Resonance
Theory.

1 Introduction

Adaptive resonance theory (ART) [3, 4] was introduced by Stephen Grossberg
in 1976. In this work ART?2 [2, 3, 4] neural network [8], slow learning algorithm
[5, 6, 7] is taken into consideration. ART?2 is designed to perform operation over
continuous valued input vectors. It consists of two layers — the first one has
complex units or neurons that support a combination of normalization and noise
suppression. The second layer is a competitive one. Both of them are fully
connected with bottom-up and top-down weights. In addition, the bottom-up and
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top-down signals are needed for the reset mechanism that takes the design
whether or not the input vector takes place in the winner cluster. The neural
network is learned by modification of the bottom-up and top-down weights. The
structure of the ART2 neural network is presented below:

Fig. 1. Structure of the ART?2 neural network

The slow learning algorithm according to [6, 7] can be expressed by the
following steps:

Step 1. Initialize parameters: a, b, 6, ¢, d, e, a, d, EP, [ where:
a, b — fixed weights in the F) layer;

O - noise suppression parameter;

¢ — fixed weight used in testing for reset;

d — activation of winning £ unit;

e — small parameter using preventing division by zero;
S-matrix with input vectors (s1, 52, ..., Sx);

n —number of the neurons on the input layer;

m — number of the neurons in the second layer;

o, — learning rate;

p — vigilance threshold;

b; — initial bottom-up weights;

t;— initial top-down weights;
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e EP —number of epochs;

e /—number of loops in F| layer.
Step 2. For each input vector s do Steps 3-11.
Step 3. Update F) unit activation:

W.
u; :0, X; Z—l’q' =0
s
M}l' :Si’ pi ZO’VI' :f(x)i
The activation function is f (x) = {g li . i g
if x

Update F activations again
Vi pi

.= X = Wi q; =———
st T e T e
w=s;+a*u;, p=u, v;=f(x), +bf(‘])i
Step 4. Compute the signals to /7 units:
Y :ij *pi
J

Step 5. While reset is true, do Steps 6-7

Step 6. Find F> unit with largest signal. (Define J such that y; > y; for j = 1, 2,
ey )

Step 7. Check for reset:

u

Vi u; +cp;

R e R
If ||r|| <p—e then y;=—1 (inhibitJ)

(Reset is true; repeat Step 5 )

If ||r|| >p—e

Reset is false; proceed to Step 8

Step 8. Update weights for winning unit J

t; = odu; + {1+ ad(d -1t
by = adu; + {1+ ad(d —1)}b,
Step 9. Test stopping condition for number of epochs.

2 GN-Model

Initially the following tokens enter the generalized net [1]: In place L — a-token
with initial characteristic x§ = " < 515, 53 s, >", where k is the number of
input vectors. In place L, — f-token with initial characteristics
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xg ="<ab,cednmpabEPIl>"
Generalized net is presented by a set of transitions:

A=A{Z\, 22,73, 24, Zs, Zs, 1, Zs},

where the eight transitions describe the following processes:
Z; = “Extraction of a vector from the matrix”;

Z, = “Calculation values of the vector”;

Z3 = “Normalization of the data”;

Z4 = “Assignment of weights”;

Zs = “Calculation of resonance state”;

Zs = “Suppression of the noise”;

Z7 = “Updating weights”;

Zz = “Determination of winning neuron”.

Fig. 2. GN model of slow learning algorithm
of unsupervised ART2 neural network
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The constructed GN-Model consists of eight transitions with the following
descriptions:
Z1=({L, L, Ls, L16},{L3, La, Ls}, R1, V(L1, L2, A(Ls, L16)))
R L, L, L
L False False True

False False True,
Wiy Ws, True

¢ | False False True

W

NSNS

-

where Ws3 = Ws4 = “There is an active signal from place Lis”. Token S that

enters place Ls from place L, unites with token a'(from place L)) in one &token
with characteristic

§ __n B. B. B. B. B. B. B. B.
Xey =< "priXg; Pr 2Xg; Pr3Xg; PraXg; PrsXg; PreXg; Pr7Xg; PrgXg;
B. B B B a a a">
ProXy; Pr1oXg;Pr11Xg; Pr12Xg; PT1X0,P72Xp,. PTkXo ~-

Token o' enters place L3 from place Ls with characteristic

x5y =< priX{; proxh; prax; praxp; prsxf; prexp; proxp;

B. B, B. B. B. "
PrgXy; ProXy;Pri0Xg;Pr11Xy; PrizXy; prixg">,

where i € [1; k] represents the current number of iteration. Token o’ enters place
L4 from place L3 with characteristic

!
oqa on
Xeu = PriXp -

Zy=({La, Lo, L17, L1s}, {Ls, L7, Ls}, Ra, V(~A(La, L9), A(Ls, L17)))

Le Ly Ly

Ly | False False True
Ly | False False True,
Ly | Wse Wg7 True

s>

L7 | False False True

R2=

where:
e Wge=“The values of p and w units are calculated and prlzxgu =17

e Ws7="“The values of p units are calculated and prlzxgu > 17,
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Token §" enters place Lg from place Lo with characteristic

8" _ B. B. B. B. B. B. B. B.
Xcu =< PriXgy; PraXg; PraXg; PraXy; PrsXg; PreXg; PryXg; PrgXp;
B. B. B. B. e
ProXg;Pri0Xg;Pri1Xp; PrizXg; PriXgXewn;¢">,
On the first activation on the transition token y enters place Ls with characteristic

Y _u g n _ ¢ _n_o 8! en
Xeu = Xew M, " and 7=0and x;,="Xcy +PriXg *Xey'

On the second activation 7 = Xg; + K’ * prg xg”. The token that enters place L7
from place Lg obtain characteristic

81 = "prsxd’; prexg; proxg; proxg i xEu;x&,"
Zy=({Ls, Le, L13, L19, L21},{Lo, L10, L11, L12, L13 }, R3,
V(L3, Le, L13, L19, L1, L26))

Ly Ly Ly Lp L

Ly | False False False False True
L¢ | False False False False True
Lz W39 Wisgo Wisnn Wizpn True’
Lyg | False False False False True
Ly, | False False False False True

Ry =

where:

o Wizo=“The values of “u” units are calculated”;
Wi3,10 = “The values for resonance verification are calculated”;
Wis.11 = “The value of resonance is normalized”;

€.

Wi3,12 = “The values of “x” and “q” units are calculated”.

Token 0" enters place L3z from place L3 united with one &' — token and obtain
characteristic

X(E:Su =< prlxg; przxg; pI':;Xg; pI'4Xg; pI'5X§; pr6xg; pr7x§; prgxg;

B. B. B, B. o€ .
ProXo;Pr10Xo;Pr11X0; Pr12Xg; PriXg X",

where
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! Xcu

8/!
praxg + |[xcull
Token y' enters place Lo from place L3 with characteristic

v 0% s 8w
Xey = "PraXew €,€7,M', Pra Xg , PraXg

where
n
n
x&, = lez +x2 4+ x2
i=1
and
n' no .2 2 2
xcu == izlxl +x2 +"'xn,

where x are the different elements of the vector s;.

Token u'’ enters place L, from place L3 with characteristic

n n
I'L — 6 8 n
Xey = "W,prgxp ,praxg "

where

Cu le 1x1 +x2 x%
Token y'’ enters place Li» from place L3 with characteristic

n
Yy sy 5 5 5
Xy =6 ,0, proXg , preXg , PrioXg

where
4
U _ ProXcy
Xcu - 8” y
pryXp + [[proxg,ll
and
y
6”7 _ p’rlxcu
Xcu

- Ny .
praxd +||praxl, |

Zy=({L7, L1s, L23, L27},{L14, L1, L1s, L17, L18}, Ra,v(L7, L1s, L23, L27))
Z’14 LIS L|6 L|7 L|8

False False False False True

Wisis Wisis Wisie Wisys True,

False False False False True

False False False False True

R, =

)

8]
w

NN NN

5]
-

where:
o Wiu=“i>m;
o W55 = “Bottom—up and top—down weights are determined”;
e Wis16 = “Request for next input vector”;
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o Wiz 17="“Top—down weights are determined”.

The token that enters place Lis obtain characteristics

vV stv sV sv sV 0 g
5 pr10 'przo ,pr30 'pr6cu'Xcu:Xcu'Xcu:Xcu'Xcu

where
0 1
Xeu = 5TV STV

(1_pr10 )*prZO
K _ g

Xeu = ( tj )’

v
prsg

!
[ € (5]
Xeu = § PrXcy * Xcu-
1

x&a = max(xgu ())-
The tokens x9,x¥, update their values from the tokens coming from the
transition Z;. The tokens xg, obtain characteristic “next max value”. The token
that enters place L;s from place L;s obtains the characteristic

P _w ok @ FYi4 sV, s,
Xeu = Xculxcu:prlo ,pr40 ’ prscu ’

Tokens ¢ enter place Lis from place Lis and obtain characteristic

!
S _ (v n
X2y = ("next vector")

. . . . V n . n
The token in L4 obtains characteristic pr4‘gu = "reject set".

Zs={{Lo, L2o}, {L19, L20}, Rs, V(L10, L20))
— | ng L20
° L, | False True,
Lyy | Wagyo True

where Wa.19 = “Resonance state is calculated”.
The tokens that enter place Ly obtain characteristics

R

nr n
14 n 5 8 M,
Xy "ProXee €,€7,M, Pra X§ , praxg ,Xey
where
Y Y Y
Lo prZXcu + prS XO * pry Xcu i
XCu - Y’ YI )

Pre X0 + pr3 xCu + Prs X, * Pra Xcy
The token that enters place Lo from place Ly obtain characteristic

III

W =pry), .

Ze={{L12, L2} ,{L21, L2}, Re, V(L12, L22))
| L21 L22

L, | False True,

Ly, | Wy True

R, =
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where Wa:21 = “Noise suppression is determined”.
12; €

Y Y

A%
The token that enters place L, obtain characteristic x), = x),,x),; where

€ " " "
Xeu = f(przzu) + pr3 X?)/ * f(proXey );

The token that enters place L from place L»» obtain characteristic
’

Vn

e __n
Xcu = Plag, -

Z7={L1s, L24, Las}, {L23, Loa}, Ry, V(L2a, A(L1s, L25)))

| L23 L24
L, | False True
Loy | Wasos True’
L,, | False True
where W»423 = “The weights are updated”.
The token that enters place L,4 obtain characteristic

Xgl,l, = <pr1X§: perﬁ: prsxg: pr4X§: prsxg: prexg: pr7xg: prsxg:

prgxg:prmxg:pruxg: pr12Xg>

!
PP _ P A v &,
Xeu = Xew Xew Xew Xeus

R, =

where
[ P .
Xgu = Pry Xo * prag * prsP, + (1 + prag * prag(prag — 1) * prixg,);
XPu = PTa Xg * Prag * prsf, + (1 + prag * prag(prag — 1) * proxgy);
The token that enters place L3 from place L4 obtain characteristic

S _ n A AVART]
Xcu - XCU’ XCu "

Zs = ({L1, L27},{L2s, Lag, L27 § V(L11, L27))
|L25 LZG L27

L, |False False True,

Ly \Wy2s Wyoae True

R, =

where:

o Wras=“Y = prg Xg —pry Xg”;

o Wape =, Waps”,
The token that enters place L7 obtains the characteristic

nr 12
xélu = xélu 'Xiu'xgu;
where
Xfu = "true";
xou = "false".
The token that enters place L»s from place L,7 obtain characteristic

EI nr

— no,
Xeu = Pr2 Xey
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The token that enters place Ly from place L,7 obtain characteristic

’ "
o _ K
Xcu = Pr3 Xey -

3 Conclusion

The process of slow learning algorithm of ART2 neural network was presented
with GN model. It was showed how an individual vector passes across the
network and changes its activities of the neurons, in the end we have stable
recognition clusters that have both “stability and plasticity” and also if there is
noise, the network is able to suppress it according to the user’s choice of
parameter.

The algorithm might be of help for people who need to solve problems that
cannot be solved with other networks.
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