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DESIGN OF LINEAR TIME-VARYING TRACKING SYSTEMS WITH 
STOCHASTIC DISTURBANCES 

1. INTRODUCTION 

Recently a number of papers [1, 5] have been published which are devoted 
to the design of Iinear time-invariant tracking systems for polynomial command 
inputs. In the pa pers [2, 3, 4] the method has been generalized for linear 
time-varying systems and for linear time-invariant systems with delays. 

The purpose of this paper is to propose a new designing method of linear 
time-varying tracking systems with stochastic disturbances for polynomial 
command inputs. 

The proposed method can be considered as a generalization (for systems 
with stochastic disturbances) of the method given in [2] or as a generalization 
(for time-varying systems) of the method given in [6]. 

2. STATEMENT OF THE PROBLEM 

Consider a linear time-varying plant described by nth order differentia! 
equation of the form 

I d'v 
a;-··= u+11 

dt' 
i=O 

(all= 1) (1) 

where u= u(t) E R1 is the input, y = y(t) E R1 is the output, a;= a;(t) are the 
coefficients depending on time t and 71 = 71 (t) is the disturbance. We assume 
that the disturbance is a stochastic process which fulfils the following condi­
tions 

drm,, 
-=0 
dt' 

and 

cJ2'Rq(t1 , t2 ) 

- - = o at~ at; 
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(2) 

(3a) 



{(
d' [x] ) (d'l'/(t) )T} 

E dt' -;- lt=O df1,=r2 =O' 

{(
d'f/(l) ) (d' [x] )T} 

E ---:ir,,=,, dt' -;- it=O. = o 

(3b) 

where mq=mit) is the mean of17 and Rq=Rit1 , t2 ) is the second order joint 
moment of 17. 

Introducing the state vector 

(4) 
dn-1 

where x 1 = y, x 2 = y, ... , x 11 = dt- ~, the equation (1) can be written as 

follows 

i= Ax+B(u+I'/) 

y = Cx 

where 

A= A (t) = 

o 

o 

o 

1 

o 

o 

o 

1 

o 

o 

o 

1 

-Q11-l 

' 

(5) 

(6) 

o 1 

o o 
B= 

' 
CT= o (7) 

o 
1 o 

Let us consider the closed-loop tracking system (Fig.), which consists of 
the plant, r integrators described by the equations 

Ż1 = v- y 

(8) 

ż, = z,_ 1 

-y 
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and r+ 1 gai n elements depending on time described by the matrix 

k = [k0 , k 1 , k2 , ... ,k,] 

The problem can be formulated as follows. 

(9) 

Choose the matrix (9) in such a way that the output y of the closed-loop sy-
stem will track the command input of the form ' · 

r-1 

v = v(t) = I cx;t; (10) 
i = O 

so that 

limE{[v(t)-y(t)J}=0 for k=l,2 (11) 
t- Cf.) 

where E is the expectation operator. 

3. SOLUTION OF THE PROBLEM 

The system which consists of the plant and r integrators is described by 
the equation 

[:] = A{:]+B0(u+ry)+Bcv 

where 

zT = [z 1 , z2 , ... ,z,] 

A o o o o 
-C o o o o 

Ao = o 1 o o o 
' Bo= 

O O O . .. 1 O 

Substituting the relation 

i=1 

nto :equation (12) we obtain 
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B 

o 

o 

1 

O , Be= O 

o o 

(12) 

(13) 

(14) 

(15) 

(16) 



where 
A+Bk0 Bk 1 Bk2 Bk,_ 1 Bk, 

-C o o o o 
Ac=A 0 + B0 k= o l o o o 

.... . ....... . . ............... 

o o o l o 
Equation ( 16) describes the closed-loop tracking system. 
Theorem 

( 17) 

The output y of closed-loop system tracks the command input (10) so that 
the condition (II) is satisfied, if the matrix (9) has the following form 

k = [a 0 -b„ a 1 -b,+1 , ... , a11 _ 1 -b11 + , -i, b,_ 1 , . .. , b 1 , b0 ] (18) 

where b0 , b'1 , ••• , b,. +r- i are constant coefficients of the characteristic poly­
nomial . . 

d [I AJ ·,,+, b .: n + r - J b +b er s - c = s + ,.+, -i s + .. . + 1 s 0 

of the matrix (17) which has all eigenvalues in the open left-half plane. 
Proof 
Note that for 

k0 = [a 0 -b, , a 1 -b,+ 1 , ... , a11 _ 1 -b,. +, -1 ] 

and 

k; = b,- ; 

we have 

Bk0 = 

and 

Bk;= 

o 

o 

o 

o 
o 

o 

b, - ; 

for i= I , 2, ... , r 

o o 
o o 

o o 
a11-l -b11+r - l 

for i. = I , 2, . . . , r 

(19) 

(20) 

(21) 

(22) 

(23) 
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Therefore 

A+Bk0 Bk 1 Bk2 Bk, _ 1 Bk, 

-C o o o o 

Ac = o 1 o o o 
... .. 

o o o 1 o 
o 1 o o o o o o 
o o 1 o o o o o 

. . . ... 

o o o 1 o o o o 

= -b, -b,+1 -b,+2 - b,, +, - 1 b,-1 b,-2 bi bo 

-1 o o o o 
o o o o 1 

o o o o o 
By simple calculations can be verified that 

det [sI - Ac] = 

s -1 

o s 

o o 

b, b,+ 1 

1 O 

o o 

o o 

o o 
-1 o 

o .. . -1 

b, +2 ... s+ b,, +, - 1 

o 

o 

o ... 

o 

o 

o 

o 
o 

o 
-b,- 1 

s 

-1 

o 

o 
o 

o 

= s"+' + b,. +, - 1s"+r- l + ... + b1 s+bo 
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o o 
o o 

. . · 2 

1 o 

o o 
o o 

o o 
-b,-2 ... - bi 

o 

s 

o 

o 

o 
o 

o 
- bo 

o 

o 

o - 1 s 

(24) 

(25) 



Note that the matrix (24) has constant elements. Therefore, differentiating 
equation (16) r times, for command inputs of the form (10), we obtain 

- - -A - +B -d' + l [ X l d' [ X ] d' Y/ 
dt' + l z ' - C dt' z o dt' 

(26) 

and 

--E -A -E B -E , d'+
1 [x] d' [x] d' 

dtr+l z - cdt' z + 0 dt' [r,] (27) 

If all eigenvalues of the matrix (24) are located in the open left-half piane 
and the condition (2) is satisfied, it follows from equation (27) that 

. d'E[z,] 
hm---=0 

t • oo dt' 

From the equations (8) we have 

d'z, 
-=v-y 
cit' 

Therefore 

d'E [z,] 
lim , =IimE[v-y]=0 

t • oo dt t • oo 

Taking into considerations the solution 

- = eAct - + eA c(t - r)B _'!__!__ d, d' [ X ] d' [ X ] I d' ( ) 
dt' z dt' z o d-r:' 

it=O O 

of equation (26) and the conditions (3a), (3b) we can write 

where 

(28 

(29) 

(30) 

(31) 

(32) 

(33) 
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lf all eigenvaiues of the matrix (24) are iocated in the open ieft-haif piane, 
it follows from equations (32), (29) that 

lim E -f = lim E {(v- y) 2
} = O {(

cl' z )2} 
, - oo dt , ... oo 

(34) 

This completes the proof. 
From the above considerations the following designing procedure of the 

closed-ioop tracking systems follows. 
l. Choose the eigenvaiues s 1 , s2 , .•• , s11 +, of the matrix (24), which are 

iocated in the open left-haif piane, so that the closed-ioop tracking system 
will have prescribecl dynamical characteristics. 

2. For the given s1 , s2 , ... , s,,+, calcuiate the coefficients b0 , b 1 , ... , b11 + ,-i 

of the characteristic polynomiai ( 19). 
3. Using the formula (l 8) calculate the matrix k for the given coefficients 

bo,b1, ... ,b11+r-l and Go , G1, .. ,,a11-I· 
These considerations can be generalized for higher order moments (k ~ 3) 

and for multivariable systems. 

4. EXAMPLE 

Consider a Iinear plant describecl by the equations (5) , (6) for 

(35) 

and 17(1) is a stochastic process with 111,,(t)=E[17(t)]=t, R/t 1 , t2 )=E[17(t 1) 

17(12 )] = 11 t2 which fu!fils the condition (3b). 
Choose the matrix 

(36) 

so that the output y of the closed-Ioop system will track the command input 
of the form 

v=v(t)=t 

with 

lim E {[ v - y ]k} = O for k = L , 2 

(37) 

(38) 

In this case we have r = 2 and it is easy to verify that the conditions (2), 
(3a) are satisfied. 

Let the eigenvalues of the c!osed-Ioop matrix be s1 =s2 =s3 =s4 =-2. 
Therefore 

(39) 
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and 

b0 =16, b,=32, b2 =24, b3 =8 

Using the formula (18) we obtain 

k = [a 0 -b2 , a1 -b3 , b 1 , b0 ] = [e- 1 -24 , -9, 32 , 16] (40) 
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SUMMARY 

A new designing method of single-input single-output linear time-varying 
tracking systems with stochastic disturbances for polynomial command inputs 
is proposed. It has been shown that it is possible to choose the gain matrix k 
of the closed-loop system so that the output y(t) tracks the command input 
v(t) with lim E{[v(t)-y(t)]''} =0 for k = I, 2(E - expectation operator). 
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