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PROBLEMS OF STﬁUCTURAL ADAPTATION IN OLD INDUSTRIAL AREAS
A FACTOR-ANALYTICAL APPROACH

1. Introduction

Structural change in an economically interdependent world is a
phenomenon the consequences of which are unevenly spread, even
within developed countries. Although the necessity of structural
adaptation is acknowledged to be in the general economic interest,

the costs of this change are undisputably not borne equélly; the
burden is concentrated on selected social groups and regions. One

type of region in which the consequences of structural change

(and the inability to adjust.to these consequences) become most

obvious is the so-called "old industrial area".

01d Industrial Areas (hereafter referred to as 0IAs) are gene-
rally understood as héving the following characteristics: an
economic base going back to the last century - as such it com-
prises areas in which the impulses for economic prosperity have
been created, a prosperity which has lasted for more than a’
centdry and which is now declining; a concentration in a narrow
range of industries, typically mining, steel production, heavy
engineering, paper, textiles. Such areas exist in many developed
countries: in FERG ~~ the Ruhrgebiet, in France parts of Alsace-
Lorraine, in Great é}iiain the areas around Ngwcastle, Liver-
pool, Glasgow, in the US Western Pennsylvania and West Virginia,
and in Austria the steel district concentrated in the northern
part of Styria. This list of exaﬁp]es demonstrates that the
phenoménon of concentrated costs of structural change (the pro-
blems of stagnation with high unemployment and, because of the
strong monostructure, limited possibilities of avoiding it by
commuting to other firms or sectors) occur in many countries .
of the developed world.
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© Some of these symptoms may occur in regions that might not be

'_"o]d" in the specific sense of this context. It will be argued
here that (1) there are distinctive .differences in

regions within developed countries; (2) the OIAs represent a
special case of regions wiht characteristics indicating an in-
ability to adjust to structural change; (3) this inability is
the result of a combination of elements, a combination that is
remarkably different from that of other regions; and (4) these
elements point to the supply side as a cause of the difficulty
of change, an emphasis that can be supported by theoretical
considerations.

2. A Theoretical Approach

An important problem in regional growth theory is how to explain
changing fortunes in regional development, i.e. why favoured
regions reach a peak of prosperify and then start to decline.
The well-known regional growth theories (export base model,
models of cumulative causation, shift-share analysis, models of
normal growth patterns, to the extent that the latter two can

. be regarded as theories) emphasise change in one direction only,
" although each is capable of highlighting certain aspects of the
lost dynamics of OIAs.

For a long time it was popular in regionai economics to focus
attention on structure. Indeed it is very tempting to explain a
region's decline in terms of structure, pafticuIarly if the re-
gion's economy is characterised as a monostructure (i.e. is con-
centrated in very few industries). The structural explanation
employed by Toothill (1961) and Scott (1965) was seriously
questioned by Chinitz (1961) and later by Cameron (1970). The
basic assumption (that the growth differential can be attributed
to the structural component) has to be dismissed. The explana-
tory content of shift share analysis was very doubtful anyway, '
since the empirical findings were not able to show the dominant .
influence of the structural component. This is not to suggest
that the “"structural® explanation must be dismissed completelj.
After all, in most studies, approximately half of the growth
differential is explained by the structure.‘)vrhere are, however,
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three qualifications. First, most studies do not go beyond 1970,
a point of time after which the problem became more serious.
Second, the results are sensitive to the level of disaggregation.
Third, there are considerations beyond the purely compositional
aspects of structure. Chinitz (1961) made the important point
that ‘a particular structure can have negative influence on im-
portant characteristics of the supply side, such as entrepreneu-
rial behaviour, accessibility to capital high wages, quali-
fication of work force, environmental conditions etc. All this
meant, however, was that the decline of 0IAs cannot be exp1a1ned
exclusively in terms of structure in the traditional sense of
sectoral compositions. !

A second approach of the regional economist is export base
theory. As with shift share analysis, it was very popular, es-
pecially in the '50s and '60s, but was dismissed #n the early
*70s as not theoretica]]y-va}id by Richardson (]978) amdng
others. However, export base théory makes the essential point
that important impulses for regional growth are set by exogenbus
demand of which export demand constitutes the most part. The
approach has been revived by export-led growth models, starting
with Kaldor (1970, 1977) who argued that once the Verdoorn law
is taken into account, once-prosperous .industrial countries

or regions may experience decline due to the competitioh from
“successful latecomers". . Given the rise and the growth of world
demand, successful challengers who can enlarge their share are
predestined to have higher growth rates as the market as a whole
and, more importantly,las the region the share of which is de-
clining. By this process of catching up and overtaking other -
regions, the possibility of continous expansion for old indus-
trial centres is limited. The fact that the world market and its
_growth rate are assumed to be given and that the growth of pro-
ductivity of the newly industrialised regions is greater than
that of OIAs makes a turning poxnt poss1ble.

Kaldor not only stressed the importance of export demand, but
reintroduced the notion of cumulative processes originally put
forward by Myrdal (1957). Myrdal postulated his idea of,circuiar
causation first for social processes in general, before dis-.
cussing it in economic terms expressed more explicitly by Kaldor.
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A formal interpretation‘was put forward by Thirlwall and Dixon
(1975), showing that the stability of a growth path depends on
certain parameter values, in addition to the Verdoorn coeffi-
cient, the mark up, the autonomous rate of productivity growth
especially price and income elasticities of export demand. It
would be very difficult to make empirical tests of regional
parameters. But it might be assumed that the differences are
greater between regions than between nations (simply because
they are more specialised) and that especially for O0IAs (with
their standardised products), exports are very sensitive to
price differences and that their products have a low elasticity
of income. 3

This export-led growth model of course begs the question why ex-'
port demand gets weaker for a region, or the other way around,
why regional supply can no longer meet the exogenous demand.
Consequently, there is a relevance to theories which can explain
why income and price elasticities assume values which permit low
growth rates or rates which diverge away from the national
average. One such theory is the product cycle hypothesis, an
approach which explains why prices and income elasticities are .
or become important and which attributes a significant role to
technical innovation.

The product cycle hypothesis basically postulates that every
product (or even market) goes through various stages, and that
the criteria for the competitiveness of a product varies accor-
ding to the specific stage. The relevance of this theory for
0IAs results from the question as to how the market opportuni-
ties for their products can be evaluated and also because the
product cycle has a spatial component, every stage proposing
certain localities (Vernon, 1960, Geldner 1978). According to
the product cycle hypothesis the interprefation of the backward-
ness of 0IAs is given by the fact that they were not able to
‘leave the cycle and remain in the innovative initial part. They
are tﬁerefore at a stage in which they are exposed to price
competition to which, because of adverse factor proportion, they
cannot resist. Products of OIAs have a high price elasticity
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combined with a low inéome elasticity; a combination which re-
sults from having gone through the product cycle. This is in
accordance with their spatial situation: OIAs tend to be located
in peripheral zones, significant distances from the relevant
economic, political and éultural centres and rely on a narrow
range of occupational skills. This connection between location
and the product cycle forms the core of the supply-side inter-
pretation of O0IAs which have blocked transmission mechanism for
developing new products and shedding the old ones (Tichy, 1981).2)
The line of argument suggest the following hypothesis: (1) re-
gions generally, and 0IAs in particular, are extremely open
economies; (2) their growth is determined by exogenous demand;
(3) the basic message of export base models is that regions are
not autonomous: they have an export base that is too small.or
perhaps even an inappropriaté export base; (4) a number -of para-
meters explain to what extent a destabilising process ts possible,
under which condition a diverging growth rate takes place. It
becomes clear, therefore, that against exogenous demand there
has to be set endogenous supply. (5) The "regionalized“‘version
of the product cycle hypothesis represents the essential argument
to link (autonomous export) demand to this supply side and pro-
poses-an endogenous explanation for the changing fortunes of
01As.3 ;

It would seem, therefore, that there are elements of the various
regional growth theories which support the conclusion that-the

" poor perfdrmance of 0IAs stems from the fact that they are in
the final stage of their "life cycle", a stage that is marked

by a Tack of cohpetitiveness and an inadequate flexibility in
-adjustment to change. It is the supply side factors that make
regions old, not the weak demand. It is a combination of supply
side elements that acts as a barrier to change, a combination
which corresponds to the characteristics of the spatial version
of the product cycle hypothes1s.4)
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3. Factor Analytical Description of 01d Industrial Areas in
Austria

This interpretation of 0IAs is principally testable. One step
to such an empirical test is to describe Austria‘s regions by
certain variables pointing to the supply ‘side and giving hints
to certain stages of the product cycle, to the ability to inno-
vate or fo the inability to adjust, to inflexibilities and to
see if there are certain clusters among theses subregions which
are similar to each other and different from other groups. If our
interpretation of 0IAs is correct then among the regions of a
- developed country those which are commonly regarded as “old"
must differ from all others in .terms of certain characteristics
and constellations of variables which relate to supply-side
elements. Onge approach to this problem is to extract from a
miltitude of objects which have a multitude of characteristics
the ones which share certain characteristics and which differ
from others. This is central to the approach of factor analysis.

a) Data

The analysis starts, therefore, with the question: can the
district of Austria deemed-to be "old" be described by elements
and factors which are éignificant for these districts and not
for all others? Of the 82 Austrian districts analysed, 8 were
regarded as "old industrial districts“.s) The designation of
certain districts as OIAs has to be done according to an a priori
basis. We therefore assume that certain districts can be re-
garded as "old" and then determine whether they can be described
by a combination of variables. The classification as "old"* is

of course not completely deliberate and follows a common under-
standing of dindustrial problem areas. In another study a similar
-designation {also on an a priori basis) was selected (Tichy,
1981). 5

The 82 districts were descr{bed by 10 variables (which all refer
to manufacturing industry):



-.514 -

(1) size of plants measured by the total number of employees
‘divided by the mumber of plants; :

(2) level of industry concentration, as given by the percentage
of the three largest industries out of the total employment

~of the district; :

(3) female participation rate;-

(4) qualification of the workforce, as the percentage of blue-
collar workers (as opposed to white-collar workers) out of
the total emplo&ment (note that the variable "gqualification"
is negatively defined;mbecause it is measured in terms of
percentage of the less qualifiéd pAnt i o

(5) wage level, as wage payments divided by the number of em-
ployees;

(6) mean annual growth of productlvity over the period 1972-79;

(7) level of productivity in 1979 as the net eutput value per
employee; - :

(8) growth of industrial output'1972-l979, as the mean value of -
annual growth rates; - - ;

(9) birth rate of firms, measured by the number of jobs created
in new firms 1976-1980 as a proportion of the number of total
jobs; :

(10) death rate, measured by the same method.

It is of course di;putable what variables describe satisfyingly
supply side inadaquacies and production capacity; in the selection
of variables the small data base on the district level was a
severe limitation; for a more consistent consideration it would

of ‘course be advantageous to include more variables - ones which
are not restricted to manufacturing industries alone, especially
those which depend on sociological and political dimension. Yet
_the 11m1ted availability of data at the regional level (and, in
our case, at the district level) restricts the analys1s to the
above variables.

Within these (strong) limits the leading idea was to.find'
characteristics and combinations of characteristics which go
beyond the compositional aspect of structure and which give
hints to the productive capecity and the flexibility of regions
and districts; and which at the same time respresent in their
combination indicators for stages of the product cycle hypo-
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thesis and its agglomeration aspects: indicators for (in)flexi-
bilities like size of plants (where size is in indirect pro-
portion to the adaptive ability), qualification of the workforce,
diversification of industrial structure. Size of plants and con-
centration/diversification of industry may - according to

Chinitz (1961, p. 285) - also be interpreted aus indicators for a
region's "entrepreneurial potential®: the larger the plant, the
stronger internal hierarchy what leaves little room for risk-
taking and entrepreneurial behaviour; the less diversified the
industrial structure the strbnger the oligopolistic environment
which has a lower entrepreneurial birth rate; the ease of entry
is'considerably greater in an environment dominated by small

firm industries - districts dominated by big business cause an
aura of second-class citizenship for the small businessman.
Differences in the kind and quality of labour are expressed by . -
the wage level; qualification of workforce and female partici-

- pation rate. The latter is certainly partly dependent on the
industrial composition, but points to the fact thaf this compo-
sition has further effects for the supply of labour which raises
the question if a low participation rate represents in any case
a potential supply. Besides being a result of the nature of the
work done by the men it is a mirror of very specific and coherent
structures of social relations: .a "bread winner" ideology which
puts women into therhome,'an‘active policy of keeping out al-
ternative employment, little competition for female labour by
indigenous firms - all resulting in a lack of paid work for
women. (Massey, 1983, p. 77, Chinitz, 1961, p. 287). Variables
6,7,8 are the result of factor inputs but represent, beside this
purely computational relation, rough jindicators for the only indirectly
measurable efficiency of factors of production and for the
economic dynamism; The combination of (above average) wage level
and (below average) productivity level hints to the high effi-

- ciency wages and their importance in the context of the Ver-
doorn-Law as pointed out by Kaldor (1970) and Dixon/Thirlwall
(1975). The two last variables are partly result of a region's
potential for change, they also give information about the mo-
bility of firms and plants, about the age of the capital stock.
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The explanatory power does not so much reside in the single
variable, ‘but in the combination of variables. E.g. low female
participation rates do not only indicate that women do not re-
present a potential supply or have a disinclination to work (be-
cause of the shift work of men or the possibly greater spatial
radius of the labour market) but that this fact is in interaction
with variables as e.g. industrial structure causing a low birth
rate, above average'wage level. In this sense every variable is
as much a cause and a result (for a detailed analysis of these
connections see e.g. Erickson/Leinbach, 1979, Segal, 1979,
Massey, 1983). The selection of available'varihb]es, therefore,
was directed by the intention to get hold of direct factors of
input, but beyond these factors of elements and their possible
combinations which are able to indicate interindustry influences -
which may or may not foster the adaptive capacity.

b) An Outlinéjgf the Applied Factor Analysis

Based on a n x m data matrix, where n represents the number

of the random sample (in our case 82 Austrian districts) and m
the number of attributes (or.variables), the factor analysis
yields the number and characteristics of independent basic '
functions of "factors" {e.g. Schlosser, 1976). The variables
analysed are represerntable as a function of these factors. Thus.
each factor describes a common aspect of those variables which
define the factor. The factor analysis reduces the variaﬁle; in
principle to orthogohai, i.e. linear independent, not with _each
other correlating factors. J

The factor analysis yields a m x r matrix of factof toadings

" (where r is the number of extracted factors) and a n x r matrix
of factor scores.-The factor loading indicates the extent to
which the factor is "loaded" (positively or negatively) by the
variable; it represents the correlation of the variablewith the
factor and therefore lies between -1 and +1. Generally, a factor
loading above .25 to .30 is regarded as significant {Dixon and
Brown, 1979, Schlosser, 1976). Because of the orthogonality of
the factors one variable can have approx{mately the same loadings




-547.-

on several factors, thus its association is not unique.

The factor score explains the extent to which a district is sub-
ject to the characteristic of a factor, so that it can be positive
or negative. A negative value indicates the lack of this charac-

" teristic or the existence of an inverse ccharacteristic.

The factor analysis of the Austrian regional industrial structure
was implgmented by principal component factor analysis. This

method analyses the total variance of the variables. The number

of factors extracted is initially equal to the number of variables,
so that a criterion for the limitation of the number of factors

is necessary. A frequently used (although not undisputed) cri-
terion considers all those factors with the explained variance

{or eigenvalue) greater than one (Hofstatter, 1974). However,

this criterion is capable of being applied to our analysis,

since the_fir;t four factors explain about 75 % of the total
variance and the contribution of the other factors is consider-
ably less compared with the contribution of the first four factors.
Since in most cases it is relatively difficult to interpret

" these extracted factors, a supplementary transformation or ro-
tation of the factors is made in order to produce loadings as

low or as high as possible. This procedure does not affect the
_facto§ configuration; only the coordinate axes are rotated (re-
lative to the variable vectors) in the factor space. Because

of the altered loadings, the factors can now be more easily
interpreted. '

A generally accepted technique for rotation according to this
principle of the simple structure is the "varimax-method" (Hof-
stitter, 1974) which is also used here.5’ L
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4. Results

(a) Outline of the Factors

The factor analyticai technique employed divides the data material
- into four factors: j

Table 1: Factors and Factor Loadings
A

Rotated Factor Loadings (Pattern)

Factor  Factor Factor Factor
1 2 3 4

1. Size s .833 -.023 .047 -.194
2. Level of concentration . X :
of industry .439 - .369 -.191 .467

3. Female participation- --.810 .079 . -.158 .148
4. Qualification : .062 .164 © -.744 .252
5. Wage Level - .677 -.055 .632 -~ -.133
6. Productivity *72-'79 .001 .877 071 .017
7. Productivity level ‘79 .253 - .103 .760 .202
8. Output ‘72-'79 . -.096 910 - -.118 .023
9. Birth rate - -.409 .304 -.102 .639
10. Death rate . -.255 -.182 .024 .890

VP 2.310 1.903 1.624 1.602 -

The variance proportion for each factor is the sum of the squares of the
2lements of the column of the factor pattern matrix corres-

ponding to that factor. When the rotation is oﬁthogonal, the
variance proportion is the variance explained by the factor.

Factor 1, which has the hiéhest variance proportion and thus
contains the most information, indicates the following correla-
tions: a concentration of large firms, a high wage level, and - .
" a low female- part1cipation rate. Also significant are the Ievel
of industry concentration, the birthrate, and at the margin of
significance is the death rate. Such a specific constellation of
variables can be expected to have a high value in 0lAs. The most
obvious and striking charakteristic is the heavy monbstructﬁre,
i.e. 0IAs are dominated by a few industries, in most cases steel,
paper, textiles. The level of industry concentration therefore
should be a significant characteristic. One aspect of this mono-
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structure is also the low female-participation rate: only
accounting for the structural bias this should be low in 0IAs.
These regions are also dominated by a sméll number of large firms
so that the average size of firms can be expected to Be high.
This above-average size would also be an indication of the strong
export orientation of firms which constitute the (declining)
export base of the region.7? High wages represent barries to
entry for other enterprises, while low birth rates and low death
rates are consequences of such barriers. They are also.signs of a low
degree of flexibility in the context of the product cycle hypo-
thesis: old firms are not allowed to die with the result that
there are entry barriers for new ones. Firms which are old,

large and confined to a few industries are (because of their
orgahisatioqa] structure) usually disinclined to innovate and
follow the product cycle to the end. The low female-participation
rate may also be an indicator ofﬁ]owlerxibility being a result
of social and political processés and hinting to rigid class
structures.’ fﬁg various arguments suggest that the combinaticon

of variables contained in factor 1 describe OIAs.

Factor 2 shows loadings for the growth of industrial production
and productivity, a positively significant birthrate and an even
stronger concentration of industries, a variable which obviously
does not obstruct high growth. This is also true for all other
non-significant variables; qualification and size of firms seem
to have no influence on-output and productivity growth. (Accor-
-dingly,'variables with no significant factor loading provide in-
direct information). The combination of variables contained in
factor 2 express economic dynamism reflecting high output growth
and high productivity, and according to our a priori knowledge
of 0IAs it should have negative values in these districts.
Factor 3 represents an "input qualjty“.féctor, involving a high
level of productivity, linked wiht a low porportion of blue-
collar workers and high wages. Each of the other variables has
.an,insignificant influence on this "input-quality”.

We éustOmariTy think of OIAs as having a pronounced absence of
"input quality". They have an narrow range of occupational
skills in the work-force, because the products tend to be
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standardised. Their level of productivity is low, caused partly
by an old capital stock. The "input quality" represented in fac-
tor 3 is expressed by three variables: two of them, which have
the highest 1oadings are presumably represented (with negative
signs) in OIAs. Even if th{s factor does not discribe 0IAs exac-
tly, it should be able to illustrate the lack of "input quality"
and therefore carry negative values.

Factor & is strongly ddminated.by birth rates and death rates.

The levei of industry is also positive, and the range of occu-
pational skills is of marginal significance. This factor shows
essentialiy thg capacity of an OIA to renew itself and reflects

the positive ade structure of firms. It may be best interpreted

as the one which describés newly industrialised, agricultural
regions, where many newly-established (and sometimes assisted)
firms concentrate on a few industries and do not demand special
skills of the workforce, other input quality features (productivity
level, wage level) also being insignificant.

(b) Distribution of factor values for OIAs .

The factors which. are marked by the loadings of the variables take
different values in the various districts. These values can have '
unlimited positive.brinegative dimensions. The explanatory power
resides in the sign and in tﬁe_reﬁative position to other values.
0f the 82 districts, 8 were assumed to be “old'.8

Table 2: Values of the Four Factors for 01d Industrial Districts

Tohechii: o B8 Jesat,  fod -

Bruck/Mur - 322784 -.453  -.899  -.014
Judenburg i 11782 .216 -.744  -,451
Leoben 3.063 -.788° -.995 242
Lilienfeld 1.790 %.308. +1.119 .516
Miirzzuschlag {8y § 2,657 - .448  -.950 .150
Neunkirchen - .840 -.459 - -.452 -.747
Scheibbs Fae iz sq) Gf 804 22173 -.692 -.180

Voitsberg % _ 1.714 ©o-.113 -.754 -.252
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It can be seen from Table 2 that factor 1 and factor 3 have for
the relevant districts the same signs, factor 1 taking higher
values. This confirms the assumption that this constellation of

variables is an essential characteristic
is reinforced by the relative strength of the factor values: in
the ranking of values of factor 1, all the 8 "o01d" districts are
among the first 15 (and 6 among the first 7).

of OIAs. This assumption

Table 3: Ranking of factor 1 accordin§ to values

I
o

Al
12
1:3

14

15

O 00 N O & w N =

Legben

Bruck
Mirzzuschlag
Génserndorf
Lilienfeld

Judenburg

Voitsberg
Steyr

Reutte
Spittal
Liinzets
Zwett]
Scheibbs
St. Johann
Neunkirchen -

3.063
2.784
2.657

1.926

1.790

o 1.782

1.714
1.616
1.286
1.270
1.175
1.011
1.004

.847 .

" .840

A similar picture yet not as accentuated results from the ranking
of the value of factor 3 (which all have negative signs in old
districts): four of the old districts are among the first 15, 3
further follow tighf]y.on position 17, 18 and 19. -
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Table 4: Ranking of factor 3 according to values

Tamsweg -1.802

1
2 1Iwettd -1.618
3 Oberwart . -1,549
4 Hartberg --1.286
5 Vdlkermarkt -1.273
6 Rohrbach ©-1.249
\ 7 Hermagor -1.165
: 8 Gissing : k32
"9 Lilienfeld -1.119
10 Leoben _ §A < r. 9055
" 11 ° Gmiind - .983.
12 Miirzzuschlag - .950
13 Lienz - .928
14 Bruck/Mur - - .899 o
" 15 Horn - .868
16 Waidhofen T - ,762
17 Voitsberg R
18 Judenburg - .= 744
19 Scheibbs - - - .692

The values of factor 2 and factor 4 show no special significance:
first the signs are changing and none of the relevant districts

is among the first or last values. 01d industrial districts assume
with both factors average ranking, i.e. if factor 2 is considered
as the one which indicates "growth" or “"dynamism®, OIAs manifest
neither especially strong nor weak growth. Somewhat more sur-
prising is the lack of dominance of factor 4. It might be assumed
that the empirical findings of low birth rates and death rates

-in OIAs should have made- factor 4 more significant. The insigni-
ficance may partly be due to the incltusion of the variable "level.
of industry concentration" and phrtly to the fact that the low
birth rate has significant value in faktor e

So far the emerging overall picture is as follows: factor 1 and
factor 3 déscribe essential features of OIAs. This combination
occurs only in OIAs both factors being significantly different
in all other districts. Factor 2 and factor 4 in;lude
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characteristics which do not clearly seperate 0IAs from other
areas. Factor 3 has been regarded above as the one which re-
flects the "quality" of the input factors, especially of la-
bour. Because of the dominance of factor 1 in OIAs, it is temp-
ting to regard this as the one which reflects the "age" in in-
dustrial districts.

(c) Differentiation of "old" and other industrial districts

The fact that the negative values of factor 1 are often strongly
represented in rural districts (10 rural districts are among the
15 districts with the lowest negative values) can lead to the
impression that factor 1 reflects characteristics of industrial
areas in general and is not suitable to characterise industrial
areas as specifically "old". That factor 1 expresses more than
just general features of industrial regions becomes evident as
soon as the factor constellation of all industrial districts
{(where the percentage employed in manufacturing industry is
higher than 50%) is taken.  into consideration.

Table 5: factor values of industrial districts

- A porey 412 3 4
Modling : : -.550 -.527 2.204 ~ -.567
Wr. Neustadt -.885 -.593 .049 -.942

“Wien Umg. 1 .522 -.430 - 1.565 -.143
Gmunden © -.309 -.167 .353 -.992
Wels -1.065 1.360 1.279 -1.193
Hallein .532 -.160 1.124 -.769
Bregenz -.57¢ -.418 .210 -.258
Dornbirn -.370. =-.156 .272 -.475
Feldkirch 3 -.648 -.015 .041 -.670
Baden .367. -1.096 .061 .860
Linz i 1.175 .480 1.043 -.540
Steyr - 1.616 -.099 -.272 .o .304

Compared to the factor constellation of “old" industrial dis-
tricts, the difference in factor 1 and factor 3 of tﬁese re-
maining industrial districts is striking. Factor 1 had {except
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in the case of Linz and Steyr) either weak positive, mostly
negative values, and it would therefore be misleading to inter-

- pret factor 1 as a general indicator for industrial areas (with-
in industrial districts there are strong differences regarding
factor 1). f

Marked differences also exist regarding factor 3: barring the
case of Steyr, all remaining idustrial districts have positive
values which in 5 cases are exceptional. Thus the aformentioned
general features of "o1d" industrial districts are reinfoced
by the comparison to other industrial districts: Ehe dominance
of positive values of factor 1 and negative values of factor
3 signifying large firms, low female- participation rates, high
wages, strong concentration of industries, low birthrates, low
productivity levels and narrow ranges of occupational skills.
The comparison may be extended in the other direction to con-
sider which districts have factor values similar to the ones
assumed to be "o1d". Three further examples emerge (Spittal,
Steyr,.Zwet;l) showing strong positive values for factor 1 and
negative values for factor 3. In analysing these additional
districts, the dilemma stated at the beginning of the factor
analytical approach again becomes evident: because this method
does not explain dependent variables by independent ones but
allocates constellations of characteristics according to fre-
quency criteria, a pre-analytical concept of allocation is
necessary te evaluate the factors. The original designation
of districts as OIAs may prove a posteriori not to have been
extensive enough, and three further districts may have to be
added. 3 e

6. Concluding Remarks

Data inadequacies and the limitations of factor analysis, which
is essentially a reduction of a complex bundle of variables into
certain factors, suggest some caution in interpreting the re-.
sults.g) Bearing this in mind, certain conclusions are never-
theless possible: ] f
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First, it was possible to show that there are distinctive
differences in regions within'developed countries, and that OIAs
represent a special case of regions that can be described by
common characteristics: two of the four factors had a strong
significance. both with regard to the sign and to the ranking

of factor values in those districts which were assumed to be
old. That not all four factors have an explanatory value for
0IAs is an indirect confirmation of the results. From this

it would follow that there are no multidimensional degrees in
the charactaristics of districts in Austria. If this were the
case, there would be only old ones and those that are not old.
The nature of factor analysis consists of showing the varying
degrees of intensity of factor which not necessarily describe
OIAs.

The combination of factor 1 and factor 3 enables us to give a
more precise déscription and definition of 0OIAs and represents
an attempt at showing-them as areas with supply-side inade-
quacies and inflexibilities. The most obvious characteristic
is monostructure. .To the extent that problems have a "struc-
tural®” cause, this is expressed by the variable "level of
industry concentration". That this characteristics alone is not
sufficient is shown bylihe fact that "level of industry con-
centration" is significant iin three of the four factors (con-
sidering the small size of districts, there has to be a cer-:
tain dégree of spépia]isation, anyway). The-disproportionate
size of firms may be taken as an indicator (according to ex-
port base models) of export orientation and dependency on ex-
- port demand. The problem of 0IAs is exacerbated by low pro-
ductivify, high wages, so the efficiency wages (in the sense
of the theory of  cumulative causation) are higﬁ. The combi-
nation of negative values of factor 3 (low productivity and
"quality") with characteristics of factor 1 (high wages) supports
the hypothesis of such a negative causation. Many characteris-
tics indicate that 0IAs stayed within the product cycle and
point to inflexibilities in the socio-economic structure.
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They also correspond to an interpretétion of the product cycle
where locational. aspects have been added. In the advanced stages
of a product, a high capital intensity is combined with a narrow
range of occupational skills, having its location in peripheral
industrial zones; a still persistent low female participation
rate hints to very coherent and rigid social strata; as indi-
cators of a low flexibility can also be regarded - besides and
caused by the large plants of little diversified industry - low
birth rates but also low death rates.

The combination of chgractgristics'found in old industrial
districts therefore not only enables a more precise description
but corresponds (to the extent the limited data make it possible)
to the purported hypothesislo): O0IAs, as former prosperoﬁs
regions, are at the enq of a "debelopment cycle"; consequently
the supply-side elements by which they can be described indicate
a low degree of f1exibilify and make them the least capable of
adjusting to structural change. N
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Notes

1) The weak explanatory content of "structural“ explanations
is not only due to the crude explanatory approach of
shift-share analysis. Using a theoretically more sophisti-
cated model of normal growth pattern, the same picture emer-
ges (Steiner, 1981).

2) 'A similar interpretation of the shift of economic importance
of Eegions in the United States from the northern industrial
centres to the- south and the we;t in terms of the product

- cycle hypothesis is given by Norton/Rees (1979). :

3) For a more extended version of these theoretical considerations
-see Steiner (1983). . : ; -
4) This interpretation of 0IAs has much in common with the idea
put forward by Chinitz (1961). He uses the concept of a re-
gion's capacity for attracting new industries with consider-

able freedom of location from a transport point of view. The

fact that OIAs are lacking ‘this capacity may be traced to a

certain combination of factors of supply forming interindus-
. try influences on factor costé.

5) From the total number of 120 districts in Austria the 23
districts.of the metropolitan area of Vienna were excluded
as-being untypical because of urban.agglomerations, since

3 they probab]y would have’ dtstorted the resu]ts. Also some
minor technical changes had to ‘be ‘made: the. d1str1cts of.
"the provincial capitals and their surroundings were com-’
pressed into one, a few districts had to be émitted because
of the incompleteness of the data set. - by

6) The calculations cited 1n.this paper were implemented on
the UNIVAC 1100/81 computer of the Universities of Graz

" by means of the BMD - computerprogram for factor analysis
{see Dixon/Brown, 1979). 3

7) Export base models are hard to test empirically; lacking in
most cases the data for regional export revenues, some rough
approximations like size of plants or location quotients
have been used. That the size of plants might indicate export
orientation is backed by.a}guments pointing to indivisibili-
ties and minimum efficient size so that production exceeds



8)

9)

- 529 -

local demand. :
As mentioned above, these districts were chosen according to
an a priori basis,_derived from a commonly agreed concensus

. which districts may be considered to be old. This selection

is of course somewhat érbitrary and open to criticism; the
number could have been larger or smaller. In this analysis

a restrictive interpretation is used and the number of

"01d" industrial districts limited to eight. In order to
avoid the danger of petitio principii (districts being termed‘
"g1d" and then the characteristics beidg confirmed by the
analysis) the sample of districts regarded as "old" is simi-
lar to the one employed in another study {(Tichy, 1981).

In order to confirm the empirical evidence of the results_

. of the principal component factor analysis described so far,

the data was also tested by alternative methods of factor
analysis, as well as by means of a cluster analysis.

The maximum-likelihood factor analysis, a rather different
method of factor extraction, yield virtually the same
factor structure as the principal component factor analysis.

Evidently, the solution of the data examined is in the main
invariant to the method used for rotation, too; after a
factor analysis with an-oblique (as opposed to the hitherto
orthogonal) rotation of the factors the factor structure
was very similar to the results of the principal component
ana]ysiﬁ.

Since the analysis of the data by different methods of factor
analysis produced essentially the same results, the original
findings seem to be confirmed.

"As a fﬁrtheritest the same data set where factor analysis

has been applied was then proved by means of a cluster
analysis (see Dixon/Brown, 1979). It turn out that the
classification problem is solved similarly in the main
feature by factor analysis and cluster analysis. (An extended
description of the factor-analytical methods used may be
obtained from the authors upon request).
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10) In the sense of falsificationism the undertaken attempt to
find empirical confirmation of our hypothesis is of course
no "proof" for the validity. Sargent once used for a test
of his “rational expectations" the modest formulation that

~his hypothesis is "not obscenely at variance with the data®
(see Maddock/Carter, 1982, p. 46). We hope for our paper
~that the degree of obscene variance is small enough not
to raise protest even according to puritanic standards.



-+ 531 -

References

CAMERON, G.C. (1970) Growth Areas, Growth Centres and Regional
Conversion, Scottish Journal of Political Economy, 17, 19-38.

- CHINITZ, B. (1961): Contrasts in Agglomeration. New York and
Pittsburgh, AER 51, 279-89.

DIXON, R. and THIRLWALL, A.P. (1975) A Model of Regional Growth-
;ate D1fferences on Kaldorian L1nes Oxford Economic Papers
7, 201-14. 2 :

DIXON, W.J. and BROWN, M.B. (Eds.) (1979) BMDP - Biomedical
Computer Programs. University Press, Berkeley.

ERICKSON, R.A. and LEINBACH; Th. R. (1979) Characteristics of
Branch Plants Attracted to Nonmetropolitan Areas, in LONSDALE,
R.E. and SEYLER, H. L. (Eds.) Nonmetropolitan Industrialization,
John Wiley, London/New York. . :

GELDNER, N. (1978) Die regiohale Industriestruktur Usterreichs.
Usterreichisches Institut fiir Wirtschaftsforschung, Wien.

HOFSTKTTER, P.R. (1974) Faktoranalyse, in KUNIG, R. (Ed.)} Hand-
buch der empirischen Sozialforschung, Stuttgart.

KALDOR, N. (1970) The Case for Regional. Policy. Scottish Journal
of Po]itica] Economy, 17, 337-48. .

KALDOR, N (1977) Capita11sm and Industrla1 Development: Some
4 kesions from Britain's" Exper1ence. Cambridge Journal of Economics,
, 193-204.

LAHLEY, D.N. and MAXHELL, A.E. (1971) Factor Analysis as a
Statistical Method, 2nd ed. Butterworths, London.

MADDOCK, R. and CARTER, M.>(1982) A Child's Guide to Rational
Expectations, in Journal of Economic Literature, XX, 39-51.

MASSEY, D. {1983) !ﬁdustria] restructuring as class restruc-
turing: production decentralization and local uniqueness. .
Regional Studies 17, 73-89.

MYﬁDAL G. (1957) Economic Theory and Under deve]oped Regions,
_ Harper & Row, New York. 2

NORTON, R.D. and REES, J. (1979) The Product Cycle and the“
Spatia] Decentral1zataon of American Manufacturing, Regional
Studies 13, 141-51. :

RICHARDSON ? (1978) Reg1onal and Urban Economics, Penguin,
Harmondsworth 19



- 532 -

SCOTT, A.D. (1965) Policy for Declining Regions: A Theoretical
Approach, in W00D, W.D. and THOMAS, R.S. (Eds) Areas of Economic
Stress in Canada, Proceedings of a conference, 73-93. Industrial
Relations Centre, Queen's University at Kingston, Ontario.

SCHLOSSER, 0. (1976) Einfiihrung in die sozialwissenschaftliche
Zusammenhangsanalyse. Rowoh]t Reinbek bei Hamburg.

SEGAL, N. (1979) The limits and means of 'Self-relient’ reg1ona1
economic growth, in MACLENNAN, D. and PARR, J.B. (Eds) Regional
Policy: Past Exper1ence and New Dlrec11ons, 212-24, Glasgow
Social and Economic’ Research 5tud1es, 6. Mart1n Robertson, Ox- -
ford. .. =

STEINER, M. (1981) Zur’ regionalen Aussagefah1gke1t von Normal-
strukturmodellen, Empirica, 1, 1lo-21.

STEINER, M. (1983) Alte Industrlegeb1ete. Theoretische Ansitze
und Regionalpo]itische Folgerungen, unpublished ph11 diss.
Graz.

TICHY, 6. (1981) Alte Industtiegebiete in der Steiermark - ein
weltweites Problem ohne Ldosungsansitze, Berichte zur Raum-
forschung und Raumplanung, 3, 18-29. 3

TOOTHILL REPORT (1961) Inquiry into the Scottish Economy 1960-
61, Scottish Council (Development and’ Industry), Edingburgh.

VERNON, R. {1960) Metropolis, Harvard Un1versity Press, Cambridge.



=.548 =

. DISCUSSIONS

Paper by I. Masser

Discussion participants: R. Espéjo; A. Straszak, I. Masser.

Discussion focussed on functions which should be performed by
local gbvernment and on proper balahcing of these functions.
This regards e.g. the strategic monitoiing function and the
eveluation and appreciation functions. A lack of such a balance
may lead to impairment of planning and implementation capaci-
ties in local governménts. It turns out crucial to set up.a me-
chanism for getting a feedback, through reportirg, hearings -
seemingly - redundant information, related to own plans and act-
tions. Moderﬂ computing equipment may greatly help in carrying
out this task, but it must be used in a very delicate manner.

Paper by D. Boekemann and R. Kulikowski

Discussion participants: 1I. Masser,.S. Dresch, S. Ikeda,
2 R. Kulikowski, D, Boekemann.

The discussion concentrated firgt of all on the institutional
side of the systems modell, with particular attention paid to
the differences between Austria and Poland in that domain. The
authors acknowledged existence of such differences, but point-

Ated out that they can be reduced to the question of proportions,
since e.g. there is in Poland an important, although not very
large, share of market-oriented tourism operations. When the
international tourism market is considered, differences get
even smaller. In case og Poland the main problem is adequate
cooperation between various operators in the tourism and recrea-
tion fieldf, be it specialized enterprises, trade unions, ins-
titutions owning facilities for their employees etc. This applies
as well, to investment policies and regional promotion, made on
the basis of investments and other approaches.

Utility functions of local authority decisions were said to be
assessed primarily on the basis of monetary value of decisions
made. E

f Most of these operators enlarge recently the market-oriented
share of their activities (eds.).
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Paper by M. Steiner and U. Posch

Discussion participants: A. Mouwen, S. Ikeda, M. Steiner.

First, in answering the question on possibilities of a foreasting
use of the results obtained it was indicated that factor analysis
by itself does not reveal the causal structﬁre, which would be
necessary for any sort of forécasthg application. Thus, only a
comparative study could be undertaken. On the other hand, the ava-
ilable time series of the data did not go beyond the period 1971~
-1981, and for some items only 1971-1979, and therefore the com-
parative study could not encompass the dynamics of processes in
question, but only the static aspects.

Paper by J. Kacprzyk and A. Straszak

Discussion pait;cipants: R. Espejo, I. Masser, J. Kacprzyk.
Discussion centered around the need of implementing computer-based
information systems using approaches which would not lose much of the
information available and still present it in a simple and legible
way. Besides the fuzzy-set-theoretic constructs other approaches
were cited, such as Bayesian inference rules. Within this context
the questions related to extensions of such applications were rai-
sed, pertaining namely to knowledge-based expert systems. These
systems,nowadays in the development stage, may contain informa-
tion in terms of “if... then..... " statements, where both conditions
and events are fuzzy defined. When developed and tested, such sys-
tems may have a great impact on observation and analysis of socio-
-economic processes.


















