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5. Optymalizacja struktur 
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5.1 

ALLOCATION MODEL OF COMPUTATION PROCESSES .IN A MULTIPROCESSOR 

SYSTEM 

Konrad Wala, Jan Werewka 

Ins t i tute of Auto~atice 

Academy of Mining and Metallurgy 

Al. Mickiewicza 30 

30-059 Kraków 

The compu~ation time of algorithms {deecribed by a network of 

p r ocesses) d istributed in multiproceeeor syeteme depende heavily 

on performed process allocation in the multiproceeeor system. The 

s t ati c t ype of allocation is coneidered, i.e. the allocation is 

performed prior to the distributed computation beginning. An 

optimi zation mode l is formulated, which depends on last 

( comput ation time) distribution between the processors and on 

communi cation overhead caused by message transmission. The defined 

problem i s NP-hard. Two relaxations of the model are formulated. 

For the second relaxed problem a n algoritlua is proposed, which is 

c hara c t eri zed by polynomial computat ion time. In this way a lower . 

bound can be calculated for the estimation of heuristic solutions. 

1 . Introduction 

A distributed computing system ie a network of computing 

elements. Bach element has ite · own storage which is not shared 

with other elements (processors). A dietributed program .-consiets 

of procesees which cooperate to reach a common goal. The proceeees . 
are allocated in different processors (are assigned to different 
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processors). The processes cooperate by exchanging messages. Wben 

the processes are assigned to the &llllle processor an information 

exchange is performed using the memory of the processor. In the 

case the processes are in different processors the messages are 

trans• itted through the channels. 

In the allocation of processes in a distributed computing 

system two contrary aspects should be considered. The processes 

should be allocated over different processors to enable a parallel 

co• putation. Allocation of the processes in different processors 

causes so• e com• unication overhead. However, . the coanunication 

overhead caused by distributed computation is minimal when all the 

processes are allocated in one processor. 

It is assumed that the algoritbm to be distr_ibuted can be 

described by a rando• graph as described by Indurkhya and Stone 

(1986), where the processes and logical cbannels between processes 

(of the algorithm) corresponds with, respectively, nodes and edges 

of the graph. In the description by random graph the co-unication 

paths are known, but calculating so• e process may cause 

computation of rando• ly selected successor processes. Due to this 

rando• ness, the·processes can not be scheduled for computation in 

advance. In the distributed comput~tion three • ain factors which 

influence the co• putation ti• e should be considered: 

(1) The • axi• al co• putation ti• e for each processor should be 

minimized over the whole processor set. The solution of this 

de• and is a unifor• last (i.e. · co• pu.tation time) 

distribution between the processors. 

(2) Between 

messages ·are 

processes aasigned 

trans• itted tbrough 

to different 

the channe 1s • 

transmission cause so• e. co• putation delays. 
' ' 

proceasors the 

The • essage 

(3l At time only one • essage can be trana• itted trough a channel, 

so .message queues • ay _occur. The • essages apend time in queues 

_waiting for trans• ission. The waiting ti• es of • essages in the 

queues should be also • ini• ized. 

The tbree above factora are considered in the following two 

de-nds: 

The processea should be unifor• ly allocated over the pr~cessors 

to enable • axi• al parallelis• of computation. 
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- The summarized communication overhead should be •ini• ized. 

In this paper it is assumed that allocation will be determined 

prior to the computation and that allocation will not change 

during the whole computation period. 

The random graphs describe programs of a great practical 

importance. An example here may be the discrete event simulation, 

which can be_considered as sucha program. The program ~ay be 

distributed, and then we speak about distributed discrete even~ 

simulation (see Werewka J. (1988)). Another example is the 

allocation of computational processes to solve problems of 

combinatoric optimization using branch and bound method described 

by Mc _Cormack ( 1982) . 

2. Model of the distributed program 

Let us study the allocation problem using . the following 

notations and definitions. 

(P 

{z 1 , z 2 ,' ••• zn} set of pr~ces·ses; n - nWRber of processes. 

{p1 , P 2 , ... pm} set of processors; • - nWRber of processors. 

{ 
1 when a transmission path fro• the process zi 

dij= to the process zj exists (i~j) (1) 

O in the otber case. Por i,je ~s {1,2, •.. n}. 

Let aij be the average time required for • essage trans• ission 

between the processors pi and pj, for i,je ™ m_ {1, 2, •}. 
Assumptions: 

OS aij < ro - there exists an information connection between 

the processors, for all i, je™· 

a .. 2 O for all ie™· 
1). 

all 

The solution of the allocation problem is given by ~he sets lR 1 , 

~ 2 , ... ~ n' where ~j' (~j c Z), is a set of processes allocated in 

the processor pj' for je™· 

Constraints: 

u "'1 j = "rE, lRin)f(j = 0, for i~j and i,je ™• (-2) 
je™ 

i.e. each process is allocated·-pi'ecisely in one processor. 

There are two objective functions, wbich have to be taken into 

ac count.- The function J describes the load of the processors: 
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J s 2 < I t i)2 

j Ell1 z l ei: j 
Let us notice that by minimizing the objective functi on J f or a 

homogeneous computer network, the solution of the allocation 

problem will give a minimal execution time. Here t: 
1 

i s an 

execution time of the process zi . In case when all the execution 

times have approximately the same value (t 1 ~ t 2 ~ tn t he 

objective function J will be equival ent to the function J 1 . 

Jl= l I ~ j 12 

·e01 , J 
where l~ -1 is the number of processes allocated in the processor 

J , 
pj. Hence in this paper _we shall assume that the computation times 

of the processes are equal. 

The function J 2 gi:ves the total cost of message transmission 

between the allocated processes. 

J2 - I I I a . . dkl (3) 
1J 

i. jEll1 zk4i z 1e zj 
i>'j 

3 . Opti• ization problem 

It is assu• ed that the • ain goal is the minimization of the 

objective function J 1 • Let us notice that the function J 1 is 

minimal when • the ,processes are uniformly allocated in the 

processors. Hence, we have. arbitr arily assumed that 

l)}( -1 • q for je S and pz . j = q-1 for j-= i!', \'S (4) 
J J 

where q = fn/• 1, fn/m1 is the least integer number great e r or 

equal to~• Sc~. ISla m1 and m1= n - m(q - 1 ). 

In that way it will be assured that the objective func t ion J 1 
is minimal and the bicriterial problem will be changed to an 

easier one-criterial problem J 2 • 

Thus the allocation problem consists in the dalculation of the 

sets ~ 1 , ~ 2 , ... , ~m subject to (2) and (4) which minimize the 

total cost J 2 of message transmission. 
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4. Models of relaxed allocation proble• 

A binary decision variable is introduced 

{ 
1, when proces& zi is aesigned to proceesor Pit 

O, in another case. 

The allocation model of computation processes 

multiproceseor eyste• may be for• ulated as followe. 

Minimize the objective function . ·> 

l 
i. je!N 

subject to constrainte: · 

l akl dij xik xj 1 
k, lEIM 

k"'l 

in a 

(5) 

(6) 

( Every process zi is precisely aeeigned to"one processor) 

}:xik= q, kE S and l xik"' q . - 1, )tE !M\S (7) 

ie!N ie!N 
(The processes are unifor• ly aesigned to processors) 

xike {0,1}, ie~. ke !M. (8) 

Relaxing the model (5)-(8), we asswae that akl =a= const > O 

(k"'l). In this way we assume that the average cost of infor• ation 

transmission doee not depend on the proceeeor position in a 

multiproceesor system. In this case the objective function is aJ3 , 

where: 

i,je!N k,leM 
k"'l 

We introduce a new decieion variable 

(9) 

{ 
1, when processee z 1 and zj are assigned to the sa• e 

Yij= proceesor 

O, in other case. 

Prom the definition of the binary dec-ision variable yij resulta 

her basie propertiee 

Yii= 1 and yij= yji for i,je ~ 

Notice that according to (1), (6) and (10) there is: 

l dij xik xil • dij(l-yij) 
)t, 1€01 

k"'l 
According to (9) and (11) we obtain the objective function as 

(10) 

(11) 
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J3• 2 dij(l-yij) = 2 dij - 2 dij yij-+ min 
i,je!N i,je!N i,je!N 

Relaxed allocation problem is a maximization of the objective 

furiction 

(12) 

subject to constraints 

Y11· 1, yijE {0,1}: i,jE ™· (13) 

yij-Yji~ i,jE ™· (14) 

2 Yij'" q, i<= 1T and 2 yij• q-1, i<= ~l\1f (15) 
je!N je!N 

(to one processor there aay be assigned q or q-1 processes) 

yij yik S yjk' i,j,kE ™ (16) 
where 1T dN; I 1T I sm 1 q. 

The constraints (16), valid for •>2, deter• ine additionally the 

conditione of process assignment to one processor. When the 

processes zi' zj and zi' zk are assigned to one processor, then 

the processes zj and zk also are assigned to the same processor. 

The equations (15) • ay be relaxed to the unequalities 

2 yijS q, ie 1T and 2 yiS:, q-1 ie !N\1T (17) 
je!N je!N 

It • ay be noticed that this will not influence the optimal value 

of the objective function J 4 , because yij~ O, dij~ O and J 4- max. 

Thus we have got proble• Pl and let 

v(Pl)= • ax { _J 4 : subject to (13), (14), (16) and (17)}. 

After the second relaxation, consisting in o• itting the 

conditione (14) and (16), we get a problea described by (12), (13) 

and (17) called P2, where 

v(P2)• aax{ J 4 : subject to (13) and (17)}. 

This proble• can be solved by a siaple for• ula (18) of a 

coaputatio~al co• plexity O(n): 

v(P2)• E ain {d., q} - • ax {O,l™\1TI - r} (18) 
ie!N . ]. 

where _r • I {ie™= di< q} I is a DWlber of processes zi for which 

d.< ąi d.• E d.j. 
J. · ]. je!N ]. 

.It is easy to notice, that the first part of for• ula (18) 

assures the • axiau• value of the function J 4 
constraints 

subject to 
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) . y . . 5 q, iE IN. (19) 
j~l 1J 

By calculating the second part of the formula the constraints 

(19) are replaced by constraints (17). The value of the objective 

function thus obtained may be used for determination of the · 1ower 

bound of the optimal allocation. 

From the property of relaxation we get the 

v(P2), i.e. V• v(Pl)/v(P2)5 1. It is obvious 

inequality 

that the 

v(P1)5 

value V 

depends on the structure of the algoritba graph G• (2, V), where 

V• { (z 1 ,zj): dij•l} . 

and (zi,zj) is the arc of the graph representi~g a logical channel 

between .the processes zi and zj. The degree di of the zi node of 

the graph is equal 

d 1. = I: d .. 
je!N 1J 

I . 
·\ for al 1 i. 

In case of the graph of a simple structure _one can calcu late' the 

value v(Pl) and hence the exact value V. For instance (for n> m): 

(i) for the complete graph (di= n-1 and dii= O for all i) we get 

V=l because 

v(Pl) = v(P2) g:•pq +.(q-1) jlN\IT I = n (2q-1) - q (q-1) m 

(ii) for the nondirected star graph (d1• n-1 and ,di= r for i"' 1) 

we have 

(iii) 

v(Pl) = 2 (q-1), v(P2) 2 (q-1) + n - q 

and hence 

V = 2q - 2 2 rn/m1 - 2 
= 

q + n -- 2 rn/m1 + n - 2 
for the directed star graph we have 

v(Pl)= V(P2) = q -1 and V= 1 

or 

v(Pl}= q - 1 and v(P2) = n - 1 

(subject to direction of the arcs) 

„ n + q - 2 

(iv) for the nondirected chain (d1= dn= 1 and di= 2 for i"' 1, n} 

we get 

v(Pl) = 2 (q-1) (n-m), v(P2) a 2 (n-1) 

and for the directed chain (path) 

v(Pl) = (q-l,) (n:..m), v(P2} • (n-1) 
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5. Finał remarks 

In Wala and Werewka (1989) approximate algorithms for 

obtaining the solution of the problem (2)-(4) are proposed. Tbe 

designed algorithm for solving the relaxed problem enables to find 

the lower bound of the optimal allocation given by the formula 

-a J 3 = a ( 2 dij - v(P2)), where a= min aij (i~j). 
i,je!N i,j 
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