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Local entropy on IF-events
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Abstract

The notion entropy based on the probability was already described by Shan-
non [7] and later by Kolmogorov [3] and by Sinai [8]. We introduce the
notion of local entropy introduced by Rahimi and Riazi [5] on Atanassov
“intuitionistic” fuzzy (IF) sets [1] and prove some of its properties.

Keywords: entropy, local fuzzy entropy.

1 Introduction
In this section some known concepts of entropy are recalled, as there are:

Shannon’s theory of entropy

Shannon [7] defined the measure of an information as follows. He has shown
based on the some report that event A really occurred. Moreover, he defined the
measure of information included in the given report about event A as the number

1
I =log—.
p

Consider a random experiment with a finite number of possible results. We
can model this experiment as a finite measurable space (€2, S, P), where Q =
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{w1,...,wy } is a finite set of elementary events (results of experiment) and P is a
probability defined by following equations

i=1

Before realization of the experiment the result is not predictable. Result of the
random event shows uncertainty, which is dependent on the probability measure of
individual results. Here, Shannon assigned a non-negative number H (E), called
entropy, to the uncertainty of an experiment, defined as follows

H(E) = H(pla ...,pn) = - Zpklogpk.
k=1

Kolomogorov-Sinai entropy theory

We shall consider classical Kolmogorov probability space (2, S, P) and a mea-
surable partition

A={Ay, . A},

i.e. a set of subsets of the set €2 such that

k
A eS(i=1,..,k),A4iNnA; =00 +#j), UAZ' —-Q.
=1

The entropy of the measurable partition A is the number

where p(z) = —xlogx, if x > 0, and p(0) = 0.

Dynamics of a process represents a measure preserving map 7' : Q — €,
T~1(A) € S,and P(T~1(A)) = P(A), forany A € S. If A is a measurable par-
tition, then T (A) = {T'(41),...,T"'(Ax)} is a measurable partition, too.
Common refinement of two measurable partitions A, B defined by the formula

AvB={A;NBj;A € A, Bj € B}.

generates a measurable partition. It can be proved that there exists
n—1

WAT) =1 tim 1\ T-(A).

n n—oo
=0
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The Kolmogorov-Sinai [3], [8] entropy of a dynamical system ({2, S, P, T') is de-
fined by the formula
h(T) :=sup{h(A,T)}.
A

The Kolmogorov-Sinai theorem results from the research of entropy of a classical
dynamical system. Let (2, S, P, T') be a dynamical system and .A, the finite mea-
surable partition, be a generator of dynamical system, i.e. A is a finite measurable
partition of a space 2 such that

o(JT () =,
n=1

then
H(T)=H((AT).

In order to prove that two dynamical systems are not isomorphic, entropy can
by used as an argument for their unisomorphism. Every dynamical system can
by assigned by its entropy so, that isomorphic systems possess the same entropy.
Thus, any pair of dynamical systems differing in their entropies cannot be iso-
morphic. Hence, the existence of unisomorphic Bernoulli schemes was identified.

Since the entropy of Bernoulli’s scheme given by the numbers pg, p1, ..., pn—1 1S
n—1

> px log py, it is no challenge to find two schemes with different entropies.

k=0

Malicky-Riecan fuzzy entropy

The notion of the entropy has been extended using the fuzzy partitions instead
of partitions. A fuzzy partition is a set of non-negative measurable functions
fiseees Jio fi : Q@ —[0,1] (i = 1, ..., k) such that

k
Zfi = 1q.
=1

Evidently, any partition A = {4, ..., Ax} can be regarded as a fuzzy partition, if
we consider the characteristic functions

k
> =1
i=1

On the set of all measurable functions 7 we define two binary operations &, ®
based on Lukasiewicz connectives:

f&gw) = SL(f(w), 9(w)) = min(f(w) + g(w), 1),
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and
fOg(w) =TL(f(w), 9(w)) = max(f(w) + g(w) — 1,0).

Probability m : 7 — [0, 1] is defined as any mapping satisfying the following
conditions:

@ m(lg) =1,
(i) if f © g =0then m(f ® g) = m(f) +m(g),
(iii) if f, 7 f then m(f,) ~ m(f).
The dynamics of a fuzzy system represents a mapping U/ : 7 — 7T such that
i) mU(f @ g) =mU(f) ®U(9)),
(i) mU(f)) =m(f).
If A is a finite measurable fuzzy partition, we define its entropy by the formula

k

H(A) == @(m(f;))-

=1

Common refinement of two partitions .4 and B = {g1, ..., g} is defined using of
standard product of functions

AVB={figpi=1,...kj=1,.1}.

n—1
Denote \/ T~ %(A) fuzzy partition generated by the sets
k=1
flv ) fn,ul(fl), ...,Z/{l (fn)v "'aun_l(fl)v '“’z/{n—l(fn)'
Malicky-Riecan [4] define their entropy by the formula
H(AUA), ..U L(A)

):
— inf {H(C);c > A,C>U(A),...C > u(”‘l)(A)}

and further define a number

WA = Tim S HAUA), ... U1 (A)).

n—oo 1

and for any set G C T define the entropy of a fuzzy dynamical system (7, m,U)
as the number

heU) = sglp {h(A,U), A C G}.
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The local fuzzy entropy

Several authors have also investigated the fuzzy entropy. Dumitrescu [2] intro-
duced the fuzzy entropy on the o—algebra of fuzzy sets, RieCan-Markechova [6]
presented an abstract model of a fuzzy entropy. Rahimi-Riazi [5] investigated the
local entropy on fuzzy sets as follows.

Consider a compact metric space €2 and continuous measure preserving trans-
formation 7" : 2 — Q. Denote by F C [0, 1]Q the o —algebra of Borel measurable
maps f:Q — [0, 1].

For any w € Q2 and f € F a number is defined

n—1

er(w, f) = lim sup 3" foThw)

k=0

For any partitions A = {f1,..., fr} and B = {g1, ..., 1} and w € € the numbers

are defined i

XT(W> -A) = Z (,O(l‘T(W), fz)a

i=1
where p(z) = —xlogx, if z > 0, and ¢(0) = 0 and

Xr(w, AlB) : ZajT w fz)logw,

07 xT(W 9])

and finally the local fuzzy entropy of T with respect to A was defined as a number

H(T,w, A) := lim sup XT \/ T'A).

n—oo

2 IF partition

The crucial point in the definition of the local entropy is the notion of an IF par-
tition. We shall consider a classical dynamical system (2, S, P,T") and the clan
T of S—measurable functions f : Q — [0, 1]. We assume that f o T' € T when-
ever f € 7. Atanassov sets are a natural generalization of fuzzy sets. IF-set (=
Atanassov set [1]) is a couple of functions

A= (HA,VA)

such that pa,v4 @ Q@ — [0,1] and pa + va < 1. If the mappings pia,v4 are
S-measurable, then the pair (114,74) is called IF-event. Denote by F the set of
all IF-events.
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Consider the set
K={(z,y);z,y € R,0<z,y<1}.
On the set IC we define partial ordering as follows
(a1,b1) < (az,b2) & a1 < ag, by > by,

here (0, 1) is the last element. Denote by O = (0,1), A = (a1,b1), B = (a2, b2).
The sum A @ B will be defined as the sum of vectors OA = (ay,1 — b1) and
OB = (a2,1 — ba) hence

OA® OB = (a1,b1) & (az,bo) = (a1 + az,1 — (1 —b1) — (1 — by).

The binary operation & defined on the set K x X is commutative and associative

and .
@al,z Zal,Zb— (n—1))
i=1

Denote by M the set of all pairs (pa,v4) of S—measurable functions pig,v4 :
Q= [0,1]ie
M ={(pa,va);pa,va: Q—[0,1]},

where p4,v4 are S-measurable. Evidently 7 C M. On the set M we define a
partial ordering as follows

(ma,va) < (uB,VB) < pa < 4B, VA > VB,

and on the set M x M we define a partial binary operation & by the formula

n

Pra, va) ZNAZ,ZVA — (n—1)).

i=1
Definition 1 An IF partition is any set
A= {Al7 EEE) An} = {(NAU VA1)7 HES) (MAn? VAn)}

such that A; = (pa,,va,) € M(i =1,...,n) and there holds

n

@(IU’AN va,) = (1,0).

i=1
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Proposition 1 If A = {(1ia,,v4,), ..., (1ta,,va,)} is an IF partition then A =
{pay, o pin, yand A = {1 —va,,....1 —va, } are the fuzzy partitions.

Proof 1 If A = {(pna,,v4,)s -, (1A, VA, )} is an IF partition then there holds:

n
> pa, =1,
i=1
and
n n
ZVAi_(n_l):n_ZVAi_1:n_1_(”_1):07
i=1 i=1

hence
n

> (1—wa) =1

i=1

Therefore A° and A! are fuzzy partitions.

We shall consider the mapping 7 : M — M defined for any A = (ua,v4) €
M by the formula
T(A) = (uaoT,vaoT).

Evidently for any A, B € M there holds
T(A@B)=(A®B)or=(AoT)® (BoT)=1(A) ®7(B).

Proposition 2 Let A = {(114,,v4,) .-, (1A, VA, )} be an IF partition then
T(A) = {(pa, oT,va, oT),...,(na, o T,va, oT)} is an IF partition too.

Pr00f2 IfA= {(,UAl JVAy)s -y (A, s VA, )} is an IF partition then there holds:
@1 (4 )—T(@A)—T(l 0) = (1,0).

3 Local IF entropy

Definition 2 For every w € Q and any A = (ua,va) € M we define

n—1 n
. 1 . 1
zr(w, A) = (nh_>n;o sup kg_o(mT(w,uA)),nan;o sup g_ (xr(w,1 —v4))),

where

. 1 n—1
vr(w, f) = lim sup > foT"(w)
k=1
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For any A,B € M, A = (ua,va),B = (up,vp) we define the product
binary operation based on the product connectives by the formula

A.B:= (ua.pp,1 — (1 —vy).(1 —vp)).
Definition 3 A common refinement of two IF partitions
A, B ={(11B,,vB1); s (BB VB )}
is the collection
AV B = {(HAi,VAi).(qu,VBj);i =1,..,kj=1, ,m} )

An IF partition B = {(up,,vB,), .-, (1B, , VB, )} is a refinement of an IF parti-

tion A = {(pa,,va,), - (pa,, VB, )} if there exists a partition {I,, ..., I,} of
the set {1, ...,n} such that

(1a;,va,) = @ (NBj7VBj)7

JEI(D)
forany i=1I,...m

Proposition 3 If A, B are two IF partitions, then a common refinement AV B is
an IF partition too.

Proof 3 If-A = (:UAU VApy -+ (/LAnm VAm))v B = (/LBMVBU e (:UBm VBn)) are
two IF partitions, then following equalities holds

m n
@@ pa;,vA)-(By,vB;) = @@(MAiMBJ-,VAi +vB, —vaAVB;) =

i=1 j=1 i=1 j=1
m.on m n
= (ZZMAZ'MBJ’ZZ(VAi +vB; — VAiVBj) —(mn—-1)) =
i=1j=1 i=1 j=1
m m n
ZMA ZMB Z S va)+ > O vp)-
j=1 i=1 i=1 j=1
m n
~(Q_va)(Y_va,) — (mn - 1)) =
i=1 j=1

=1,mnh—-1)+mn—-1)—(n—-1)(m—-1)—(mn—1)) =(1,0),
hence AV B is an IF partition.
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Remark 1 There holds clearly ANV B > Aand AV B > B.

n—1 .
Denote by \/ A® o T' a fuzzy partition generated by functions
i=0

ALy s HAL s HA; © T7 ey MA, OT7 -y A © Tn_17 -y HA, O Tn_l

n—1 .

and denote by \/ AfoT" a fuzzy partition generated by functions 1 —v4,, ..., 1 —
i=0

va,,(1—va)oT,....(1—va,)oT,....(1 —va)oT™ L . (1 —wa,)oTm L

Definition 4 For any IF partition A and w € ) we define
XT((")» A) = (XT(W, Ab)» XT((")» Aﬁ))a
where

=3 elar(w).pua
=1

and
n

Xr(w, &) = =) pler(w), (1 —va,)).

=1

Definition 5 Let A be an IF-partition, \/ A° o T and \/ A% o T? are the fuzzy
=0
partitions. We define the local IF em‘ropy of a partition .A by the formula

n—1 n—1
H(w, T, A):= (Hw,T, \/ & oT"),Hw,T, \/ A* o T")),
i=0 =0
where
n—1 n—
b i\ —k b
H(w,T,\/A oT") = nh_)rrolosup XT ,\/T A%,
i=0 k
and
n—1 n—1
; — —k 78
HwT\/OA oT") = JL%Osup XT ,k\/lT A,
1= =

Theorem 1 Suppose that A = (pia,,vA,, -, (p4,,,vA4,,)) and
B = (uB,,vB,,---, (B, ,VB,)) are two arbitrary IF partitions. Then for any
w € (2 there holds:
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(i) if B> Athen H(w,T,B) > H(w, T, A),
(i) Hw,T,7(A)) = H(w, T, A),
k
(iii) ifk > 1then H(w,T, A) = Hw,T, \/ 7(A)).
i=—k

n—1

Proof 4 (i) If B > Athen \| 7°B > \/ 7FAforall n > 1. Further there exist
=0 =0

a partition {1, ..., I, } of set {1, ...,n} such that

(MApVAj): @ IU’BNUB Z KB;, Z VB, — |I |_1))
1€1(7) €I(4) 1€I(4)

for every j=1,...,n. Therefore

= 2{: HB;

i€l(j)
and
L—va,=1- Y vp = (I -1)= > (1-wvp)
i€l(j) i€l(j)
for every j=1,...,n.
Hence
A< B A < B
therefore
H(w,T,A’) < Hw,T,B’), Hw,T, A*) < H(w,T, B*)
and finally
H(w,T,B) > Hw,T, A).
(ii) Since
n n—1
Xp(w, \/ T'A) = Xp(w, \/ T' )
k=1 k=0
and

n n—1
XT(w, \/ TZ.Aﬁ) = XT((,U, \/ TZ.Aﬁ)
k=1 k=0
therefore we can easily have

H(w,T,7(A)) = Hw, T, A).
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(iii) We have from definition

- k
H(w,T, \/T kAb = lim sup — XT ,\/T_j(\/T_iA):

n—00
=0

nh_l}éosup XT \/ T \/T_’A

. k+ n —J —i b
nh—>H<;lo sup( - \/ T \/ T7'A) = H(w,T,A).
Analogously

k
H(w,T,\/ T"*A") = H(w, T, AY),
i=0

hence

H(w,T,A) = wT\/

i=—k
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The papers presented in this Volume 1 constitute a collection of contributions,
both of a foundational and applied type, by both well-known experts and young
researchers in various fields of broadly perceived intelligent systems.

It may be viewed as a result of fruitful discussions held during the Ninth
International Workshop on Intuitionistic Fuzzy Sets and Generalized Nets
(IWIFSGN-2010) organized in Warsaw on October 8, 2010 by the Systems
Research Institute, Polish Academy of Sciences, in Warsaw, Poland, Institute
of Biophysics and Biomedical Engineering, Bulgarian Academy of Sciences in
Sofia, Bulgaria, and WIT - Warsaw School of Information Technology in
Warsaw, Poland, and co-organized by: the Matej Bel University, Banska
Bystrica, Slovakia, Universidad Publica de Navarra, Pamplona, Spain,
Universidade de Tras-Os-Montes e Alto Douro, Vila Real, Portugal, and the
University of Westminster, Harrow, UK:

http://www.ibspan.waw.pl/ifs2010

The consecutive International Workshops on Intuitionistic Fuzzy Sets and
Generalized Nets (IWIFSGNs) have been meant to provide a forum for the
presentation of new results and for scientific discussion on new
developments in foundations and applications of intuitionistic fuzzy sets
and generalized nets pioneered by Professor Krassimir T. Atanassov. Other
topics related to broadly perceived representation and processing of
uncertain and imprecise information and intelligent systems have also been
included. The Ninth International Workshop on Intuitionistic Fuzzy Sets and
Generalized Nets (IWIFSGN-2010) is a continuation of this undertaking, and
provides many new ideas and results in the areas concerned.

We hope that a collection of main contributions presented at the Workshop,
completed with many papers by leading experts who have not been able to
participate, will provide a source of much needed information on recent trends
inthe topics considered.
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