





However, the capabilities of these algorithms have rarely been explored in working with
high-level cognitive processes such as information processing or manufacturing, in which
traditional expert systems techniques are dominant, though the techniques have serious
drawbacks in knowledge acquisilion.

One of the obvious differences between a traditional expert system and a neuron-based
(connectionist) expert system is a belief in how o develop intelligent systems. The traditional
(rule-based) approach uses a domain expert to identify the explicit heuristics used to solve
problems, whereas a neural networks approach assumes the problem-solving steps are to be
derived without direct atiention to how a human actually performs the task. Traditional
expert systems try o figure out how the human miod is working, whereas conpectionist
syslems mimic (he most primitive mechanisms of the brain and allow the external input and
output to designate the proper internal functioning. -

1.1. Neurons and neural networks

A neuron has a aumber of branched dendrites and an axon, which are used to receive !
pass information to other neurons (Knapp and Wang 1992). The neurons are connected with
synapses to form a basic biocomputational network. The number of connections is so large
that it provides the network with sophisticated capabilities such as 1-~*:al derivation,
objective perception in natural scepes, and so on.

Neural networks are loosely modelled after human networks of neurons in the brain and
pervous sysiem. They are a class of conpectiomst compuling systems (Thornton 1991).
M.ra’  tworks have long been studied in the hope of finding solutions for problems with
unknown or complex internal relatic “ups. Some examples of such studies that deal with
problems in the area of manufacturing are included in Spelt et al (1991), Burke and
Rangwala (1991), Malave and Ramachandran (1991).

Adaptation, or the ability to learn, is the most important property of neural networks. A
neural network can be trained to map a set of input patierns onto a corresponding set of
output patterns simply by means of exposure 1o examples of the mapping. This training is
performed by gradually adapting the internal weights of the neiwork, so as to reduce
differences between the actual petwork outputs (for a given set of inputs) and the desired
network outputs. Neural networks which learn mappings between sets of patlerns are called
mapping ncural networks (Chryssolouris 1990). A key properly of mapping networks is
their ability to produce reasonable oulput veciors for input patterns outside of the set of
training examples (Nielsen 1987, Rumelhart et al. 1986). ‘ ’
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Figwe 1. Aknowledge-based 5 2 neural network
the number of output nodes (2) was chosen 0 match the number of information flow
recommendations. The number of hidden layer nodes is not constrained in a defi : way. If
it is too small, the back propagation algorithm will not converge upon a set of network
weights and thresholds. If il is too large it will take ung issarily long tin co rge.
Since the domain production rules were known in advaace, it was possible termine :
approximate lower bound on the number of hidden units needed using th _ : ; set
forth by Mirchandani and Cao (1989). The targel values for each outpul mode were
normalized in such a way that the maximum tar  for each node received a value of 0.75
and the minimum target for each aode received a value of 0.25. This was« :to ing the
target values within the output range of the sig 1id output function. The tr___ng values for
each input node were identically normalized. Prior to training, the network weights were
initialized to values from the interval [-1,1] and thres ds to values from the interv
0.25,0.25]. The learning rate and momentum term of 0.9 were used in the network. T
values were chosen on the basis of suggestions in the neural network literature (I e/ 1
and McClelland 1986, Vemuri 1988). The network was trained with a training tolerance of
5%. Ten ftraining pairs were used 1  were developed according 1o production rules
presented in Szczerbicki (1992a, 1991b, 1990). The network was considered t 1ed if, for
all training pairs and output nodes, |(desired output - actual  output)/(desired output)] <’
tolerance.
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Table 1. The use of the trained network

Input characteristics Oulput recommendations
No  Value Description Observation  Exchange
(seasoring)
R=0.95 strong relationship between
variables describing external
environment
1 T=0 external environment is static Yes No
1=0.01 there is no interaction in
internal environment
D=0 information is not delayed
. W=0 process is independent
R=0.2 weak relationship between variables
describing external environment
2 T=0 external environment is static Yes Yes
1=0.90 there is interaction in internal
environment
D=0 information is not delayed
v process is independent
R=0 there is no relation between
variables describing external
enviropmen{
3 =1 exterua cavironment is dynamic No No
=1 there is interaction in internal
environment .
=1 information is delayed
w=0 process is independent















