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Abstract

The PhD thesis is focused on applicability of Belousov-Zhabotinsky (BZ) reaction

as an information processing medium. The following problems are concerned: physico-

chemical phenomena allowing for information encoding, inputting information into a

chemical medium and teaching a chemical system to perform a certain function.

The major part of the work is concerned with systems composed of droplets con-

taining BZ solution, surrounded by an organic phase. The following chapters of the

thesis describe general properties of BZ reaction in droplets, methods of excitations

control in such a medium, experimental studies on a simple memory cell and the re-

sults of in-silico simulations of chemical classifiers, based on a network of BZ droplets.

The most important result of the thesis is the presentation of teaching strategy,

based on the flow of mutual information. The developed method was applied to 25

droplets arranged into a square lattice, in order to create a chemical classifier for

different datasets. Illumination with blue light was used to introduce input informa-

tion and to control the time evolution of the medium. For linearly separable, binary

classification problems (CANCER) the obtained accuracy was over 93%. In case of

a complex synthetic dataset (SPHERE), the accuracy was above 70%. For a dataset

with four output classes accuracy was approx. 80%, however, by introducing more

sophisticated classification rules it can be increased to 90%.

A few control methods of BZ reaction were examined. Among them, the mech-

anism of photoinhibition for the reaction catalyzed with a mixture of bathoferroin

and the ruthenium catalyst seems to be the most reliable. The author constructed

a computer controller of LED-based lightsource that allows to illuminate the system

with a high temporal resolution. Optical fibers were used to direct light to individual

droplets, providing a high spatial resolution.

Experiments with two and three interacting droplets were performed. For a pair

of droplets a stable forcing mode was dominant (one droplet stimulates the other).

In case of triplet systems, two rotational modes (clockwise and anti-clockwise), i.e.

modes in which the first droplet stimulates the second one, then the second droplet

stimulate the third one and the third one again stimulates the first one, are equally

stable. It was demonstrated experimentally, that light-triggered switching between

these modes is possible. Therefore, a system consisting of three droplets seems to be

an interesting candidate for a basic, chemical memory cell.

The dissertation describes the use of microfluidic technique to create structures of

coupled BZ droplets. Application of microfluidic devices allows to obtain reproducible

droplets and to observe many copies of the same system simultaneously. Therefore

the technique simplifies statistical analysis of observed phenomena.
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Streszczenie

W niniejszej rozprawie doktorskiej zaprezentowano wyniki badań nad układami

bazującymi na reakcji Biełusowa-Żabotyńskiego (BŻ) pod kątem ich zastosowania do

przetwarzania informacji. Omówiono takie problemy jak zjawiska fizykochemiczne po-

zwalające na kodowanie informacji, wprowadzanie informacji do układu chemicznego

oraz strategie uczenia układów aby wykonywały określone funkcje.

Większa część pracy poświęcona jest systemom składającym się z kropel zawiera-

jących roztwór BŻ, zanurzonych w fazie organicznej. W kolejnych rozdziałach opisano

ogólne własności reakcji BŻ w kroplach, metody kontroli pobudzeń takiego układu, ba-

dania nad konstrukcją eksperymentalną prostej komórki pamięci oraz wyniki symulacji

klasyfikatorów chemicznych opartych na sieci kropli BŻ.

Najważniejszym rezultatem rozprawy jest podanie strategii uczenia, opartej na

przepływie informacji wzajemnej. Opracowaną metodę zastosowano do układu 25 kro-

pli umieszczonych na sieci kwadratowej, tak aby stworzyć klasyfikator chemiczny dla

różnych zbiorów danych. Do wprowadzenia informacji i kontroli układu wykorzystano

oświetlenie. Dla liniowo separowalnych problemów binarnych (CANCER) dokładność

klasyfikacji wyniosła ponad 93%. W przypadku skomplikowanych zbiorów syntetycz-

nych (SPHERE) uzyskano dokładność powyżej 70%. Dla zbioru o czterech klasach

wyjściowych dokładność wyniosła ok. 80% jednak poprzez wprowadzenie bardziej roz-

budowanych reguł klasyfikacji można podnieść dokładność do 90%.

Spośród zbadanych metod kontroli reakcji BŻ, mechanizm fotoinhibicji reakcji kata-

lizowanej mieszanką bathoferroiny i katalizatora rutenowego, wydaje się być najodpo-

wiedniejszy. Dla kontroli układu zbudowano komputerowy sterownik diód LED, charak-

teryzujący się wysoką rozdzielczością czasową, a dzięki doprowadzaniu światła do kropel

przy pomocy światłowodów optycznych, również wysoką rodzielczością przestrzenną.

Przeprowadzono doswiadczenia nad sprzężonymi modami oscylacyjnymi dwóch i

trzech oddziałujacych kropli. Dla par kropli zaobserwowano jeden stabilny mod wymu-

szający (jedna kropla pobudza drugą). W przypadku trójek kropli dwa mody rotacyjne

(zgodny i przeciwny do wskazówek zegara) tzn. takie w których pierwsza kropla pobu-

dza drugą, druga trzecią a trzecia ponownie pierwszą, są jednakowo stabilne. Pokazano

w eksperymencie, że możliwe jest, wymuszone światłem, przełączanie pomiędzy tymi

modami. Dlatego układ złożony z trzech kropli wydaje się ciekawym kandydatem na

podstawową komórkę pamięci chemicznej.

W rozprawie opisano wykorzystanie technik mikroprzepływowych do tworzenia par

i trójek kropli. Dzięki ich wykorzystaniu krople są powtarzalne i możliwe jest badnie

jednocześnie wielu kopii tego samego układu co umożliwia statystyczną analizę wyni-

ków.
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Chapter 1

Introduction

1.1 Information and Computers

Every day, consciously or not, we are flooded with huge amounts of informa-

tion. A display in the subway informs us of the current weather forecast, from the

newspapers we learn news from all over the world and a GPS receiver leads us with

the shortest route to a specified destination. Thus it is not surprising that the

current times are called the Information Age[76]. Along with the rapid develop-

ment of digital technologies, especially advanced computers, that plays a crucial

role in information storing and processing, the amount of available information

changes exponentially. According to the recent research [55], the amount of infor-

mation stored by the humankind in 2007 is estimated to 290 exabytes (2.9× 1020

bytes) whereas the computational power of all general-purpose computers corre-

sponded to 6.4 × 1018 instructions per second. Even though these numbers seem

to be large, the computational speed of all general-purpose computers in 2007 was

comparable to the number of nerve impulses executed by one human brain per

second (1017), whereas the information storage density of DNA is estimated for

1
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2 CHAPTER 1. INTRODUCTION

2.2 petabytes (PB) gram−1 [44].

Compared to the first computers, currently used devices are zillions of times

faster and more reliable. Such a great improvement was possible mainly due to

increasing number of components and their simultaneous miniaturization. At the

current stage processors are fabricated using 22 nm technology. On such a small

scale the thermal heat becomes a significant problem. It is expected that soon

we will reach a level when no further scaling of the transistors will be possible

[60, 133].

Facing the limits of silicon technology, alternative computing methods should

be explored. A number of alternative information processing strategies inspired

by biology and chemistry has been considered. Non-semiconductor techniques of

computing are grouped under the name of “unconventional computation”. Among

the novel computing devices, chemical computers are of much importance due to

simplicity in construction and low production cost. Many studies and implementa-

tions of a chemical computer are based on reaction-diffusion process in Belousov-

Zhabotinsky (BZ) reaction [138]. The computation is performed by the natural

time evolution of a nonhomogeneous medium where chemical waves can propa-

gate. The waves, carrying encoded information can interact with each other and,

with proper constraints put on the system, the result of the interactions can be

interpreted as output of computation.

The present work is concerned with multiple aspects of chemical computing

with BZ medium. It is organized as follows: In the further part of this chapter I

present research objectives of my work. Then the concept of chemical computer is

introduced along with explanation how it can be implemented using BZ medium.

Second chapter contains results from experimental studies on physico-chemical

properties of BZ reaction. In the third chapter a feedback between environment

and the medium is discussed and experimental techniques of reaction control are

http://rcin.org.pl



1.2. RESEARCH OBJECTIVES 3

presented. Next chapter is devoted to experimental studies on computations in

compartmentalized BZ solution. In chapter five I demonstrate the theoretical ba-

sics of teaching a complex structure of BZ droplets to perform a specific function.

Finally, the Chapter six contains conclusions and new research perspectives.

1.2 Research objectives

The main goal of my thesis is to present the usefulness of reaction-diffusion

(RD) media for information processing applications. In the framework of my thesis

I focus on following topics:

• Controllability of the RD medium

In order to program a chemical computer external influences for effective

control of chemical waves in RD media must be applied. A crucial challenge

is to establish methods that would allow to control the reaction with high

spatial and temporal resolution.

• Information storage

Due to a high non-linearity of RD media, small perturbations might lead to

significant change in the state of the whole system. Here I aim at explaining

conditions necessary to save information in a chemical medium for a long

time.

• Teaching of RD computers

Functionality of classical computers is defined by software designed using

standard engineering techniques. In case of unconventional machines using

more complex data representation, this approach does not seem useful. Thus

a proper teaching strategy is necessary to adapt external control over a

chemical computer with an arbitrary geometry so that it can perform useful

computations.

http://rcin.org.pl



4 CHAPTER 1. INTRODUCTION

1.3 Belousov-Zhabotinsky reaction

A short history of BZ reaction

Belousov-Zhabotinsky (BZ) reaction was discovered around 1950 by the Rus-

sian scientist Boris Belousov. During his studies on modeling of the Krebs cycle,

Belousov observed that a solution, containing citric acid, bromate ions (NaBrO–
3)

and ceric ions (Ce4+) as a catalyst, in an acidic environment, changes periodi-

cally color between transparent (cerium in the reduced state, Ce3+) and yellow

(oxidized form of cerium, Ce4+). When the reaction was discovered, Belousov

was not able to publish the results because the reviewers claimed that oscilla-

tions in a homogeneous chemical medium were impossible. At that time, in the

scientific community it was generally believed that oscillations in a homogeneous

reaction corresponding to periodic changes in concentrations of reagents were in

contradiction with the second law of thermodynamics.

Studies on oscillatory reactions were continued by a Russian biophysicist Simon

Schnol and his graduate student Anatol Zhabotinsky. Zhabotinsky refined the

recipe, replacing the citric acid with the malonic acid, thus eliminating precipitate

from the solution. Moreover, he used a redox indicator, ferroin (red in reduced

state and blue when oxidized) instead of cerium as a catalyst. Increased contrast

between oxidized and reduced forms of ferroin allowed for observations of color

change even in a thin layer of the solution. Zhabotinsky observed that in an

unstirred, thin layer of the medium the oscillations were not occurring in the whole

volume but rather high concentration fronts of oxidized ferroin were propagating

in the system in form of either concentric rings or spiral waves (see Fig. 1.1). In

1970 Anatol Zhabotinsky together with Alex Zaikin, published a paper [138] in

which the temporal oscillations were described and a simple, mathematical model

of spatio-temporal behavior was proposed.

http://rcin.org.pl



1.3. BELOUSOV-ZHABOTINSKY REACTION 5

The results of Soviet scientists generated interest in chemical, oscillating re-

actions in Europe and USA. Two simple models of oscillatory reaction were pro-

posed. First, elaborated in Brussels by Prigogine and Lefever in 1968 and named

as ”Brusselator” in 1973 by Tyson is a minimal, mathematical model of an oscil-

lating reaction:

A→ X

B +X → Y +D

2X + Y → 3X

X → E

that allows for a stable limit cycle. The Brusselator was extremely important

because it showed that a chemically reasonable mechanism could exhibit self-

organization.

The second model was given in 1969 at the University of Oregon in Eugene by

Richard Field, Richard Noyes and Endre Körös and called ”FKN” from the first

letters of the authors’ names. Due to application of a bromide-selective electrode

to follow the reaction, they were able to establish the importance of bromide in

the oscillations. The proposed model [32, 90] of the cerium catalyzed BZ reaction

allowed to explain qualitatively the phenomena of temporal oscillations and the

propagation of waves.

Nowadays, the notion of BZ reaction encompasses reactions in which an organic

substrate is oxidized by bromate ions in the presence of transition metal ions,

acting as a catalyst, in acidic environment. Usually malonic acid is used as an

organic substrate however other substrates can be also used [70], [93], [53]. In the

most common version the reaction contains sulfuric acid (H2SO4), malonic acid

(CH2COOH2), sodium bromate (NaBrO3), potassium bromide (KBr) and ferroin

(Fe(phen)2+3 ).

http://rcin.org.pl



6 CHAPTER 1. INTRODUCTION

(a)

(b)

Figure 1.1: Chemical waves propagating in a thin layer of BZ medium, demon-
strated in [66]. (a) Concentric waves develop into target patterns. Colliding fronts
annihilate and the ignition center with a highest frequency (marked with dashed
rectangles) becomes a pacemaker. (b) The case where all spiral waves have the
same frequency and remain stable for a long time.

http://rcin.org.pl



1.3. BELOUSOV-ZHABOTINSKY REACTION 7

Chemical mechanism

The mechanism of the BZ reaction is complicated. An improved model for the

Ce(IV)/Ce(III)-catalyzed reaction comprises 80 elementary steps and 26 variable

species concentrations [52]. However, the most important parts of the kinetic

mechanism that give rise to oscillations in the BZ reaction can be explained using

the FKN model and remains identical if ferroin is used as a catalyst. Within this

mechanism three concurrent processes can be distinguished:

1. The process A is a three step reduction of bromate to bromine. The bromide

ions act as the reducing agent:

BrO−3 + Br− + 2H+ → HBrO2 +HOBr (1.1a)

HBrO2 + Br− +H+ → 2HOBr (1.1b)

HOBr + Br− +H+ → Br2 +H2O (1.1c)

The overall stoichiometry of the process is:

BrO−3 + 5Br− + 6H+ → 3Br2 + 3H2O (1.2)

2. The process B is dominant when the concentration of bromide ions is low.

The process can be divided into three steps:

BrO−3 +HBrO2 +H+ → 2BrO2 +H2O (1.3a)

BrO2 + Ce3+ +H+ → Ce4+ +HBrO2 (1.3b)

2HBrO2 
 HOBr + BrO−3 +H+ (1.3c)

Note, that the production of the bromous acid (HBrO2) in process B, eq.(1.3a)

+ 2 eq.(1.3b), is autocatalytic and leads to a rapid increase of the oxidized
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8 CHAPTER 1. INTRODUCTION

form of the ceric ions, accompanied by a sharp change in the color of the

solution:

BrO−3 + 3H+ + 2Ce3+ +HBrO2 → H2O+ 2Ce4+ + 2HBrO2. (1.4)

The corresponding, stoichiometric equation of this process:

BrO−3 + 5H+ + 4Ce3+ → 4Ce4+ +HOBr + 2H2O (1.5)

On the way of the processes A and B, bromate ions are converted into effec-

tive brominating agents, Br2 or HOBr, which in turn convert malonic acid

(MA=CH2(COOH)2) into bromomalonic acid (BrMA =BrCH(COOH)2):

Br2 +MA+→ BrMA+ H+ + Br− (1.6a)

HOBr +MA→ BrMA+ H2O (1.6b)

3. In the process C, the oxidized form of the metal ion, oxidizes the organic

acid according to following scheme:

6Ce4+ +MA+HOBr + H2O→ 6Ce3+ + 3CO2 + 7H+ + Br− (1.7a)

4Ce4+ + BrMA+ H2O+HOBr→ 4Ce3+ + 3CO2 + 6H+ + 2Br− (1.7b)

Since this is no autocatalytic process the change in the color of the medium

is gradual.

Oscillations in the BZ reaction are caused by the competing processes A and B

as schematically illustrated in Figure 1.2. The bromide ions Br– and the bromous

acid HBrO2 compete to react with BrO–
3. Due to a rapid reaction of these two

species in step 1.1b, excess of one of them drives the concentration of the other

to a low level. The FKN model is discussed in a greater detail, along with other

proposed BZ models in [94].

http://rcin.org.pl



1.3. BELOUSOV-ZHABOTINSKY REACTION 9

Figure 1.2: Combination of processes A, B and C makes up the BZ reaction.

Mathematical model

A simplified mathematical model of BZ reaction, called Oregonator, was demon-

strated in 1974 by Field and Noyes [34]. The model was constructed by reducing

the FKN mechanism to a few coupled elementary pseudoreactions, involving three

independent chemical intermediates: HBrO2, Br
− and Ce+4 denoted with symbols

X, Y and Z respectively. The Oregonator mass-action kinetics in a well-stirred,

homogeneous system is given by following set of equations:

dX

dt
= k1AY − k2XY + k3BX − 2k4X

2

dY

dt
= −k1AY − k2XY + fk5Z

dZ

dt
= k3BX − k5Z

where k1, ...k5 are the reaction constants and f is an adjustable stoichiometric

parameter. An important property of Oregonator is that it exhibits the oscillatory

limit cycle behavior demonstrated earlier in experiments. The model describes also

http://rcin.org.pl



10 CHAPTER 1. INTRODUCTION

a number of phenomena seen in a homogeneous BZ medium such as excitability

[35], bistability [14], quasiperiodicity and chaos [97]. When applied to a spatially

distributed system it predicts traveling waves [67], target patterns [128], spiral

waves [61], scroll rings [134] etc.

However, frequently parameters applied to Oregonator model are selected ar-

bitrarily, to obtain required behavior of the medium. As a result, it is diffi-

cult to translate them into real experimental conditions. The two- and three-

variable Oregonator-type models, that can be adjusted to different concentrations

of reagents were described by Gorecki et al. [48]. For example the equations of

two-variable model read:

∂x

∂t
=ε1h0Nx− ε2h0x2 − 2αε1M ∗K

(
1

β
+ q

1

h0

z

1− z

)
x− µN
x+ µN

, (1.8a)

∂z

∂t
=
h0N

C
x− αK ∗M

Ch0

z

1− z , (1.8b)

where the variables x and z represent scaled concentrations of HBrO2 and Fe(phen)3+3

respectively. The parameters K, M, N corresponds to the initial concentrations of

Br–, CH2(COOH)2 and NaBrO3 respectively and C is the total concentration of

the catalyst (C = [Fe(phen) 3+
2 + Fe(phen) 3+

3 ]). h0 is the Hammet acidity func-

tion of the solution and for a typical recipe of BZ reaction can be approximated as

1.3 times the concentration of H2SO4. Other parameters (α, β, ε1, ε2, µ, q) are not

related to concentrations of any considered reagents and were optimized to obtain

the best agreement with experimental results.

Even though the model is based on a variant of Oregonator (Rovinsky -

Zhabotinsky model, see Ref. [98]) it is more realistic. In contrast to Orego-

nator, its input parameters are related to the initial concentrations of the BZ

reagents in an experiment. Therefore, the results of simulations can be used di-

rectly, with a good approximation, to predict time evolution of oscillations in a
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Figure 1.3: Illustration of the accuracy of the model based on eqs. 1.8, adapted
from [48]. Circles show the experimental results whereas the dashed line was calcu-
lated using the two-variable model. Initial concentrations of reagents used in sim-
ulations: (a) [NaBrO3] = 0.45 M, [CH2(COOH)2] = 0.35 M, [KBr] = 0.06 M and
C = 0.0017 M; (b) [H2SO4] = 0.30 M, [NaBrO3] = 0.45 M, [CH2(COOH)2] = 0.35
M and C = 0.0017 M; (c) [H2SO4] = 0.45 M, [NaBrO3] = 0.45 M, [CH2(COOH)2]
= 0.35 M and [KBr] = 0.06 M; (d) [H2SO4] = 0.30 M, [CH2(COOH)2] = 0.35 M,
[KBr] = 0.06 M, and C = 0.0017 M.
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medium with a specified chemical composition, as shown in Fig. 1.3. Moreover,

if the diffusion term is incorporated into Eq. 1.8a, spatio-temporal phenomena in

BZ medium can be studied. In this case one can assume that the molecules of

ferroin complex are large in comparison to other reagents and its evolution in a

spatially distributed medium is described by Eq. 1.8b. Thus, for the considered,

two variable model only diffusion of HBrO2 has to be taken into account, such

that Eq. 1.8a is transformed into:

∂x

∂t
= ε1h0Nx− ε2h0x2 − 2αε1M ∗K

(
1

β
+ q

1

h0

z

1− z

)
x− µN
x+ µN

+DxΔx, (1.9)

where Dx is the effective diffusion coefficient of HBrO2.

Nonlinear effects in a homogeneous BZ medium

Oscillations

In the oscillatory regime of BZ reaction, concentrations of reagents change

spontaneously with a period T determined by initial concentrations of substrates

and other reaction parameters (e.g. temperature, illumination). Time evolution

of oscillations for such medium can be observed in Fig. 1.4a. The solid and dashed

lines correspond to concentration of activator (x) and inhibitor (z) respectively.

One can see that the change in concentration of x occurs rapidly and with a

lower amplitude compared to z. Here the autocatalytic grow of x triggers rapid

production of z, which in turn leads to quick relaxation of activator. In contrast,

inhibitor decays much slower and thus a certain time has to pass before another

excitation occurs.

For the oscillatory regime, observation of evolution of both species (activator

and inhibitor) in a phase space (Fig. 1.4b) reveals that a stable limit cycle exists

in the system. In such case, regardless of the initial conditions, the system reaches
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(a) (b)

Figure 1.4: (a) Concentration of BZ activator and inhibitor in a function of time for
the oscillatory regime. Calculations based on the two-variable model, described in
Sec. 1.3. (b) Phase portrait of the oscillations in the two-variable model presented
in [48]. Two trajectories with different initial conditions (marked with red and
blue solid lines) reach stable orbit shortly after start of the simulations. Black
and green lines mark the nullclines for activator (x) and inhibitor (z) variables
respectively. Concentrations of regents used as parameters in simulations are:
[H2SO4] = 0.3 M, [NaBrO3] = 0.15 M, [CH2(COOH)2] = 0.1 M, [KBr] = 0.03 M
and C = 0.004 M.)

the stable orbit as shown for points A and B in Fig. 1.4b. It should be said that

two-variable model is too simple to describe complex oscillations characterized by

multiple maxima of concentrations within a cycle. Note also that the oscillations

occur both in open and closed systems, however in the latter case their number is

limited due to exhausting of substrates and this effect is not taken into account

by the two-variable model.

Excitability

There is a certain range of substrates concentrations, for which the system

remains in a stable stationary state with a specific properties. For those con-
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figurations all the phase space is the basin of attraction, however the character

of convergence towards the attractor depends on the initial state of evolution. A

small perturbation of the system, uniformly converges to the stable state as shown

schematically in Fig. 1.5a for the first perturbation at time t1. However, if a per-

turbation exceeds a certain threshold, then medium activation can be triggered

and concentrations of selected reagents can grow by orders of magnitude during

the relaxation to the stable state (excitation at t2). For example, the excitable

BZ solution poured into a Petri dish shows no activity. If a piece of stainless

steel, used as a pacemaker, is immersed in the solution, then trigger waves start

to propagate from this spot. When the object is removed triggering of the waves

is ceased.

Figure 1.5b shows the evolution of both types of perturbations corresponding

to the perturbation scenarios shown in Fig. 1.5a. The stable state is characterized

by xS = 2.08 × 10−5, zS = 2.91 × 10−4. A small perturbation of activator was

applied at time t1 (x1 = 2.6 × 10−5) (the value of inhibitor was equal to zS) and

x(t) uniformly relaxed towards the stationary value as illustrated with blue solid

line. On the other hand, when the perturbation is slightly larger (x2 = 3.9×10−5)

then the system returns to the stable state after a complex relaxation, shown with

red solid line. In order to find whether a steady state in a system is stable, the

linear stability analysis can be performed [28].

The excitable media are particularly useful for better understanding of pro-

cesses occurring in brain tissue that is composed of a large number of nonlinear,

excitable elements (neurons). In fact, comparison of the two-variable model (see

Eq. 1.8) with FitzHugh-Nagumo model of neuronal excitation [37, 85]:

du

dt
= u− u3

3
− v + Iext, (1.10a)

dv

dt
= u− v. (1.10b)
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(a) (b)

Figure 1.5: (a) Concentration of BZ activator in a function of time for the excitable
regime. A small perturbation x1 at time t1 decays quickly whereas the perturbation
x2 registered at t2, crosses the threshold level and is amplified, giving rise to a
chemical excitation. (b) Modeling of excitable system described with the two-
variable model from [48]. Nullclines for x and z variables are marked with black
and green dashed lines respectively. Small perturbation applied at t1 (cf. Fig.
1.5a) yields uniform convergence to the stable stationary state (S) as marked with
blue solid line whereas slightly larger one, applied at t2, leads the system to the
stable state after a complex relaxation as shown with red line. The concentrations
of reagents used in simulations correspond to excitable regime of BZ reaction
([H2SO4] = 0.02 M, [NaBrO3] = 0.45 M, [CH2(COOH)2] = 0.50 M, [KBr] = 0.168
M and C = 0.0017 M.)

(u - concentration of activator, w - concentration of inhibitor, Iext - external

stimulus) reveals close similarity between both systems. However, since the range

of chemical concentrations at which the reaction becomes excitable is very narrow

in most of the experiments presented in this work, oscillatory BZ medium (with

different oscillation periods) is used.
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Chemical waves in the BZ reaction

In spatially distributed, unstirred medium coupling of the BZ reaction with

the diffusion process gives rise to propagation of chemical waves in the system.

Generally chemical waves can be divided into two classes: kinematic and trigger.

Instances of both types can be found in studies on BZ reaction [116], [69], [138].

The first type depends only on reaction kinetics whereas in the other, mass trans-

port plays a key-role. Since the trigger waves are used for information processing

in this work further discussion is limited to this class of waves only.

There is no clear explanation why the waves spontaneously appear in the

medium, although two theories are usually considered. First suggests that the

source of wave formation is a heterogeneity in a system [33, 140] e.g. a dust par-

ticle or a scratch on the surface of the container. In such case the bromide ions

can be adsorbed on surface of the external object and due to local decrease of the

inhibitor concentration in that region, a chemical wave is triggered. The other

theory assumes homogeneous origin of chemical waves [139, 132]. According to

this theory local fluctuations of the concentrations of reagents can lead to forma-

tion of unbalanced spots in the medium where the waves start. Since there are

experimental results supporting both hypothesis, we may assume that both are

valid according to experimental conditions. The spots at which waves originate,

are named as ”ignition centers” in the further part of the thesis. Note that usually

the period of oscillations in the ignition point is shorter than the one in constantly

stirred solution.

Among the trigger waves, further classification for concentric and spiral waves

can be introduced. Examples of both classes are presented in Figs. 1.1a and 1.1b

respectively. The thin blue lines are the propagating fronts and they correspond

to a high concentration of oxidized ferroin catalyst. The rest of the medium is red

due to excess of reduced form of ferroin. In the case of concentric waves the front
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Figure 1.6: Initiation of a spiral wave on an obstacle. The free ends of the front
broken mechanically, develop into spiral waves.

forms a ring that expands with time. A number of concentric waves spreading

from a single ignition center form a complex structure in the system named a

target pattern (shown in Figure 1.1a). If a continuous wavefront is mechanically

broken, the free ends of the front will develop into a spiral wave as presented in

Figure 1.6. An important property of spirals is the short period and increased

stability in comparison to concentric waves [75, 31]. Thus in a system in which

both types of waves self-develop, after some time the concentric waves, with lower

frequency are destroyed by the spirals. For a given medium, all spirals have the

same frequency and therefore a spiral can only coexist with another spiral.

Formation of both types of trigger waves can be qualitatively explained in

terms of FKN mechanism [36, 34]. Since generation of spiral waves requires addi-

tional experimental techniques (see Fig. 1.6) this type of waves was not used in

the experiments presented in the thesis. Thus further discussion on spatial effects

is focused only on concentric waves and their fragments. A standard mechanism

of BZ-medium excitation with a silver wire assumes that at the ignition point con-

centration of Br− is lowered to a level at which the Process A becomes dominant.
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In the autocatalytic reaction, production of HBrO2 leads to a rapid increase in

concentration of the oxidized ferroin (ferriin), visible as a small blue dot. After a

short time, due to diffusion of HBrO2 into surroundings, switching of Process B

to Process A occurs also in the neighborhood. Since the activator diffuses equally

in all directions, the expanding front of increased ferriin concentration has a con-

centric shape. Simultaneously, in the region where the front has already passed,

Process C leads to increase in concentration of Br− and Process A starts to dom-

inate. As the result we observe gradual change of color of the solution from blue

to red in the area behind the front.

The presented reaction-diffusion phenomenon exhibits analogy to fire propa-

gation in a burning bush. At the ignition point a fire is initiated and spreads with

time. Behind the front an area of burned ground is left and a certain period of

time is needed before the grass is regenerated. If another fire reaches the area

during that time, there is not enough combustible and the reaction is stopped.

From this analogy the following states of the BZ reaction can be distinguished:

refractory, responsive and excited. The first one corresponds to the burned area.

A medium in this state cannot be excited by another front for a time necessary

for regeneration of reagents. After some time the medium becomes responsive

i.e. concentrations of chemicals in the medium allows another front to propagate

through. The excited state corresponds to an area in the medium in which front

of the oxidized catalyst is present.

Since the propagation of the waves in the BZ solution bases on diffusion of

bromous acid, one can expect that velocity of chemical fronts will be dependent

on the diffusion coefficient D of HBrO2 (on the order of magnitude 10−5 cm2

s
). For

a one-dimensional system (BZ waves propagating in a thin tube) the following

relation based on the FKN mechanism was found [127]:

vfront = 2(
√
Dk[BrO−3 ][H

+]), (1.11)
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where k is a rate constant of autocatalytic reaction that produces bromous acid

1.3a. This relation above agrees with the experimental relationship proposed ear-

lier by Field and Noyes [33].

Note that the vfront is the maximum speed of a propagating oxidation wave,

i.e. the speed in resting reduced medium. If the medium is not fully recovered,

then the wave velocity is smaller. For example in an oscillatory medium, when

spontaneously formed concentric waves propagate from an ignition point, only

the first excitation travels through a fully relaxed medium, whereas consecutive

pulses propagate in medium that is still recovering to the reduced state. Therefore,

the velocity of the second and consecutive waves is usually smaller than the first

one. The dependence of the wave velocity on period of oscillations is called the

dispersion relation. A phenomenological equation describing this effect, derived

from a two-variable dynamical model for the BZ reaction [128], was proposed in

[38]:

c(T ) = c∞tanh(
T

T∗
) (1.12)

This formula is characterized by two parameters c∞ and T ∗. First one is the

maximum velocity in a given medium and the second one is the minimum period

of propagating train of pulses. T∗ equal to the rotation period of a spiral wave

in the medium with the same concentrations. However, to take into account the

refractory time tref i.e. the time after excitation at which the medium cannot be

excited again, the formula given above can be modified as follows:

c(T ) =

0, T < tref

c∞tanh(
T−tref

T∗
), T ≥ tref .

(1.13)

The dispersion relation defined in this manner is presented graphically in Fig. 1.7a.

If a BZ wave propagates in two- or three-dimensions, apart from the dispersion

relation, the curvature effect [39] must be taken into account. Curvature K of
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(a) (b)

Figure 1.7: (a) A typical concentration profile of variable z, corresponding to the
oxidized form of catalyst is presented on the left, vertical axis. At the beginning
the medium is at rest and the amount of oxidized catalyst is equal to zr. Then,
for the first excitation (marked with blue line), it grows rapidly until a maximal
concentration zb is reached. When the waves are generated with period T , the
value of z drops from zb to zf only before next excitation occurs (green line).
Dependence of wave velocity c on the period of oscillations is marked on the right,
vertical axis. c∞ is the maximum velocity in a given medium. tref is the time at
which medium remains in the refractory phase. (b) Effect of wavefront curvature
on the propagation velocity.

every point of the front can be characterized by its radius of curvature r. A plane

wave (which has an infinite radius of curvature) has K = 0, while contracting or

expanding waves with radius r have curvatures K = 1
r
and K = −1

r
, respectively

(cf. Fig. 1.7b). The relation between front curvature and the wave velocity is

expressed in eikonal equation:

N = c+DK (1.14)

where N is the normal velocity of the front, the parameter c corresponds to the

velocity of a planar wave and D is the diffusion coefficient of the BZ activator

(HBrO2). Since the area in front of the propagating wave (in which activator
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diffuses) varies according to the front curvature thus one can expect higher increase

in activator concentration for different wave shapes. As a result, as schematically

presented in Fig. 1.7b, convex wave propagate slower than plane waves, which in

turn have smaller velocities than concave waves.

Controllability of the BZ reaction

In order to construct a computing device, based on the BZ reaction, pro-

grammability of the medium must be achieved. Since spatio-temporal oscillations

in the BZ medium are used to encode and transfer information as described in

Sec. 1.6, methods that allow to control the reaction have to be found.

In the simplest case chemical composition of the medium can be used to mod-

ify the oscillation period (cf. Fig. 1.3) and wave velocities [26]. However, usually

concentrations of the reagents are fixed during preparation phase and modifica-

tions of medium composition in the further part of experiment are difficult. This

seems to be particularly problematic for the systems composed of BZ droplets

in an organic phase. Once a droplet is formed, special merging techniques (e.g.

electrocoalescence), increasing complexity of experimental system, are required to

change concentrations of the reagents inside.

Another method that allows for modification of oscillation period of BZ re-

action is temperature control. In typical experimental conditions frequency of

oscillations is an increasing function of the temperature. The changes in fre-

quency are accompanied by changes in the amplitude of oscillations as presented

in Fig. 1.8. Thus by changing locally temperature of the medium one can modify

its excitability in a specified area.

For a homogeneous excitable BZ medium, a relatively simple control method,

based on heterogeneous origin of BZ waves can be used. By placing an external

object (e.g. silver wire or a piece of stainless steel or even a wooden stick [57])
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Figure 1.8: Figure adapted from [11]. Frequency (squares) and amplitude (trian-
gles) of oscillations in cerium-catalyzed BZ medium as a function of temperature.
Dashed line represents exponential curve fitted to experimental frequency data.
Dotted line shows the fit with a third order polynomial.

directly in a selected region of the BZ solution one can decrease locally the amount

of inhibitor at this region. As the result such area becomes an ignition center at

which chemical waves are initiated and propagate to other parts of the system.

This control method was successfully applied in the experiments with labyrinth

and BZ reaction discussed in Sec. 1.6. In this case a silver wire was used to

trigger waves in the left bottom corner of the system. Yet again this method

might be technically challenging when a droplet system is considered. If one tries

to insert a metal pacemaker into a selected droplet, then the metal gets covered
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Figure 1.9: Splitting of two wave segments from the single circular wave by the
electric field demonstrated in [106]. The electric field is 4.06 V/cm. Image 1 shows
the wave at the moment when the electric field is switched on. Image area is 29.6
× 31.1 mm2. The time interval between consecutive images is 44 s.

by hydrocarbons when it moves through the organic phase. As a consequence the

object is shielded and have no electrochemical contact with BZ solution. Thus

adsorption of bromide ions on the surface of the object cannot occur.

More flexible methods of BZ reaction control can be achieved with an external

electric field. Experiments with propagation of circular waves in the reaction sub-

jected to an external DC electric field reveal a variety of wave dynamics scenarios,

involving wave splitting, reversal, annihilation, and complex pattern formation

[104, 105, 106]. For example a chemical wave, propagating in a constant electric

field towards the positive electrode, can be accelerated to velocity determined by
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the field intensity. For a moderate field with a reversed direction the waves are

decelerated, whereas at sufficient intensity new waves split off from the original

wave and travel in the opposite direction as illustrated in Fig. 1.9. Further in-

crease of the electric field leads to annihilation of the initial wave, which in turn

is replaced by a backward-moving wave.

Influence of magnetic field

Influence of magnetic field on BZ reaction has been also intensively studied

[88, 91, 92]. It was shown by Nishikori et al. [88] that for the ferroin catalyzed

BZ reaction, chemical waves propagating in quasi-one-dimensional system in mag-

netic field can be accelerated or decelerated depending on the direction of applied

magnetic force as presented in Fig. 1.10. This effect is attributed to the magnetic

force induced convection, near the wavefront solution.

In case of a 2-dimensional BZ medium exposed to a magnetic field waves prop-

agate in a more complex manner. In the experiments performed by Okano et

al. ([91, 92]) circular waves were initiated using a silver wire. Two experimen-

tal setups were tested: one with a sham magnet and the other with a system

of permanent magnets (maximum field 0.5 T) illustrated in Fig. 1.11. A sham

magnet was used to verify if convection resulting from a contact with a large,

temperature conducting object at slightly lower temperature than BZ solution

can locally change pulse velocity. Propagations of oxidized ferroin fronts in both

setups are presented in Figs. 1.12a and 1.12b respectively. In the system with a

static magnets placed below the BZ medium, initially circular wavefront becomes

distorted when it reaches edges of the magnets. The flow generated by a magnetic

field accelerates the wavefront in areas of high magnetic gradient that affects the

initial, circular shape. More details describing the influence of magnetic field on

propagation of chemical waves in BZ medium are given in Chapter 3.
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Figure 1.10: Figure adapted from from [88]. Influence of magnetic force field on
the chemical wavefront propagation speed in a magnetic field .The direction of the
force field is parallel (filled purple squares) and antiparallel (open blue triangles)
to the wave propagation direction. Experimental error is about 10%.
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Figure 1.11: Figure illustrating the experimental setup used in[91]. A thin layer
of BZ solution was first poured into a Petri dish. Next, after placing the dish on
the magnetic device a chemical wave was initiated at the center (a cross circle) of
dish using a silver wire.
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(a)

(b)

Figure 1.12: Figure adapted from from [91]. The consecutive images were taken at
times 1,5,10, and 15 min after the initiation of the BZ wave. (a) A sham exposure.
(b) Exposure to static magnetic field (SMF). Location of magnets are marked with
white dashed lines. White and black triangles indicate the internal and external
edges of magnets respectively.
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Photosensitive BZ reaction

Most of the control methods presented before however, require a complicated

experimental setup to apply. Moreover, the obtained temporal and spatial resolu-

tions for the controlled medium are low. As stated before a precise local control

of medium properties seems to be particularly important for small structures, like

droplets, where only single elements of the structure needs to be controlled indi-

vidually whereas the other parts of the system should remain undisturbed. Fur-

thermore a high temporal control resolution in necessary to dynamically change

the time evolution of oscillations.

The most flexible and fine-grained control method for spatially distributed BZ

medium can be obtained using photosensitive, ruthenium catalyzed BZ reaction

[42]. In such system the rate of bromide production can be controlled using illumi-

nation. The variant of BZ reaction with Ru(bpy)3 used as a catalyst is sensitive to

blue light (<460 nm). The absorption of light (Ru(II)+ hν → Ru(II)∗) induces a

significant change in the redox properties of Ru(II) as shown in [89]. In contrast to

the ground state, the excited molecule is a strong reducing agent. Ru(II)∗ reduces

bromate to the bromide directly in the following reaction:

6Ru(II)∗ + BrO−3 + 6H+ → 6Ru(III) + 3H2O+ Br−

leading to inhibition of the reaction. The period of oscillations in the illumi-

nated medium increases with the light intensity up to a threshold light intensity

level above which, no oscillations are observed [62]. The process is reversible and

medium oscillates again when illumination is switched off.

A reverse influence of illumination on oscillations in BZ reaction was observed

when bathoferroin was used as a catalyst. In experiments performed by Toth et

al. [125], BZ medium, catalyzed only with bathoferroin, was illuminated with

He-Ne laser (λ=632.8 nm). The results are shown in Fig. 1.13. The medium
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Figure 1.13: Effect of illumination on the membrane soaked with ferroin catalyzed
BZ solution demonstrated in [125]. (a) Before perturbation the medium remains
in a steady state characterized with the reduced catalyst. (b) The solution is
illuminated by a laser for 5 s (illuminated area ca. 2 mm2). (c) at t=6 s after
illumination turned off, enhanced reduction in perturbed region of area ca. 0.8
mm2; (d) onset of oxidation in perturbed region (blue) at t=16 s; (e) t=26 s and
(f) t=40 s, growth of circular wave.

is in the reduced state before the illumination starts. Shortly after the laser is

switched off a chemical wave of high concentration of oxidized catalyst propagates

out of the irradiated spot. Instead of inhibitory effect observed for illuminated

Ru(bpy)3−catalyzed reaction, light increases excitability of solution with batho-

ferroin as catalyst. This effect is explained in terms of light-initiated removal of

the oxidised form of the catalyst in the following reaction:

Mox + hν →Mred. (1.15)

Since the absorption maximum of the blue, oxidized form of the catalyst is λ=590

nm, one can expect that the absorption band extends to wavelength of the applied

laser light. As the result photoreduction occurs in the illuminated area. The

reduction is believed to proceed through the formation of a ligand-metal charge

transfer (LMCT) excited state with electron transfer from the solvent. In my

experiments though, I use only the photo-inhibition effect on BZ medium.
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1.4 Elements of Information Theory

My thesis is concerned with information processing. But what does the term

”information” actually mean? The notion (lat. informatio) dates back to the an-

cient times and was used primarily in description and explanation of the cognition

process. Nowadays this concept is much more difficult to characterize and there is

certainly no broadly accepted definition. In the context of this work the concept

of information is used from the perspective of computer science, where it is linked

strictly with data.

The question arise however, how to use mathematical apparatus to quantify

information that is present in an arbitrarily chosen series of symbols. An answer

can be found within Information Theory, a branch of applied mathematics de-

veloped by Claude Shannon [109]. Information Theory covers variety of subjects

however in the scope of this work it is employed to find correlations between com-

plex signals represented by strings of symbols (see Sec. 5.4). In the following I

explain the notions of information entropy, joint entropy and mutual information.

Information entropy

Information entropy is a measure of the uncertainty in a random variable X,

which is equivalent to its information content. In other words entropy can be

defined as a number of ”yes/no” questions necessary on average to reveal the state

of X. For example a single toss of a fair coin has an entropy of one bit whereas

for a fair dice it is higher and equal to around 2.58 bits. This can be explained by

the fact that it is easier to predict correctly the outcome of experiment with the

coin where only two equally probable states exist. In this case we need to only

ask one question to know the result whereas for N experiments with the fair dice

d2.58 ∗Ne bits on average is necessary to describe the outcome.
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In order to introduce a formal definition of entropy let us assume that the

random variable X that can take only a finite number of states x1, ......., xN with

probabilities p1, ......, pN . We assume that X can be found in state xi with prob-

ability pi Then the information entropy (Shannon entropy), expressed in bits can

be defined as:

H(X) = −
N∑
i=1

pi log2 pi (1.16)

The expression for entropy given above was proposed by Shannon [109] as the one

that satisfies the following conditions:

0. H(x) should be continuous in pi

1. the higher the number of (possible) different, equally probable states in a

system, the higher its information entropy

HN(X) > HN ′(X) if N > N ′

2. uncertainty about two uncorrelated variables X and Y is equal to the sum

of their information entropies

H(X, Y ) = H(X) +H(Y )

Joint and conditional entropies

Joint entropy is a measure of the information associated with a set of random

variables. Let us assume that the state of considered system can be represented

by a pair of variables (xi, yj) belonging to the Cartesian product of two random

variables X and Y , with N and N ′ number of possible states that they can take

respectively. The probability for X to be in state xi and Y in state yj is written

as:

P (X = xi and Y = yj) = p(xi, yj). (1.17)
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Then, the joint uncertainty of both variables is defined as:

H(X, Y ) = −
N∑
i

N ′∑
j

p(xi, yj) log2 p(xi, yj), (1.18)

where the following relation holds:

H(X, Y ) ≤ H(X) +H(Y ). (1.19)

An intuitive explanation of the concept of joint entropy can be found in [6].

Let us consider a 2 dimensional lattice of size N × N = M with empty semi-

spherical slots as presented in Fig. 1.14a. Each slot can be occupied by one ball.

If we drop one of the balls X or Y on the lattice the uncertainty of its position

is H(X) = H(Y ) = log2(M). When both balls are dropped on the same lattice

consecutively such that X is dropped first and Y is dropped a moment later, then

entropy of X is again H(X) but the second ball has one slot less to choose from.

Thus entropy for Y is equal to H(Y ) = log2(M − 1) and the joint entropy for the

system is:

H(X, Y ) = log2(M) + log2(M − 1) < 2 log2(M). (1.20)

In this case the correlation between position of two balls is small because they

simply cannot occupy the same slot.

Now let us assume that the balls are connected with a short wire so that

when one ball reaches a slot then the other can occupy one of the four closest

neighboring slots as presented in Fig. 1.14b. Again, we drop the ball X first and

since the ball Y is connected it follows X in a small distance. As in the previous

case X can occupy all slots, therefore its entropy is equal to H(X) = log2(M). In

contrast, position of Y is now limited to only four slots, hence H(Y ) = log2(4).

The joint entropy for X and Y is significantly smaller and equal to (edge effects

are neglected):

H(X, Y ) = log2(M) + log2(4). (1.21)
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(a) (b)

Figure 1.14: Square grids of semi-spherical slots where one slot can be occupied
by one ball. (a) In this scenario the ball Y that is dropped a moment later than
X have only one slot less (the one occupied by X) to choose from. (b) Balls X
and Y are connected with a short wire. With this constraint Y can occupy only
four positions (marked with dashed line) surrounding the slot occupied by X.

Furthermore, knowing the location of the first ball from the example with

connected balls we can predict the location of the other ball with a reasonable

certainty. In this case the information about state of variable Y (location of ball

Y ) when the outcome of variable X is known (location of ball X) can be quantified

using the concept of conditional entropy. Let us define the probability of finding Y

in state yj knowing that X is in state xi as p(yj|xi). For the considered example:

p(yj|xi) = 0 if yj not adjacent to xi,

p(yj|xi) =
1

4
if yj adjacent to xi.
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Now the conditional entropy, i.e the information about outcome of one random

variable Y knowing the state of some other random variable Y can be written as:

H(Y |X = xi) = −
N ′∑
j=1

p(yj|xi) log2 p(yj|xi). (1.22)

The conditional uncertainty H(Y |X), which is uncertainty about Y knowing X

(X taking any value) is the average over all possible outcomes of X:

H(Y |X) = −
N∑
i

N ′∑
j

p(xi, yj) log2 p(yj|xi), (1.23)

so for the example with connected balls the conditional uncertainty is equal to

H(Y |X) ≈ log2 4 = 2.

Mutual information

Mutual information (MI) is a measure of the dependence between two random

variables [22]. It is symmetric, non-negative and equal to zero if and only if the

variables are uncorrelated. Since a number of objects in a real life can be treated as

random variables with a certain probability distribution, mutual information can

be used as an easy indicator of correlations between them. MI measures the general

dependence of random variables without making any assumptions about the nature

of their underlying relationships thus it is applied in variety of research fields

like computer-aided diagnosis [126], neural sciences [13, 15], bioinformatics [124],

pattern recognition [108, 115], speech recognition [10] and genetics [12, 135, 73].

Formally the mutual information is defined as follows. Let us consider two

random variables X and Y . For this pair of variables the mutual information can

be defined with the following equation:

I(X : Y ) = H(X) +H(Y )−H(X, Y ). (1.24)
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Figure 1.15: Individual (H(X),H(Y )), joint (H(X, Y )), and conditional entropies
for a pair of variables X, Y with mutual information I(X : Y ).

From the definition we can write H(X|Y ) = H(X) − I(X : Y ) or H(Y |X) =

H(Y ) − I(X : Y ). Thus the mutual information describes the reduction in the

uncertainty of one variable if we know the other one. Transforming the definition

to the form H(X, Y ) + I(X : Y ) = H(X) + H(Y ), we can see that the mutual

information is the part of information entropy that should be added to the joint

entropy so that the combined system has the same entropy as the sum of the

entropies of the subsystems X and Y (see Fig. 1.15).

1.5 Evolution Strategies

Evolution Strategies (ES) are optimization techniques created in the early

1960s and developed further in the 1970s and later by Ingo Rechenberg, Hans-Paul

Schwefel and their co-workers [95, 96, 99, 101]. ES is one of the three branches of

Evolutionary Algorithms (EA), next to Genetic Algorithms (GA) [43] and Evo-

lutionary Programming (EP) [40]. EA are inspired by biological processes such

as reproduction, recombination, mutation and selection to approach the global

optimum in the search space. In general a population is composed of individuals

that correspond to solutions of a given problem. Quality of each individual can be
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evaluated using the fitness function, defined specifically for the problem. Based

on the fitness value individuals can be compared and the best ones are selected to

precipitate in reproduction process. In this manner, analogically to Darwin’s evo-

lution, features increasing fitness value are kept in the population whereas those

with negative influence are forgotten.

Applicability of ES is usually problem specific, however certain rules can be

distinguished:

• problem is difficult to describe mathematically,

• search space is large and smooth (small mutations lead to small changes in

fitness),

• ”the best” solution is not necessarily required,

• approach to solving problem is not well understood,

• there are many parameters that have to be optimized,

• selection criteria is deterministic,

• problem is represented by real numbers.

Initially ES were applied for evolving optimal shapes of minimal drag bodies

in a wind tunnel [95] and a two-phase jet nozzle [100]. It came out that the

ES method is robust and highly efficient. It have been successfully applied in

a number of industrial design problems e.g. shape optimizing [54, 84], image

recognition [137, 77], automatic music transcription [79] or optics [41].

The basic ES-Algorithm

Typically the goal of an Evolution Strategy algorithm is to optimize a given

fitness function F that determines quality of solution, with respect to a set of
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variables y := (y1, y2, ...), called object parameters

F (y)→ opt. y ∈ Y .

In principle Y can be any set of data structures of finite length, yet in a typical

ES algorithm Y is an element of real-valued N-dimensional vector space RN .

Following the notation introduced in [16] let us consider a population B of

individuals a. An individual ak with index k, is composed of a set of object

parameters yk, its fitness Fk = F (yk) and a set of so called endogenous (i.e.

evolvable) strategy parameters sk

ak := (yk, sk, F (yk)) .

Endogenous parameters are used to control certain properties of genetic operators

(especially mutation) however in the scope of this work only fixed mutation rates

are used. Thus in the further discussion and the algorithm scheme presented in

Fig. 1.16 endogenous parameters are neglected.

Within one ES generation step a number µ (µ ∈ N) of parent individuals ãm

give birth to a number λ (λ ∈ N) of offspring individuals ãl (an offspring individual

is marked with tilde symbol). Note that the number of parents ρ (ρ ∈ N) that

participate in the procreation process of one offspring in the ES techniques is not

limited to only two individuals as for most living systems in the real life. λ, ρ, µ

are strategy specific parameters, that are fixed for a single evolution run.

A structure of simulation program used for optimization in the thesis is pre-

sented in Fig. 1.16. The parameter g numbers successive generations. At genera-

tion g = 0 the parental population P
(0)
p is randomly initialized in line #3. Next,

the repeat-until-loop starts (lines #4-17) where one iteration corresponds to one

generation. In turn, for each generation for-loop with λ iterations is executed

(lines #5-10). In one step of this loop a single offspring individual is created.

First, in the marriage step (line #6), a parent family El of size ρ is randomly
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1 Begin

2 g := 0

3 initialize
(
P

(0)
p :=

{(
y
(0)
m , F (y

(0)
m )
)
, m = 1, ..., µ

})
4 Repeat

5 For l := 1 To λ Do Begin

6 El :=marriage(P
(g)
p , ρ)

7 yl :=y_recombination(El)
8 ~yl :=y_mutation(yl)
9 ~Fl := F (~yl)

10 End;

11 P
(g)
o := {~yl, ~Fl}

12 Case selection_type Of

13 COMMA (µ, λ) : P
(g+1)
p := selection

(
P

(g)
o , µ

)
;

14 PLUS (µ+ λ) : P
(g+1)
p := selection

(
P

(g)
o ,P

(g)
p , µ

)
;

15 End;

16 g := g + 1
17 Until termination_condition

18 End

Figure 1.16: Basic ES algorithm scheme with fixed mutation rates, adopted from
[16].

selected from the parental population P
(g)
p of size µ. Then, all members of this

family participate in recombination process in which one offspring individual is

born (line #7). Note that in case ρ = 1, during recombination the child is simply

a clone of its parent. Afterwards the object parameters of newly created individual

are mutated (line #8) and then the individual is evaluated using fitness function

(line #9). As the result a new offspring population P
(g)
o is created (line #11).

The last step in the repeat-until-loop is the selection process. Depends on the

strategy, either COMMA or PLUS (line #13 or #14) selection can be applied [102,

103]. The first option assumes that only newly generated offspring are transferred
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to the next generation. This process is similar to natural procreation in the sense

that the parents give birth to the offspring population and die afterwards. In

contrast, when the PLUS strategy is applied, a number of best parents (ρ) is

copied to the next generation along with the offspring. This method is also called

elitist because an individual with a high fitness can survive for many generations.

The loop over generations is executed as long as termination condition is not

fulfilled e.g. until a certain number of generations is reached or certain computing

time passed.

1.6 Unconventional computing

Even though silicon computers have dominated computer science for more than

half of century, alternative computing techniques start to attract more and more

attention in the recent years. A research domain that deals with these techniques

is known under the term “unconventional computing”. At the present stage, this

term encompasses variety of research fields like hypercomputation [21], quantum

computing [86], optical computing [65], analogue computing [18], chemical com-

puting [25], reaction-diffusion systems [2], molecular computing [111], biocomput-

ing [74], embodied computing [7], amorphous computing [1] etc.

Unconventional computing is focused on information processing in media dif-

ferent than classical computers, based on von Neumann architecture. In contrast

to silicon devices that process information sequentially, most of non-classical ma-

chines take advantage of high computational parallelism. It is not surprising since

many of the alternative computers stem from observations of natural systems.

For example a human brain is composed of approximately 1011 neural cells [64].

Large number of elements allows for efficient parallel computations. As a result

living organisms outperform classical computers in many areas like image or voice
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recognition. Let us note however, that for a simple operation of multiplication of

two numbers, silicon computers are millions of times faster. Thus, one can expect

that there is a certain range of computational problems that can be efficiently

performed by unconventional devices whereas the others may be well suited for

the standard techniques.

According to Teuscher et al. [120] there are three main motivations behind

exploring unconventional computing technologies:

1. Expected problems with further extending of computational power in standard

computers.

Moore’s law states that the number of transistors on integrated circuits

grows exponentially [82]. In order to deal with increased energy consumption

[17] and heating problems [78] the components size needs to be constantly

reduced [8]. One can expect however that physical limits of component

miniaturization will soon be reached.

2. Perspectives in application of ”smart materials”

Rapid development of chemical and biological engineering allow for synthetic

fabrication of novel materials with sophisticated structures and properties

[20]. Designing and programming of such devices, so that they exhibit a

useful functionality is still a significant challenge.

3. Better understanding of information processing in natural systems.

Understanding complex biological and physical systems by simulations or

identifying significant features in large, heterogeneous, and unstructured

datasets, may not be well suited for classical computing machines. Even

though theoretically Turing model can in principle solve these problems the

unconventional computers are expected to deal with them faster and with

lower resource consumption.
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Chemical computers

One of implementations of a chemical computer can be realized using the

Belousov-Zhabotinsky (BZ) reaction (see Sec. 1.3). Even though application of

other RD media are possible, BZ reaction seems to be the best candidate due

to simplicity in preparing experimental solution, an extensive literature, covering

both experiments and mathematical modeling and a low cost of reagents. A typical

BZ computer is composed of a thin layer of BZ solution. Data in this approach

are represented by chemical waves of high concentrations of reagents (usually the

oxidized form of catalyst). The waves, carrying encoded information can interact

with each other and the result of these interactions can be interpreted as the

output of computation. An optical readout of output is possible due to difference

in color of the oxidized and reduced forms of catalyst. Note that is such medium

the time evolution of all regions proceeds simultaneously. As the consequence

typical algorithms executed on a chemical computer are highly parallel.

Systems based on continuous BZ medium with a structure pre-prepared by an

experimentalist, have been used for information processing for a long time [71, 114,

46, 47, 2, 3]. An interesting example of application of the excitable BZ reaction

to solve the problem of finding minimum-length path in a complex labyrinth is

described in [113]. In this approach chemical waves can travel only along the paths

of the maze, prepared from a membrane saturated with BZ solution. The obstacles

(walls) are the cut out parts of the membrane. Excitation waves initiated in the

left-bottom corner of the structure (see Fig. 1.17a) penetrate different branches

of the labyrinth with different times, depending on their lengths as presented in

Fig. 1.17b. Red, green, yellow, and blue colors correspond here to successively

longer times of wave travel and can be used to determine the shortest path in the

labyrinth.

BZ reaction can be also used to construct elements working similarly to those
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(a) (b)

Figure 1.17: (a) Chemical wave propagating through a BZ membrane labyrinth.
A sequence of 50 images obtained at 50-s intervals was superimposed to form the
composite image. A single pulse was initiated in the lower left corner of the maze
(marked with point S). The end of the labyrinth is marked with point E. The total
area of the maze is 3.2 cm by 3.2 cm, with obstacles appearing as black rectangular
segments. (b) Color map representing the time difference between wave initiation
and local excitation for all points in the labyrinth. A sequence of 250 images
obtained at 10-s intervals was used to form the time-indexed composite image
(yielding a spacing of 4 pixels between successive front positions). Red, green,
yellow, and blue correspond to successively longer times over the total elapsed
time of 2500 s.
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present in modern computers. Igarashi et al. demonstrated theoretically [58] and

experimentally (see Fig. 1.18) that continuous BZ system with properly designed

geometry can work as a logic gate. The example of experimental XOR gate is

presented in Fig. 1.18. The dark regions are excitable and the illuminated area

separating them is non-excitable. Here the presence or the absence of an excitation

pulse at a specific point of the system is interpreted as logical symbols 1 and 0

respectively. The gate illustrated in Fig. 1.18 has two inputs (input1, input2)

and output. The state of output channel is a function of input states. Obviously

if no input is excited there is no pulse at the output. If one of the inputs is

excited then the excitation crosses the non-excitable region and induce excitation

of the central part. The wave vector of resulting excitation front is perpendicular

to the gap between the central area and one branch of the output channel. It

can cross it and the output excitation appears. Therefore, if one of the inputs is

excited, the output is excited too. For a synchronized excitation of both inputs,

pulses of excitation enter the central area and collide. The propagation direction

of resulting excitation front is different than the direction of the input pulses. It

is known ([83]) that excitation of medium behind a non-excitable gap is weaker

than in the previous case and for a carefully selected gap width no output signal

is generated. Therefore if both inputs are excited the gate return the logical 0

state. The device illustrated in Fig. 1.18 shows that with a clever geometrical

distribution of excitable and non-excitable regions of the medium, one can build

an XOR gate. Let us note here that in a spatially continuous medium its geometry

plays an important role. In order to implement a given functionality an intelligent

designer should manually divide the system into excitable and non-excitable areas.

Therefore, nowadays more attention is paid to systems capable to self-organize into

useful computational devices without any intelligent control.
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(a)

(b)

Figure 1.18: Experimental implementation of XOR logic gate using BZ reaction
demonstrated in [136]. The dashed arrows indicate connections of inputs with
the integrating part. The solid arrows mark the connection of integrating part
with the output. (a) Chemical wave initiated in a single input can propagate
through the narrow parts of the system. As the consequence chemical wave appears
at the output of the gate. (b) Two waves initiated at the same time interact
with each other in the central part of the system. This interaction changes their
directions and as the result the concentration of activator is insufficient to activate
the medium in the output part of the gate.
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BZ droplet computers

Recently, an increasing interest in implementation of a chemical computer com-

posed of droplets, containing solution of reagents of BZ reaction can be observed

[56, 118, 27, 29, 23, 50, 51, 4, 5]. The droplets are formed when a small amount

of BZ medium is immersed into an organic phase containing lipids or surfactants.

The lipid molecules solved in the organic phase cover the surface of a droplet

and stabilize it mechanically [118]. Therefore, droplets can be arranged in larger

structures that remain stable for a long time. When two droplets come in touch,

lipids form a bilayer at the connection surface. The molecules of BZ activator

can diffuse through this membrane and activate the medium behind, triggering a

chemical wave in the neighboring droplet [118]. Since the droplet size might vary

from micrometers [130, 129, 122] to millimeters [118] it can be expected that at

properly selected conditions the scalability of the system will be easy to achieve.

The neural-network like structures of interacting droplets are more flexible than

pre-prepared channels and can be formed via self-organization. Therefore, droplets

can play role of building blocks and allow for creating sophisticated structures

using bottom-up design approach. This idea seems to be particularly interesting in

connection with the rapid development of microfluidic chips in the recent years. At

the present stage these devices allow for producing large numbers of BZ droplets

with well defined parameters in a repeatable manner [121, 24]. Thus, one can

expect that in the near future constructing of sophisticated droplet structures

containing millions of interacting elements will be possible.

A number of interesting examples of droplet computers that realize informa-

tion processing functions can be found in literature. In 2006, Kaminaga et al.

[63] demonstrated that a device composed of photosensitive BZ microdroplets im-

mersed in oil with solved AOT surfactant, can work as a simple readable and

rewritable chemical memory. He used strong illumination at the beginning of the

http://rcin.org.pl



46 CHAPTER 1. INTRODUCTION

Figure 1.19: (A,B) Images of human face imprinted on the layer of BZ-AOT
medium in the experiment demonstrated in [63]. Size of snapshots A and B is 7.7
mm × 5.8 mm. The time between frames A and B is 1 h. The right-hand side of
the reactor (with Turing stationary spots) was not illuminated. (C) Space–time
plot for the experiment shown in A and B along the cross-sectional line marked
in B taken immediately after decreasing the light intensity below critical level Ic
(bottom of frame C shows time = 0). New spots (marked with arrows) appear
spontaneously at roughly 10 (2 spots) and 14 min.

experiment to imprint an image of human face on a thin layer of the solution

as shown in Fig. 1.19 (A). Next, the illumination intensity was decreased and

the mask was removed. The image remained stable for more than 30 min. even

though the continuous lines transformed into dotted lines as illustrated in Fig.

1.19 (B). In this manner information can be stored for a relatively long time in

a chemical medium. Note that the stability of the imprinted image is sustained

only for a certain range of light intensity. In the further part of the experiment

the light intensity is reduced below a critical level Ic. As the result new structures

emerge in the system after a few minutes. This part of experiment is shown in the

space-time plot in Fig. 1.19 (C).
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Chapter 2

Physico-chemical properties of

BZ droplets

Information in the system of BZ droplets can be encoded in chemical waves. For

the most widely used oscillatory BZ reaction these waves appear spontaneously

with the period determined primarily by the concentrations of reagents. Many

experimental results concerned with oscillations in BZ droplets were described in

PhD thesis of Jan Szymanski [117]. In this chapter I present some interesting

results of my experiments which can help to prepare a detailed mathematical

model of oscillations in lipid covered droplets.

2.1 Dependence of period of oscillations on

source of bromide ions

To initiate BZ reaction one needs to add small amount of bromide anions to the

solution where they react with malonic acid to give bromomalonic acid (BrMA).

On can expect that any bromide that dissociates in water can be used as the source

47
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for these anions. In this section I investigate difference in oscillatory periods in

the droplets for two different sources of bromide ions: KBr and NaBr.

Here I present periods of oscillations in BZ droplets with the following con-

centrations of reagents [H2SO4] = 0.3M, [NaBrO3] = 0.45M, [MA] = 0.35M,

[ferroin(phen)] = 0.0017M and the concentrations of KBr and NaBr given be-

low. Droplets were surrounded with an oil phase: solution of phospholipids L-

α-phosphatidylcholine (Soy-20%, Avanti Polar Lipids, Inc.) in decane (0.25 g /

50 ml). All substances were reagent grade and were used as bought, without

further purification. In a single experiment I measured frequency of oscillations

in 12 droplets among which 6 contained KBr and the other 6 NaBr as shown in

Fig. 2.1a. Droplets were placed inside the holes, drilled in acrylic glass plate and

covered with a solution of lipids in decane. I assumed that the distance between

neighboring droplets was large enough to treat droplets as independent oscilla-

tors. From the time-evolution of each droplet I extracted its average oscillation

period and then these periods were used to calculate the average period from the

whole population of six droplets for the applied substrate. The obtained results

are shown in Fig. 2.1b.

Since bromide ions are inhibitor of BZ reaction it is not surprising that the pe-

riod of oscillations is proportional to concentration of bromide substrate. This is in

agreement with the experimental results used to fit parameters of model presented

in Sec. 1.3 (see Fig. 1.3b). Note however that this effect is not incorporated into

the model. On the contrary, according to the model the period decreases slightly

with the increase of bromide concentration.

For the examined range of concentrations the relation between period and con-

centration is nearly linear. The fitted linear equations are presented in Fig. 2.1b.

Moreover I observed that droplets containing NaBr oscillate with a higher fre-

quency that the ones with KBr. The ratio of periods of droplets containing both
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Figure 2.1: (a) Top view of experimental setup with 12 droplets (1.3µl each)
containing KBr or NaBr substrate. (b) Period of self-oscillations in droplets in
function of concentration of KBr and NaBr. Concentrations of other BZ compo-
nents: [H2SO4]=0.3M, [NaBrO3]=0.45M, [MA]=0.35M, [ferroin(phen)]=0.0017M.
Error bars represent standard error of the population of droplets.
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bromides TNaBr

TKBr
is close to 0.8 and does not seem that it depends on bromide

concentration.

2.2 Excitable BZ droplets

Excitable droplets, due to their similarity to neural cells seem to be perfect

candidates for information processing purposes. Here I search for reagent concen-

trations at which droplets can be used as excitable elements. The excitability is

checked separately for droplets catalyzed with ferroin (9 experiments) or batho-

ferroin (12 experiments) for different concentrations of sulfuric acid. Composition

of other reagents were: 0.675 M NaBrO3, 0.35 M CH2COOH2, 0.06 M KBr and

0.0017 M ferroin/bathoferroin. In a single experiment I compare two droplets,

each placed in a separate, small beaker and immersed in solution of lipids in de-

cane as shown in Fig. 2.3a. One droplet contains a piece of stainless steel acting

as a pacemaker and the other is used as a reference. Time evolution of oscillations

in both droplets is recorded for about 20 minutes. Next the experimental movie

is cut into a sequence of frames with rate of 1 fps. By cutting the sequence along

diameters of droplets (shown schematically with the blue line on Fig. 2.3a) and

adding successive one-pixel wide cuts together one can obtain a space-time plot

as presented in Fig. 2.3b. The oxidized form of ferroin and bathoferroin is blue

and green respectively therefore I examined only the blue or green channels of

space-time plots. In such case the moments of time at which droplets were excited

are marked with bright vertical stripes. Note that the stripes are slightly convex

as shown schematically with the white, solid line. It can be explained by the fact

that for the considered sizes of droplets chemical waves of excitation are inhomo-

geneous. The ignition point here is located close to the geometrical center of the

droplet and then the waves travel outwards.
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(a) (b)

Figure 2.2: (a) Inhomogeneous oscillations in a non-perturbed droplet, catalyzed
with bathoferroin. Chemical wave appears close to geometrical center and propa-
gate towards boundaries. (b) Presence of stainless steel pacemaker leads to inten-
sive production of carbon dioxide.

To determine period of oscillations I measured the time between two concurrent

peaks of bright color in a single, spatial point of a droplet as illustrated in Fig.

2.3c. One can see however that the time between concurrent peaks changes with

time due to gradual exhausting of substrates. Therefore the final periods presented

below are averaged over all periods registered during one experiment.

Periods of oscillations in droplets catalyzed with ferroin are shown in Table

2.1. For small concentrations of H2SO4, the medium stops to oscillate even with

an external perturbation applied. On the other hand, higher concentrations of

sulfuric acid (∼ 0.1 M) yield reaction with a period of self-oscillations close to

30 s. Note that the medium perturbed by an external object oscillates with a

higher frequency. One can expect that for intermediate concentrations of sulfuric

acid, only the droplet externally perturbed will oscillate whereas the other one

would remain in its steady state. In fact I observed the excitable regime for 0.048

M of H2SO4 as shown in the highlighted part of Table 2.1.

The solution catalyzed with bathoferroin is more excitable for the same con-

centrations of other substrates as presented in Table 2.2. In this case establishing
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Figure 2.3: (a) Experimental setup for studying BZ droplets excitability. First, two
droplets, with the same volumes (1.4 µl) were placed in separate beakers. Then,
a piece of stainless steel (visible as black rectangle) was placed into one of the
droplets so that it has a direct contact with the solution. Finally both droplets
were covered with solution of phospholipids L-α-phosphatidylcholine (Soy-20%,
Avanti Polar Lipids, Inc.) in decane (0.25 g / 50 ml). A cut along sequence of
frames obtained from experimental movie (marked with blue, solid line) can be
used to generate a space-time plot as shown in Fig. (b). Oscillations of concen-
tration of oxidized form of ferroin are visible as bright vertical stripes (marked
schematically with a white curved line). (c) Intensity of blue color in a single
point of the droplet can be used to measure period of oscillations.
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Table 2.1: Averaged period of oscillations in function of concentration of sulfuric
acid in droplets catalyzed with ferroin. The reference droplet contains no pertur-
bation source whereas the other one is perturbed with a piece of stainless steel.

Ferroin(phen) catalyst

[H2SO4] [M] reference droplet excited droplet

Tn [s] Tp [s]

0.02 no oscillations no oscillations

0.03 no oscillations no oscillations

0.042 no oscillations no oscillations

0.048 no oscillations 65.7

0.05 65 60.1

0.06 59.4 51.7

0.08 39.2 36.1

0.1 28.7 27.8

0.12 30.7 20.6

conditions at which droplets work as excitable units seems more difficult. For the

concentrations above 0.072 M, they oscillate spontaneously whereas below 0.069

M they cannot be excited even with external perturbation. One can expect that

the excitable regime can be found for the narrow range of intermediate values of

H2SO4 (0.069 M < x < 0.072 M). In practice, it is difficult to control all exper-

imental parameters to produce excitable droplets in a repeatable manner. Using

typical laboratory pipettes one can obtain precisely intermediate concentrations of

sulfuric acid however such system is not robust and thus any uncontrolled external

influences (e.g. piece of dust), can increase or decrease excitability. As the result

the droplet can spontaneously enter non-excitable or oscillatory regime.

Furthermore, for both types of catalysts, using stainless steel to perturb droplets
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Table 2.2: Averaged period of oscillations in function of concentration of sulfuric
acid in droplets catalyzed with bathoferroin. The reference droplet contains no
perturbation source whereas the other one is perturbed with a piece of stainless
steel.

Bathoferroin catalyst

[H2SO4] [M] reference droplet excited droplet

Tn [s] Tp [s]

0.048 no oscillations no oscillations

0.06 no oscillations no oscillations

0.063 no oscillations no oscillations

0.066 no oscillations no oscillations

0.069 no oscillations no oscillations

0.072 82.6 59.5

0.081 66.2 58

0.084 64.5 55.9

0.09 70.4 61.3

0.12 52.5 45.7

0.21 31.4 16.8

0.3 21.1 9.1

with high concentrations of sulfuric acid leads to intensive production of carbon

dioxide that is visible as bubbles shown in Fig. 2.2b. As the consequence structural

inhomogenities in the medium, frequency of oscillations is increased significantly.

For [H2SO4]=0.12 M ratio of period in droplet perturbed externally Tp to the one

oscillating without external influence Tn is around 0.67 whereas for smaller con-

centrations of sulfuric acid it is larger than 0.8 (cf. 2.4). Note, that this ratio

increases sharply at around 0.1 M of H2SO4 and thus for higher concentrations of
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Figure 2.4: Ratio of period in a droplet perturbed externally Tp to the one oscil-
lating without external influence Tn, in function of [H2SO4].

sulfuric acid, typically found in my experiments (∼0.3M) such method of control

seems unfeasible. Moreover the piece of steel needs to be placed in a droplet before

the system is covered with decane. Otherwise one cannot insert the object inside

because it is immediately covered with hydrocarbons, becomes hydrophobic, and

does not change ion concentration in BZ reagent solution.
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2.3 Surfacial effects in droplets catalyzed with

ruthenium and bathoferroin

Periodic expansion of a droplet with oscillatory BZ reaction placed on a (PMMA)

plexiglass substrate and immersed in a solution of lipids in decane was reported in

[119]. This effect is also interesting from the point of view of information process-

ing since shape transformation of droplets on the course of experiment can be used

to increase or decrease coupling effect between droplets in a studied system. Such

process could be regarded as an analogy to strengthening or weakening synaptic

connections between neurons in the process of learning or forgetting. From an-

other perspective, this effect has to be taken into account in studies where even

small changes in geometry of a system can lead to a significant modification of

functionality (see Chapter 5).

Here I examined how a small addition of ruthenium catalyst affects chemo-

mechanical coupling in BZ droplets. Two droplets, A and B (see Fig. 2.5a), were

placed in shallow, 1 mm deep trenches drilled in the bottom of a PMMA reactor.

Droplet A was catalyzed with bathoferroin only, whereas a small amount (0.0021

M) of ruthenium complex was added to droplet B. The container was filled with

the standard solution of lipids in decane.

Time evolution of geometry for droplets is presented in Fig. 2.5a. After one

hour experiment the shape of droplet A changed significantly and its length in-

creased more than 2 times compared to its original size. In contrast, I observed no

shape transformation for droplet B though. Space-time plots presenting coupling

between oscillations in both droplets and their shape can be seen in Fig. 2.5b.

Results presented for droplet A are in good agreement with the effect described

in [119]. Elongation process occurs when a droplet is oxidized and then, during

a short contraction phase its length decreases slightly. The mechanism proposed
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in [119] explains this phenomena in terms of competition in occupation of the

droplet surface between catalyst and lipids molecules. During oxidation episodes, a

fraction of the catalyst incorporates into the membrane, whereas during the slower

reduction phase it returns to the aqueous phase. The catalyst is partly replaced

by lipids that were originally dissolved in the organic phase, thus increasing the

surface of the droplet. As a result a droplet placed in a trench on the bottom of

the reactor periodically elongates in phase with the chemical oscillations.

The elongation effect can be eliminated when a small amount of Ru(bpy)3Cl2

is added to the solution. A possible explanation for this phenomena is based

on strong influence of the ruthenium complex on surface of the droplet. In such

case one can expect that ruthenium molecules organize at the surface and inhibit

incorporation of the oxidized bathoferroin into the surrounding membrane. The

increased mechanical stability of droplets with mixture of catalysts have been also

observed.
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(a)

(b)

Figure 2.5: (a) Shape transformation on plexi glass of a droplet containing BZ
reaction catalyzed with bathoferroin (A) or mixture of bathoferroin and ruthe-
nium complex (B). Time between consecutive frames is 1800 s. Chemical com-
position of reagents in both droplets: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M
CH2(COOH)2, 0.04 M KBr, 0.0015 M [Fe(batho)3]

2+. Additionally droplet B con-
tains 0.00021M of Ru(bpy)3Cl2. Droplets are covered by solution of phospholipids
L-α-phosphatidylcholine (Soy-20%, Avanti Polar Lipids, Inc.) in decane (0.25 g /
50 ml). (b) Time evolution of oscillations in both droplets.
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Chapter 3

External control of BZ medium

Studies on information processing in the BZ medium require a method allowing

to control externally the reaction. On one hand, such external influence is neces-

sary to introduce some input information inside the medium where it should be

processed. On the other hand, a flexible control method can be used to modify the

computational function of the medium. For a chemical computer such approach

can be compared to “programming” (see Chapter 5). In this chapter I present a

few control methods that can be used to change dynamics of BZ medium. Most of

them are based on photosensitive properties of the reaction however I examined

also influence of magnetic (Sec. 3.2) and electric fields on propagation of chemical

waves in the system. In the latter case though I observed no effect on the reac-

tion, possibly due to problems with experimental setup and thus this part of my

research is not presented here.

59
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3.1 The influence of light on oscillations in BZ

droplets

It is well known that in ruthenium catalyzed BZ reaction the blue light in-

creases concentration of bromide ions and inhibits the reaction [131, 72]. The

period of oscillations in the illuminated medium increases with the light intensity

up to a threshold value above which, no oscillations are observed [62]. The process

is reversible and medium oscillates again when illumination is switched off.

Suppressing oscillations in a single droplet

I used a mixture of catalysts similar to the one reported by Toiya et al. [123] re-

placing the ferroin(phen) with bathoferroin (tris(1,10-bathophenanthrolinedisulfonic

acid)) instead. Bathoferroin is a redox indicator, red in the reduced state and pale

green when oxidized. Here it acts as a catalyst and simultaneously allows to trace

optically waves of high concentration of its oxidized form spreading in the sys-

tem. The presence of the second catalyst, the ruthenium complex (Tris(bipyridine)

ruthenium(II) dichloride), makes the medium photosensitive: The ruthenium com-

plex can be excited with the blue light [107]:

Ru(II) + hν → Ru(II)∗ (3.1)

and the excited form of the ruthenium catalyst interacts with the bromomalonic

acid and produces bromide ions:

Ru(II)∗ + BrMA→ Ru(III) + MA+ Br−, (3.2)

that suppress oscillations in the medium. Here I present results of experiments

with the following concentration of components in the studied solution: 0.36
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M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M KBr, 0.00125 M

[Fe(batho)3]
2+ and 0.00021 M Ru(bpy)3Cl2. As in most of experiments in my the-

sis, droplets were covered by a solution of of phospholipids L-α-phosphatidylcholine

(Soy-20%, Avanti Polar Lipids, Inc.) in decane (0.25 g / 50 ml).

At the beginning I prepared two droplets (visible in Fig. 3.1a), separated by a

distance of 2.57 mm that seems to be large enough to consider them as independent

oscillators. As shown on the space-time plot in Fig. 3.1a droplet (1) is exposed

to blue light illumination, in two time intervals [220 s, 405 s] and [740 s, 948 s],

marked as bright rectangles. The light intensity is equal to 6000 lux. Oscillations

in the droplet (2) are not perturbed by illumination.

Initially, oscillations in droplets are synchronized in phase and in both cases

the period is 33 s. After switching off first illumination, the illuminated droplet

(1) oscillates with a time delay of 5 s with respect to the non-illuminated one (2).

The next illumination increases the delay to 10 s, but still when the illumination

is over the periods of oscillations are the same. This observed phase shift shows

that the pulses can be effectively destroyed by illumination used in our experi-

ments. Therefore, the optical control on oscillatory behavior of BZ droplets can

be performed.
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Figure 3.1: (a) Two, uncoupled droplets are placed in separated column cages
(left). The volume of each droplet is 1.3 µl and the concentrations of reagents are
0.36 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M KBr, 0.00125
M [Fe(batho)3]

2+ and 0.00021 M Ru(bpy)3Cl2. A cut of through frames of the
experimental movie along the blue line yields the space-time plot shown on the
right. Droplet (1) is illuminated in two time intervals [220 s, 405 s] and [740 s, 948
s] marked as bright rectangles; droplet (2) is not illuminated. Moments of time
when there is a high concentration of the oxidized state of bathoferroin catalyst
can be seen as light vertical lines. The time between two concurrent lines defines
the period of oscillations. Figure (b) shows the intensity of green color (grayscale)
as a function of time in droplet (1) (solid line) and droplet (2) (dashed line).
High intensity of green color corresponds to a high concentration of the oxidized
catalyst. Phase shift between oscillations in both droplets is described as the time
delay between corresponding oscillations in both droplets and is marked on the
graph in form of single points.
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Control on oscillation period with moderate light

intensities

For a strong illumination I have observed complete inhibition of the reaction

so that this method can be used to activate or deactivate oscillations in a specific

droplet at a given moment of time. However one can expect that oscillation

frequency of droplets can be tuned continuously for intermediate light intensities.

Here I report results of 6 experiments in which single BZ droplets with following

chemical composition: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2COOH2,

0.04 M KBr, 0.0015 M bathoferroin and 0.00021 were illuminated from below

through optical fibers with different light intensities. The droplets were covered

by a solution of phospholipids L-α-phosphatidylcholine (Soy-20%, Avanti Polar

Lipids, Inc.) in decane (0.25 g / 50 ml). A small amount of ambient light was

present in the system to allow observations of excitations when the controlling

LEDs were switched off. Time-evolution of each droplet was recorded for 900 s

and the obtained results are presented on space-time plots shown in Fig. 3.2. The

extracted oscillatory periods can be seen in Table 3.1.

The effect of intermediate light intensities on BZ droplets containing mixture

of catalysts (ruthenium and bathoferroin) is similar to the one observed in [62] for

bulk reaction catalyzed only with ruthenium. The droplet not illuminated with

blue light, shown in Fig. 3.2a oscillates with the period close to 45 s. For the

applied illumination intensities I observed period increase to ∼56 s for lower light

intensity up to ∼ 114 s when the illumination was high. Note however that for 20

lx period increases to ∼56 s whereas higher light intensity of 60 lx used in next

experiment led to shorter period equal to 49.9 s. This effect can be explained

either by inaccuracy of concentrations of reagents in the solution due to some

mistake in the preparation phase or an external perturbation (eg. piece of dust)

that changed natural frequency of oscillations in droplet illuminated with 60 lx.
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The presented results suggest that optical illumination can be employed to

modify period of oscillations in BZ droplets. Compared to the method presented

in Sec. 3.1 this approach allows to create many different droplet types charac-

terized with a given frequency specified externally. It seems especially useful for

experimental implementations of BZ systems in which the information is coded

in frequency of chemical pulses. Such coding methods were proposed recently by

Gorecki et al. for a system composed of BZ droplets and verified in numerical sim-

ulations [49]. Furthermore, activating and deactivating of oscillations in droplets

by turning on and off the illumination seems more feasible in systems based on

boolean logic whereas gradual adjusting light intensity allows to obtain a large

number of droplets with different frequencies that might be more appropriate for

systems with fuzzy logic.

Model of photosensitive BZ reaction

Experimental results given in Table 3.1 allowed me to construct a simple model

describing the influence of light on BZ droplets with a mixture of catalysts. The

model is a simple modification of two-variable model described in Sec. 1.3 and

Ref. [48]. In the solution of reagents the total concentration of ruthenium catalyst

was much smaller that the concentration of ferroin. Therefore, as a crude approx-

imation, I assumed that ferroin is responsible for all catalytic reaction, whereas

the presence of Ru-catalyst is important for photo-induced production of Br– ions

according to reactions described by Eqs. 3.1 and 3.2. Thus it can be expected

that for low illumination

[Ru(II)∗] ∼ φ (3.3)

and production of Br– is proportional to [Ru(II)∗] · [BrMA]. Using results of [48]

we can write:

PhotProdBr− ∼ φ(1− [Ru(III)]− [Ru(II)∗]) · ξ ·M ·K, (3.4)

http://rcin.org.pl



3.1. LIGHT INFLUENCE ON OSCILLATIONS IN BZ DROPLETS 65

(a) (b) (c) (d) (e) (f)

Figure 3.2: Space-time plots presenting time evolution of excitations in droplets
illuminated with following intensities of blue light: (a) 0 lx, (b) 20 lx, (c) 60 lx,
(d) 400 lx, (e) 600 lx, (f) 900 lx. Chemical composition: 0.3 M H2SO4, 0.375 M
NaBrO3, 0.125 M CH2COOH2, 0.04 M KBr, 0.0015 M bathoferroin and 0.00021
ruthenium. Volume of each droplet 1.4µl.
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Table 3.1: Oscillatory periods of droplets illuminated with different light intensities
on the output of optical fibers attached to LED. A small amount of ambient light
was used to trace chemical excitations when no light was emitted through the
fiber.

S [lx] 0 20 60 400 600 900

No. Period of oscillations [s]

1 42 54 51 65 90 121

2 44 56 52 65 87 117

3 42 55 50 65 89 114

4 43 56 51 65 88 112

5 46 55 49 65 87 112

6 49 55 50 66 88 110

7 48 56 50 66 87 111

8 49 56 50 67 90

9 48 55 49 66 88

10 49 60 51 68

11 47 53 49 68

12 48 58 49 69

13 48 56 50 69

14 50 59 50

15 44 57 49

16 49 50

17 48 49

18 47

Average period [s] 46.7 56.1 49.9 66.5 88.2 113.9

experiment

ratio Tilluminated

Tdark
1 1.20 1.07 1.42 1.89 2.44

simple model

calculated period [s] 60.6 - 63.5 85 104 151

ratio Tilluminated

Tdark
1 - 1.047 1.401 1.715 2.49
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where M = [MA] and K = [KBr].

For simplicity (yet another approximation) I assume that the dependent con-

centration [Ru(II)] (=(1− [Ru(III)]− [Ru(II)∗])) can be approximated by a value

proportional to the total concentration of Ru-catalyst. Therefore

PhotProdBr− = κ[Ru] · ξ ·M ·K. (3.5)

Thus, for the photosensitive BZ medium the three-variable model from [48] has

the form:

∂x

∂t
=ε1h0Nx− ε2h0x2 − 2

αγε1
β

h0xy + 2
αγε1µ

β
h0Ny (3.6a)

∂y

∂t
=qβ

M ∗K
h0

z

1− z − γh0xy − γµh0Ny +M ∗K + κ[Ru]K ·M · φ (3.6b)

∂z

∂t
=
h0N

C
x− αK ∗M

Ch0

z

(1− z) , (3.6c)

where x, y, z are scaled concentrations of HBrO2, Br
– and the oxidized form

of ferroin. h0 is the Hamett acidity function corresponding to concentration of

sulfuric acid used. C and N are the total concentrations of ferroin and NaBrO3

respectively.

Assuming that the evolution of y is much faster than the other variables we

can assume its quasi-stationary value and reduce the dynamics to two variables.

The corresponding variant of two-variable model has the following form:

∂x

∂t
=ε1h0Nx− ε2h0x2 − 2αε1M ∗K(

1

β
+ κ̃φ+ q

1

h0

z

1− z )
x− µN
x+ µN

(3.7a)

∂z

∂t
=
h0N

C
x− αK ∗M

Ch0

z

(1− z) . (3.7b)

If we take the following values of model parameters α = 2.6 · 10−4, β = 1000,

ε1 = 1200, ε2 = 6700, µ = 1.6 · 10−5 and q = 0.51, then a reasonable agreement
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Figure 3.3: Modeling of the optical suppressing of oscillations phenomena pre-
sented in Fig. 3.1 using the set of Eqs. 3.7. One droplet is exposed to strong
illumination in two time intervals [700 s, 950 s] and [1400 s, 1680 s] and its time
evolution is marked with the red, dashed line. The other droplet oscillates in the
dark and its evolution is represented with blue, solid line. The height of peaks
varies due to time resolution of data recording set to 1 s.

between the model based on Eqs. 3.7 and experimental results from Table 3.1 is

obtained for κ̃ = 0.0009 for φ given in luxes. The results are shown at the bottom

of Table 3.1.

It should be said that the fitted value of parameter κ̃ has no objective mean-

ing as it includes the losses of light reflected by the boundary between droplet

and organic phase and can vary between experiments. We use it just to make a

qualitative comparison between the model and experiment.

Using the two-variable model we can make a comparison between evolution

of an illuminated and a non-illuminated droplets. Simulation results are shown
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in Fig. 3.3, where concentration of the oxidized form of catalyst is plotted as a

function of time. For the experimental conditions the model predicts the dark

oscillation period equal to 42 s whereas the experimental one was 33 s. The

simulation results qualitatively agree with experiment. Illumination at φ = 6000

lx suppresses oscillations, but they are immediately restored with the dark period

when illumination is switched off. One can see that similarly to the experiment

shown in Fig. 3.1 the phase shift between both droplets can be modified by

selecting proper illumination parameters.

Controlling dynamics of linearly coupled droplets

To illustrate the applicability of optical control methods demonstrated before

I present results on control of the time evolution of a larger structure, containing

of a few coupled BZ droplets. Here I show that proper illumination of selected

droplets affects evolution of the whole structure. Furthermore, I demonstrate that

with this method oscillations can be controlled dynamically to obtain the required

behavior of the system by adopting the light parameters.

In the experiment presented in this section I examine a linear chain of five

interconnected, photosensitive BZ droplets controlled using the methods intro-

duced in the previous sections. The experimental setup is shown in Fig. 3.4. All

droplets were identical and contained 1.4 µl of BZ solution with following con-

centration of reagents: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2,

0.04 M KBr, 0.00125 M [Fe(batho)3]
2+ and 0.00021 M Ru(bpy)3Cl2. As in the

previous experiments the droplets were immersed in a solution of phospholipids

L-α-phosphatidylcholine (Soy-20%, Avanti Polar Lipids, Inc.) in decane (0.25 g

/ 50 ml). In this case experiment a glass Petri dish (50 mm diameter) was used

instead of a polycarbonate container. The dish was inclined at a small angle to

the horizontal so that after pipetting procedure the droplets where driven by the
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Figure 3.4: The experimental setup. PC controlled diodes emit blue light (λ=462
nm), transferred to each droplets separately through optical fibers. The illumi-
nation is used to slow down the BZ oscillation in the droplets up to the point
where no oscillation occurs. Furthermore, the illumination can be used to set the
oscillation phase of droplets and thus also to synchronize multiple droplets. The
illumination time was controlled with 1 ms time resolution. Chemical composition
of BZ droplets: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M
KBr, 0.00125 M [Fe(batho)3]

2+ and 0.00021 M Ru(bpy)3Cl2.

gravity force and arranged into a linear array in the lower positioned part of the

dish. In such configuration stable connections between them can be maintained

on the time span of the experiment, allowing for propagation of excitation pulses

via the lipid bilayer. All experiments were performed at 25 ◦C and the medium

was not directly thermostatted.

The total recorded time of the experiment was 4505 s. After this time no

chemical oscillations can be observed in the medium due to exhausted BZ reagents.

Here I consider only the data from the time interval [1585 s, 4505 s]. The initial

part of the experiment contained the setup procedure and thus can be neglected.

The frames from the considered interval were extracted at one frame per second.

This produced a video stream of 2920 video frames. To observe the time evolution
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of oscillations in the droplets (1) till (5), arranged in a linear chain as shown in Fig.

3.5a, I cut the series of frames along the bright line and obtained the space-time

plot presented in Fig. 3.5b.

28 excitations were identified in the droplets (1) and (4), 27 excitations in

droplets (2) and (3) and 29 excitations in (5). The minimum observed oscillation

period was 63 seconds, ranging up to 190 seconds when the medium was nearly

depleted. The period here is long in comparison to the experiments presented

in Sec. 3.1 for the same concentration of reagents. Note however that in this

case the system was not screened from the ambient light. In the initial part of

the experiment the droplets (1), (3) and (5) oscillate spontaneously as marked

schematically with the white, curved lines. Initiation center of a chemical wave

for the self-excitations is typically located close to the geometrical center of a

droplet and then the wave travels outwards. When it reaches the connection with

a neighboring droplet, which is in the excitable state then the activation occurs. In

such case we observe a directional wave visible as inclined stripes on the space-time

plot, with the initiation center at the connection point.

During the time-span of the experiment droplets (3), (4) and (5) were illumi-

nated with a low light intensity. As the result, the non-illuminated droplets (1)

and (2) oscillated with the highest frequency. Approximately at experimental time

t = 2800s, the waves originating from droplet (1) spread out through the whole

chain, effectively controlling the oscillations of the remaining droplets. Then, at

time t = 2905s, the illumination of droplet (1) was turned on, leading to slower

oscillations in that droplet. This illumination, continued until time t = 3506,

changed the dynamics in the investigated system: Droplet (3) started taking con-

trol over the oscillations of the droplet structure till the end of the illumination

but was superseded by droplet (1) afterwards.

The presented results indicate that the optical fiber based system that I devel-
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Figure 3.5: (a) A snapshot of the experimental five droplet system. (b) A space-
time plot obtained by cutting the series of frames along the bright line drawn in the
first panel. The slightly curved lines, drawn above arrows, schematically represent
the shape of the wavefront that is characteristic for self-excitations. The dashed
line, below the arrow, indicates a part of the experiment when the activation
sequence of excitations 1→2→3→4→5 was observed. The black rectangle at the
time axis marks the time interval for which the intensity of green color at the
geometrical centers of the droplets as a function of time are plotted in Figure
(c). The distance between the green color intensity maxima in a selected droplet
determines the period of oscillations, whereas the maxima for two different droplets
indicate the time shift between forced oscillations. The arrow (at Figure (c)) marks
the moment of time (t=2862 s) at which illumination was applied to droplet (1).
The illumination was turned off at t=3484 s.
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oped can be effectively used not only to control oscillations in single droplets, but

also to modify the dynamics of multi-droplet structures. I showed that frequency of

oscillations in an arbitrary selected droplet can be easily tweaked without perturb-

ing its neighbors. In the subsequent chapters I demonstrate how the elaborated

method can be used for information processing purposes in BZ droplet medium.

Event-based stochastic model

The illumination control method presented in the previous sections was imple-

mented in the stochastic, event-based model elaborated by Gruenert et al. [51].

In contrast to the model presented in Sec. 3.1 (based on differential equations),

the one presented below is similar to asynchronous cellular automata [30]. Even

though it is less realistic than ODE model, it is thousands times faster. Therefore

it can be applied to simulate effectively networks composed of large numbers of

interconnected droplets. This factor is crucial in the optimization process where a

network has to be simulated many times before the optimal solution is found (see

Chapter .5).

In this model we consider a gird of cells (network) arranged on a square lattice.

One cell corresponds to one oscillating BZ droplet. Each droplet (apart from those

on the edges) can communicate with its four, closest neighbors (von Neumann

neighborhood). A single oscillation cycle in a droplet is divided into three discrete

phases, named as: responsive, excited and refractory phase. Thus in a given

moment of time, each droplet can be only in one of the states listed above. In

the very short, excited state the concentration of oxidized catalyst in a droplet is

high (in a real experiment an excited droplet is blue). In case of the responsive

the refractory state the reduced form of catalyst dominates (in an experimental

system such droplets are red). The difference between these two states lays in the

interaction with neighboring droplets in the network as explained below.
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State of a droplet in the network depends on its internal state and the state

of its neighbors in the previous moment of time. Transfer of chemical excitation

between coupled droplets can occur only if one droplet is excited whereas at least

one of its neighbors is in the responsive state. Then, in the next moment of time,

the responsive neighboring droplets become excited and the ones, that were in

the refractory state, remain unaffected or (if a sufficiently time has passed) switch

spontaneously their state to responsive. Furthermore, if a responsive droplet is

not triggered externally for a long time then it excites spontaneously.

In a real BZ droplet network, the time necessary for a chemical pulse to

reach boundary of a droplet is different for self-excitation and external trigger-

ing. Schematic visualization of both types of excitations is shown in Fig. 3.6.

The first case is shown for droplet A, which is activated spontaneously at the ge-

ometrical center of the droplet. External triggering can be observed for droplets

B and C. Note that in this case the chemical wave from droplet B covers differ-

ent distance before it reaches connection with the neighboring droplet C and D.

In the model presented here, for the simplicity of simulations the system is dis-

cretized spatially and thus it is not possible to observe shape of chemical wave

inside an excited droplet. Therefore the time between excitation of a droplet and

the moment at which chemical wave reaches boundary with a neighbor is defined

by a propagation time parameter tprop, identical for all droplets, regardless of the

excitation geometry.

To control chemical activity of the BZ reaction the model has implemented

mechanism of photoinhibition. Excitations in any of the droplets in the network

can be suppressed if it is illuminated with sufficient light intensity (see Sec. 3.1).

Such a droplet cannot self-excite or be activated by a pulse coming from any of

the neighbors. Thus during the light exposure the droplet behaves as though it

would be in refractory phase.
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Figure 3.6: A typical time evolution observed in coupled droplets placed on a
square lattice. Here ta < tb < tc. (a) Self-excitation occurs in droplet A. A
chemical wave spreads from the ignition point localized at the geometrical center
of the droplet towards boundaries. (b) When the front reaches the connection
point of a neighboring droplet the BZ activator diffuses through the lipid bilayer
and thus a directional wave in droplet B is triggered externally. (c) Depending
on the direction of incoming wave front some of the neighbors (droplet C) are
activated before others (droplet D).

Standard computers are built with the assumption that all components are

fabricated without any defects and fluctuations that are present in the system

does not affect results of executed programs. However, highly nonlinear chemical

medium, like BZ reaction is very sensitive to internal and external fluctuations.

In order to take them into account the stochastic effects are introduced into the

model as the normal distributed noise term with the standard deviation σnoise

added to tprop and to times where a droplet remains in a given phase.

3.2 Effect of Static Magnetic Field (SMF) on

propagation of BZ waves

Apart from research on photosensitive BZ medium I examined also a different

control method, with a Static Magnetic Field (SMF). The influence of SMF on the

Belousov-Zhabotinsky reaction (BZ) was reported previously in [91, 92]. I verify
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these results in the following part of my thesis and study whether SMF can be

used to control propagation of chemical waves in BZ medium.

Experimental section

In all experiments with SMF, I used following concentrations of BZ compo-

nents: 0.3 M H2SO4, 0.15 M NaBrO3, 0.1 M CH2(COOH)2, 0.03 M NaBr and

0.004 M [Fe(phen)3]
2+. To decrease the surface tension and vaporization, the so-

lution was filled into a 1 mm thick container, consisting of two glued together,

glass plates (65 [length] × 55 [width]). Such a system was located over a device,

generating a static magnetic field (Fig. 3.7a). I placed two parallel glass spac-

ers (0.2 mm thickness) between the surface of the magnets and the wall of the

container to ensure thermal separation of the liquid by keeping 0,2 mm thick air

gap as shown in Fig. 3.7b. I used a rectangular (80 [length] × 1.5 [width] × 0.3

[thick]) piece of stainless steel to trigger the reaction in the specified spot.

(a) (b) (c)

Figure 3.7: (a) Arrangement of permanent magnets and axis in the system, (b)
glass container with d=1mm, placed on two glass spacers maintaining 0.2 mm air
gap, (c) top view of the experimental setup.

http://rcin.org.pl



3.2. EFFECT OF STATIC MAGNETIC FIELD (SMF) ON PROPAGATION
OF BZ WAVES 77

SMF was created by two rectangular neodymiummagnets (NdFeB,Bmax=0,426 T,

50 [length] × 12 [width] × 25 [height]) (in studies of propagation in parallel sym-

metrical configuration only one permanent magnet was used). Opposite polarized

magnets, placed on a stainless plate (100 mm × 100 mm) were separated by rect-

angular acrylic glass spacer (80 [length] × 6 [width] × 25 [height]). The magnetic

field generated by the permanent magnets is four orders of magnitude larger than

the Earth magnetic field so the orientation of a sample with respect to North-South

directions played no role. Therefore, the effect was observed over the S-polarized

magnet.

Figure 3.8: Characteristic of the magnetic field in x,y and z directions along the
axes illustrated in Fig. (a). Magnetic flux density B, magnetic gradient G and
magnetic force |G×B| are shown in Figs. (b), (c) and (d) respectively.
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The magnetic flux density B of applied magnetic field, shown in Fig. 3.8,

was measured along x, y and z directions within distance of 60 mm, 30 mm and

26 mm respectively in the 3-dimensional space. I performed the measurements

using a teslameter (model RX-21b, Resonance Technology). Magnetic gradient

(G) and magnetic force (|G × B|) parameters were calculated from the obtained

experimental data.

The experiments with ferroin diffusing in distilled water, exposed to the SMF

were conducted in a Petri dish placed over the system of neodymium magnets

(described above) and stack of glass plates as shown in Fig. 3.9. Plastic spacers

were applied to maintain 0.2 mm slit between the bottom of the dish and the

surface of the magnet providing thermal separation of the solution. The dish was

initially filled with 6 ml of distilled water forming a thin layer of liquid. Then

amount of 30 µl of 0.0025 M ferroin (Fe(phen)3]
2+) solution was pipetted into the

central part of the dish, forming oval, red area diffusing in water. The ferroin in

reduced form is red so concentration of that color was observed to analyze spatial

distribution of the catalyst in different parts of the system.

Figure 3.9: Experimental setup of the system with ferroine diffusing in SMF.
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Results and discussion

I investigated propagation of chemical waves in SMF for three configurations:

perpendicular, parallel symmetrical and parallel asymmetrical as shown in Figs.

3.10a, 3.10b, 3.10c respectively. In the first case (Fig. 3.10a), after triggering the

system, I observed semicircular waves traveling in the directions x and y with the

same velocity and thus maintaining the initial shape in the area in front of the

system of magnets. After reaching the external edge of the closer magnet, anoma-

lous propagation began and the wavefronts started to deform, changing shape to

that observed in [91, 92]. In the performed experiments I examined also the effect

on the second wavefront, traveling in unrested medium, however the deformation

in this case was significantly smaller as shown in Fig. 3.10. Observation of the

further successive fronts was interfered by CO2/CO gas bubbles, produced as an

undesired product of BZ reaction.

In case of parallel symmetrical propagation (Fig. 3.10b), I initiated the waves

over the surface of one side of the magnet and examined propagation along edges.

In order to obtain symmetrical magnetic field I used only one permanent magnet.

In this case wavefronts retained their initial semicircular shape until they reached

the area with high magnetic field gradient where they started to form characteristic

V-shape. Note that the deformations on both edges of the magnet are nearly

symmetrical.

In the experiment with the asymmetrical SMF, shown in Fig. 3.10c, I observed

that the deformation effect is asymmetrical, substantially stronger on the internal

edge of the magnet. The wavefronts with large negative curvature appeared as

previously, when semicircular wave reached the outline of permanent magnet.
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a)

b)

c)

100 s 200 s 280 s 380 s 420 s

Figure 3.10: Wavefronts propagating (a) perpendicularly (b) parallelly and sym-
metrically (c) parallelly and asymmetrically to the magnets (dashed line indicates
locations of the magnet); container d-gap is 1mm.
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I calculated velocities in direction y for two successive waves shown in Figs.

3.10b and 3.10c to determine the relation between deformation and speed of the

front. The obtained results are presented in Table 3.2. Difference in velocity

between the first and subsequent wavefront can be explained in terms of the dis-

persion relation described by Eq. 1.12. Here the first wave propagates through a

fully relaxed medium whereas the medium ahead of the second wave is still not

fully recovered (i.e. the concentration of inhibitor has not dropped to the level cor-

responding to relaxed medium). The chemical wave propagating in symmetrical

magnetic field shown in Fig. 3.10b has almost the same speed in direction y over

both edges of the permanent magnet. For the asymmetrical conditions presented

in Fig. 3.10c the waves propagate faster over the internal (right) edge of magnetic

device.

Table 3.2: Speed of the first and the second wavefront along y axis in the experi-
ments presented in Figs. 3.6b and 3.6c.

first left first right second left second right

b 0.089 mm/s 0.088 mm/s 0.064 mm/s 0.069 mm/s

c 0.085 mm/s 0.074 mm/s 0.070 mm/s 0.060 mm/s

Magnetic field can influence the BZ reaction in two ways: by affecting charged

ions or by acting on chemical reagents that exhibit magnetic properties. As the

reaction is very complex and produces different kind of ions on its intermediate

stages first hypothesis is difficult to investigate. It is possible however that the

applied field is strong enough to affect substantially paramagnetic catalyst of BZ

reaction. One can assume that for sufficient magnetic field the force acting on

paramagnetic species can lead to local increase of concentration of the molecules

in the are over surface of the magnets. To examine how significant the effect is,

another experiment was conducted. A small droplet of pure solution of ferroin was
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pipetted into central part of the Petri dish as described in the experimental section.

The results obtained in this experiment are shown in Fig. 3.11. The red, oval area

started to spread in the system because of diffusion and advection processes. After

short time evident motion of ferroin towards magnetic field area was observed to

be substantially larger than the motion in other directions. Permanent magnets

attract paramagnetic ferroin molecules and introduce spatial organization of the

catalyst with high gradient of concentration on the edges. One can expect that

similar inhomogeneity of the catalyst concentration can be observed in the BZ

solution exposed to strong magnetic field (however I was not able to trace the

effect with optical methods). In such case different parts of a chemical wavefront

can propagate in a different way depending on their position in the system.

To examine how concentration of the catalyst affects velocity of propagating

wavefronts in the BZ reaction, I performed another experiment. The BZ solution

was prepared as previously excluding concentration of ferroin catalyst which was

varied and following values were used: 0.001 M, 0.002 M, 0.004 M, 0.006 M,

0.008 M. The mixed solution was infused, using a 10 ml syringe, into the glass

container with d-gap thickness of 1 mm and then the wavefronts were initialized

as in the previous experiments. Paper scale placed under the container, was used

to measure distances in the observed area.

The obtained dependence of wavefront speed on concentration of the cata-

lyst is presented in Fig. 3.12. One can see that the chemical waves propagates

significantly slower in solution with a high concentration of ferroin whereas faster

wavefronts are observed when this concentration is decreased. These results might

seem in contrast to experiments presented in [33] and [110] where no relation be-

tween speed of trigger waves and concentration of ferroin was reported. Note

however the experiments shown here were performed for a wider range of ferroin

concentrations.
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The presented results indicate that non-uniform distribution of the catalyst

can lead to significant differences in velocity of BZ waves in different areas of

the system. This in turn can lead to deformation of the initial circular shape of

wavefronts. It seems that the effect is stronger for waves propagating with higher

velocities (first wave in rested medium) whereas it is almost negligible for the

slower ones (second and consecutive waves). On the other hand, as reported in [80,

81, 59], propagation of BZ waves induces convective flows which can significantly

influence the spatial distribution of ferroin molecules. Further research is necessary

to establish if ferroin is spatially organized in the magnetic field and whether this

organization is not destroyed by hydrodynamic effects accompanying traveling

waves.

Another explanation of the deformation effect can be proposed based on the

works of Nishikori et al. [87, 88]. The authors examined BZ waves traveling in

electromagnetic field in quasi-one dimensional system and found that the propaga-

tion velocity is related to the applied magnetic force. They assume that magnetic

susceptibility of reduced form of ferroin is smaller than the one of its oxidized form

χox > χred. In such case, magnetic force that acts on the wave propagating in the

medium can be expressed by the following equation:
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1
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Even though the magnetic forces in all directions for the device applied in my ex-

periments are known (see Fig. 3.8), it is difficult to determine how the field affects

a 2-dimensional wavefront. To examine how magnetic field influences wavefronts

of oxidized BZ solution, further research is necessary.
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The results presented in this chapter confirm that influence of SMF can lead to

deformation of propagating BZ waves. The effect however does not seem a good

control method of chemical waves propagating through small BZ droplets. First,

the method requires a strong magnetic field which can be generated only by a large

permanent magnet or a complex electromagnetic device. In both cases spatial

resolution of such method is poor and it is not possible to affect only a single

droplet in a system without affecting its neighbors. Additionally, if permanent

magnets are used, it is difficult to modify the strength and the region in which the

field is applied dynamically during an experiment.
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Figure 3.11: Ferroin diffusing in magnetic field. White, dashed lines mark the
outline of permanent magnets configured as shown in Fig. 3.9.
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Figure 3.12: Velocity of the first and second wavefront in function of ferroin con-
centration.
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3.3 Conclusions

Among the two methods of BZ reaction control studied in this chapter, the

one based on illumination seems more flexible and easier to apply in a droplet

system. In such approach, period of oscillations can be increased to a given value

for a moderate light intensities. For a strong light intensity the oscillations can

be suppressed completely. Using optical fibers the light can be transferred to

a very small area of the considered medium without affecting the surrounding.

Moreover the moment at which illumination is triggered or ceased is controlled

using a computer with a high time resolution. Finally, the inhibitory effect of

blue light on Ru-catalyzed BZ reaction can be reproduced using a simple model

as shown in Sec. 3.1.

In contrast, the influence of magnetic field on BZ reaction is not well explained

yet and the mechanism proposed here still has to be verified. The magnetic field

seems more suitable to control propagation of chemical waves in large, spatially-

continuous systems. The area in which the reaction can be affected is limited by

the size of applied magnet. Moreover it can be difficult to modify the arrangement

of the applied magnetic field during experiment. Thus the spatial and temporal

resolution of such control method is poor.

Considering the arguments given above, in the experiments shown in the fur-

ther part of the thesis, I used illumination to control behavior of BZ medium.
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Chapter 4

Experimental studies on BZ

droplet system

In this chapter I present experimental results of coupled oscillations in two

or three interconnected BZ droplets. The studies on coupled nonlinear oscillators

predict a number of different oscillation modes. Therefore, if we are able to modify

the oscillation mode in a system of a few coupled droplets then it can play a role

of a memory cell.

4.1 Experimental section

In the performed experiments, I used commercially available, reagent grade

chemicals without further purification. Photosensitive solution of BZ reaction

contained water, sulfuric acid (H2SO4), sodium bromate (NaBrO3), malonic acid

(CH2(COOH)2), potassium bromide (KBr), bathoferroin ([Fe(batho)3]
2+) and ruthe-

nium complex (Ru(bpy)3Cl2). The droplets containing reagents of BZ reaction

were placed in a solution of phospholipids L-α-phosphatidylcholine (Soy-20%,

88
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Avanti Polar Lipids, Inc.) in decane (0.25 g / 50 ml). A lipid monolayer was

formed at a droplet surface and stabilized droplet mechanically.

The experimental setup is schematically illustrated in Figure 4.1. The droplets

were placed in a transparent, polycarbonate container (2 mm thick bottom) with

a number of plastic columns (0.75 mm diameter) attached to the bottom. The

columns formed a cage immobilizing the droplets during the experiment.

The required structure of droplets was obtained by hand-pipetting of small

amounts (1.3 µl) of the BZ solution into the column cages. Short time after

reaching the bottom of the container the droplets driven by the gravity force flatten

on the surface forming nearly two dimensional disks. Flattening droplets, blocked

by the stabilizing columns, expand towards each other forming a stable lipid bilayer

that can be crossed by the activator of BZ reaction. In such a configuration,

stable connections between droplets are maintained during the time span of the

experiment, enabling chemical communication.

Chemical oscillations in the droplets were controlled by illumination with

high power, blue LEDs (HUEY JANN ELECTRONIC, HPE8B-48K5BF, 5W,

λ=462 nm) connected to a PC. Plastic optical fibers (1.5 mm diameter) attached

to the diodes allowed to illuminate individually each droplet with the light in-

tensity greater than 15000 lux, which is sufficient to suppress oscillations. The

intensity of the applied light was measured at the tips of the fiber using the

lightmeter CENTER 337 (CENTER TECHNOLOGY CORP.). Light emitting

fiber tips, positioned centrally below corresponding droplets limit amount of light

transferred to the surrounding. All experiments were carried out at 25 ◦C.

The time evolution of the system was recorded using a digital video cam-

era (Sony HDR-XR550VE) with the attached magnifying converter Raynox-505.

Green filter was attached on the camera objective to prevent the damage of CCD

matrix by an intensive light. The time evolution of droplets was recorded with the
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(a)

(b)

Figure 4.1: (a) The experimental setup presented in Chapter 3 adapted for studies
of droplets arranged in pairs and triplets. Blue LEDs serve as the source of light,
transmitted through optical fibers with the tips attached below the system of
droplets. (b) The top view of 3 droplets stabilized by plastic columns.

resolution of 1440 × 1080 pixels and frequency of 50 frames per second (fps) and

cut into a series of frames (FFMPEG). ImageJ software was applied to acquire

and process obtained sequences of images.

4.2 Results and discussion

Pairs of droplets

A pair of coupled oscillators can be used as a memory cell if both, in-phase

and anti-phase oscillations are stable [68]. We have investigated a pair of coupled

BZ droplets to verify its applicability as an element of chemical memory.

26 experiments were performed with pairs of coupled droplets trapped in a

column cage as illustrated in Figure 4.2a. The droplets contained the following
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BZ solution: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M

KBr, 0.0015 M [Fe(batho)3]
2+ and 0.00021M Ru(bpy)3Cl2 with the corresponding

period of oscillations T≈60 s. We modified illumination conditions in order to

identify the number of stable modes i.e. spatio-temporal correlations of excitations

in droplets that are sustained in the system for a long time. The system was

illuminated at least once in each experiment. The total number of illuminations

in all experiments is equal to 39. I used two methods to invoke a specific initial

conditions for oscillations in the system.

In the first approach (Both Droplet Illumination, BDI), droplets were allowed

to oscillate in a dark condition for a few periods. Next, the illumination with

identical light intensity was applied to both droplets for time interval similar to

the oscillation period (60 s). Then illumination of one droplet was switched off

and illumination of the other one was continued. We considered additional illumi-

nations of a selected droplet for 4 s, 28 s, 30 s, 32 s, 45 s and 56 s. Performing a

number of experiments with additional illumination time close to T
2
we hoped to

find stable anti-phase oscillations in two, coupled droplets.

In the other method we controlled oscillations in coupled droplets, by illumi-

nating one of them whereas the other one evolved in the dark (Single Droplet

Illumination, SDI). We considered the following illumination intervals: 5 s, 10 s,

15 s, 20 s and 30 s. Usually, the first oscillation after illumination is a response to

the sequence in which the light was turned off and the following behavior of the

system is determined by the stability of the induced mode.

The type of observed modes is determined by the activation sequence and phase

difference. In order to quantify the effect, let us introduce the phase difference

between droplets defined as Δϕ = t2−t1
T

, where ti is the moment of excitation in

the droplet (i) and T is the averaged period of oscillations at the corresponding

stage of experiment. The position of points at which t1 and t2 were measured is
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Figure 4.2: (a) Top-view of a pair of coupled BZ droplets trapped in a plastic cage.
(b) Phase difference in pairs of coupled droplets in the first cycle after illumina-
tion with respect to the phase difference before illumination. Square points and
triangles correspond to the experiments with BDI and SDI control method respec-
tively. The points marked with green color corresponds to uncoupled droplets (no
communication was observed). Initial phase difference was measured between last
oscillations visible in droplets before the illumination procedure and the difference
after one cycle concerns the first observed oscillations after turning off the last
diode.
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marked in Fig. 4.2a with letters A and B for droplet (1) and (2) respectively. I

selected two points placed on both sides of the separating lipid bilayer in order to

distinguish in-phase oscillations (same times), forced oscillations (small difference

between times) and out of phase oscillations (large difference between times). After

assigning numbers to each droplet I introduced modes classification presented in

Table 4.1.

At the beginning of most experiments, just after droplets were prepared, I

observed their spontaneous evolution towards the state in which one droplet forces

oscillations in the other. This effect is presented in Fig. 4.2b as the large number

of points with small initial phase difference. For the considered concentrations of

reagents, BZ droplets start to oscillate spontaneously just after pipetting. The

period of oscillations is determined by concentrations of reagents, however the

initial phases of oscillations are random. If the frequencies of both droplets are

similar, then in most cases the droplet that oscillates first becomes a pacemaker

that forces oscillations in the other one. When frequencies are different then the

droplet with a higher frequency becomes dominant regardless of the initial phases.

Difference in frequencies can be explained in terms of asymmetry in parameters of

both droplets like radius [112], shape, contact area with the column cage etc. An

uncoupled pair with asymmetrically oscillating droplets prepared from the same

solution is presented in Fig. 4.3a. In this case the period is significantly different

for both droplets and the average, for five oscillations visible after illumination, is

86 s and 95 s for droplet (1) and (2) respectively.

For most experiments, as presented in Fig. 4.2b, small phase shift after one cy-

cle confirms tendency of the system to oscillate in the forcing mode and only three

experimental points correspond to the anti-phase synchronization (four points

marked with green color correspond to uncoupled cases). This result is in agree-

ment with the mathematical model presented in [45].
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Table 4.1: (a) Classification of modes for a pair of coupled BZ droplets. Ver-
tical arrows correspond to pulses spreading homogeneously from the center of
droplets outwards. The phase shift between droplets is marked with the length
of the shafts. Propagation of chemical wave between droplets (activation process)
is schematically illustrated with arrows pointing from one droplet to another.
(b) The values of phase difference corresponding to different modes.

in-phase
1 2

1
Droplets oscillate without phase differ-
ence.

anti-phase
1 2

2
Both droplets oscillate with a constant
phase difference. The pulses arriving to
the connection site do not activate the
other droplet.

forcing
1 2

3a

1 2

3b
One droplet becomes a pacemaker and
activates the other.

(a)

∆ϕ−T/2 T/20

1 3a 22 3b

(b)

A typical example of a forcing mode can be presented in form of a space-

time plot as shown in Fig. 4.3b. The phase shift in this case is caused by the

distance that the excitation pulse needs to travel between the measurement points,

including the time necessary to cross the separating lipid bilayer. One can see at

the initial stage that the bright lines, corresponding to oscillations in the dominant
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droplets, have slightly semicircular shapes (solid line) and the first point of the

front on the time axis (marked with a white arrow) is the initiation center, from

which waves spread toward boundaries. A chemical wave of the activator, reaching

the connection of two droplets, can diffuse through lipid membrane and when the

concentration is high enough, then it activates the wave in the coupled droplet.

This wave spreads from the activation point in form of a directional wave and can

be observed on a space-time plot as an inclined stripe (dashed line). If a wave

started in one droplet reaches the contact site and concentration of the activator

in the other droplet is low then the activation cannot occur. This situation can

be observed in Fig. 4.3d for the first pulse after turning off the illumination.

The modes most commonly observed in the experiments are presented in form of

space-time plots with corresponding time series in Fig. 4.3.

The system can remain in the light induced mode (see Fig. 4.3b) or revert

into more stable one spontaneously as shown in Fig. 4.3c. In order to elucidate

this effect I performed stability analysis of all experiments. I observed the time

evolution of Δϕ between droplets in a few oscillations preceding and following the

illumination. The results for each experiment can be presented as a dependence

of the phase difference between droplets (Δϕ(n + 1)) with respect to their phase

difference for the previous excitation (Δϕ(n)) as presented in Fig. 4.4. The

straight arrows connecting the points determine the trajectory of the oscillations in

the phase space and indicate the direction of time. The points and trajectories are

marked with colors blue, red and green that correspond to the initial, spontaneous

mode, mode after first and second optical perturbation respectively. Green color

is present only for experiments in which the system was illuminated two times.

The dashed, curved arrows indicate the last point of the mode before illumination

(base) and the first point of the induced one (head).

A stable mode in this representation is a small area in the chart, with a large
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Figure 4.3: Space-time plots for experiments with two droplets (a,b,c,d) were
obtained by cutting the sequence of images along the solid line visible in Figure
4.2a. Evolution of oscillations in both droplets is presented as the intensity of
green color (corresponding to the concentration of oxidized form of bathoferroin)
in points A and B, marked with bright squares in a function of time. The applied
illumination can be seen as a bright rectangle on space-time plot and hatched
area on time series plot. (a) Uncoupled droplets. Illumination triggered at t=227
s for 15 s. (b) Successful, stable mode reversing from (3a) to (3b). Droplet 2
exposed to light at t=569 s for 10 s. (c) Unstable mode reversing from (3b) to
(3a). Illumination of droplet 2 for 15 s was triggered at t=270 s. (d) Unstable
anti-phase oscillations generated from initial (3a) mode. Droplets 1 and 2 were
exposed to illumination at t=246 s with the times 60 s and 90 s respectively.

http://rcin.org.pl



98 CHAPTER 4. EXPERIMENTAL STUDIES ON BZ DROPLET SYSTEM

number of points and the trajectory converging to an attractor, located within this

area. Usually only one stable state exists, due to asymmetry between the droplets

as illustrated in Fig. 4.4c. In this case the initial mode (3b) is changed using light

control to (3a), however instability of the induced mode leads the oscillations

back to the only attractor in the system i.e the initial mode (3b). Analogical

situation for the system where the only stable mode is (3b) is presented in Fig.

4.4e. It seems that asymmetry in oscillations is common for the BZ droplets, thus

we observed frequently pairs with only one stable forcing mode. Note that even

multiple illuminations, as presented in Fig. 4.4f, are not sufficient to shift the

oscillations away from the attractor corresponding to the forcing mode (3a) for a

long time.

For a pair of droplets oscillating with similar periods, I was able to switch

between two forcing modes as presented in Fig. 4.4b. Here, the system perturbed

optically, change its initial mode (3a) to (3b) and remain stable in this state. I

observed switching between two stable forcing modes in one experiment only. It

seems that it is easier to find a system with stable forcing and in-phase modes as

shown in Figs. 4.4g and 4.4h for successful transitions from mode (3a) to (1) and

from (1) to (3b) respectively.

The anti-phase mode was observed in three experiments and in each case, only

for the first pulse after illumination. Then spontaneous transition to a forcing

mode occurred instantly for the second oscillation as presented in Fig. 4.3d. A

stability analysis chart, corresponding to this experiment is presented in Fig. 4.4d.

The illumination, marked with the first curved arrow shifts the system into the

area of the phase space corresponding to a large phase difference between droplets,

yet the phase difference decreases rapidly due to synchronization in the forcing

mode (3a). This system however has only one stable forcing mode and thus

consecutive oscillations lead towards the stable (3b) forcing. The further part of
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the experiment, included in Fig. 4.4d shows that next illumination yields another

single anti-phase pulse, yet this time, uncoupling of the droplets occurs.

Uncoupled droplets oscillates independently and no attractor in the system

exists. In such case the phase difference between droplets changes constantly, in

the time-span of the experiment, as visible in Fig. 4.4i. The trajectory after illu-

mination, escapes from the initial point, however no stabilization can be observed,

even after a number of oscillations. Stability analysis for the uncoupled events

can be performed with a more intuitive method, by using the polar coordinate

system, where the radius corresponds to the period of oscillations and the polar

angle determines the phase difference between the droplets. In this representation

the oscillations from Fig. 4.4i can be easily classified to the uncoupled mode as

shown in Fig. 4.4j. Another example of uncoupled oscillations in polar coordinate

system is shown in Fig. 4.4a. Note however, that in this case droplets were un-

coupled from the beginning of experiment, whereas in the previous example they

desynchronized as the result of illumination. Both situations presented above can

be interpreted as uncoupled oscillations due to the constant changes of the angular

coordinate.

The forcing modes are most common type of oscillations in the pair of coupled

droplets. However, due to asymmetrical conditions, usually only one forcing mode

is stable and the system, after optical destabilization, tends to reach this state.

A spontaneous mode reversing in this case is not an instant process though and

requires at least a few oscillations if we move the system far from the only attractor

in the phase space.

Stability analysis of the modes in coupled droplets revealed that for most of the

experiments, the light initiated mode can be sustained only for a short time. Then

the system tends spontaneously to the most stable mode that usually overlaps with

the initial, spontaneous mode. The exception are the events, where the optically
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Figure 4.4: Stability analysis of oscillation modes in pairs of BZ droplets. Thin,
solid line (blue), thin dashed line (orange) and thick, solid line (green) correspond
to the initial, spontaneous mode, first and second mode after illumination re-
spectively. Curved, black dashed arrows indicate the illumination procedure and
mark the last point before illumination and the first point of the induced mode.
(a-d) correspond to the experiments presented in Figure 4.3. Mode transitions:
(a) uncoupled oscillations,

(b) (3a)
light−−→ (3b),

(c) (3b)
light−−→ (3a)

spontaneous−−−−−−−→ (3b),

(d) (3a)
light−−→ (2)

spontaneous−−−−−−−→ (3a),

(e) (3a)
light−−→ (3b)

spontaneous−−−−−−−→ (3a),

(f) (3b)
light−−→ (3b)

light−−→ (3a)
spontaneous−−−−−−−→ (3b),

(g) (3a)
light−−→ (3b)

spontaneous−−−−−−−→ (1),

(h) (1)
light−−→ (3b),

(i) desynchronization, (3b)
light−−→ uncoupled oscillations,

(j) desynchronization, (3b)
light−−→ uncoupled oscillations (oscillations shown in

Fig. (i), presented in polar coordinate system).
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XXXXXXXXXXXXXXXXXXXX

After
illumination

Before
illumination

Uncoupled 1 2 3a 3b

Uncoupled 5 2 1

1 2 3

2

3a 12

3b 1 2 2 9

Table 4.2: Number of the stable modes observed after illumination with respect
to the preceding modes (additionally number of observed, uncoupled events is
included).

induced mode matches the stable mode of the system and no transition is observed.

This behavior of the system can be seen in Table 4.2 summarizing the results of

mode modification from all experiments with pairs of droplets. Large number

of experiments in the diagonal cells of the table indicate that modes induced by

illumination are not stable in most cases and the system returns spontaneously to

the initial mode.

Triplets of droplets

In this section I describe oscillation modes in the system composed of three

coupled droplets arranged in a regular triangle geometry as shown in Fig. 4.5. I

performed 12 experiments and in all cases I observed coupling between droplets.

In 6 of them I used the same concentrations of reactants as in the previous sec-

tion: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M KBr, 0.0015

M [Fe(batho)3]
2+ and 0.00021 M Ru(bpy)3Cl2. The other experiments were per-

formed with modified concentrations of sulfuric acid, bathoferroin and ruthenium,
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in order to obtain the medium with a smaller oscillatory period. After prepara-

tion of droplets, I used illumination to initialize a specific mode and next observed

the time evolution of droplets. The employed illumination strategy was similar

to BDI method described previously. Yet in this case the additional exposure,

corresponding to the third droplet was added. Moreover, here, the illumination

was applied a few times per experiment (cf. Fig. 4.9a). As the result the total

number of light perturbations was equal to 12 and 40 for the group of experiments

with T≈60s and T≈30s respectively.

A

D

C
B

E

F

3

2

1
Figure 4.5: A triplet of BZ droplets trapped in a plastic cage. A cut along white
lines, was performed on the sequence of frames to analyze time evolution of oscil-
lations.

If all droplets are the same, then from the symmetry of the system, one can

expect that their coupled oscillation modes can be classified as illustrated in Table

4.3. Similarly to the pairs of droplets, the in-phase mode corresponds to situation

where all of them oscillate at the same time. In the anti-phase mode the time

shift between oscillations in one droplet and the other two is equal to T
2
.

There are two classes of oscillations that belongs to the forcing modes. In

the first type (modes 2a, 2b, 2c), the coupled in-phase oscillation of two droplets

excite the third one. The other class corresponds to the scenario, in which one

of the droplets force oscillations in the other two. The forcing modes, in contrast
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in-phase

1 2
3

0

anti-phase
1 2
3

1a

1 2
3

1b

1 2
3

1c

forcing

1 2
3

2a

1 2
3

2b

1 2
3

2c

1 2
3

3a

1 2
3

3b

1 2
3

3c

broken rotations

1 2
3

4a

1 2
3

4b

1 2
3

4c

1 2
3

5a

1 2
3

5b

1 2
3

5c

stable rotations

1 2
3

6

1 2
3

7

(a)

α

β

γ

η
δ

ε

η
δ

ε

η

δ

ε

0

0

0

1a1b

1c 2a

2b

2c 3a

3b

3c

4a

4b

4c

6

0

1a

2b

2c3a

1b

3c

5a

5b 5c

7

0

2a

2b

3a

3b

1a

1c

5a

5b 5c

7

0

0

0 2a

1b

1c

2c

3b

3c

5a

5b 5c

7

0

0

0

(b)

Table 4.3: (a) The modes of coupled oscillations, expected for the system compris-
ing three coupled BZ droplets. (b) The geometrical representation of the stable
modes.
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to the anti-phase ones are characterized by time difference between oscillations at

droplet centers much smaller than T
2
. It is related to the time, in which a pulse of

excitation travels between droplets.

In the forcing modes described above, oscillations of two droplets were in-phase.

I also observed another type of a forcing mode, in which one droplet excites the

other and the excited droplet forces oscillations in the third one. If the refractory

time for droplet excitation is longer than the time in which excitation passes from

the first droplet to the third one, we observe “broken rotation” of excitation. In

such case, due to long refractory time the third droplet does not re-excite the first

one. As the result, one can observe a single rotation of excitation pulse through all

droplets, followed by a long time when the system shows no activity. The broken

rotation can circulate anticlockwise (4a, 4b, 4c) or clockwise (5a, 5b, 5c).

If the refractory period is shorter than time within which an excitation travels

between droplets, then a pulse of excitation smoothly rotates between droplets.

In such case one can distinguish two rotational modes: Anticlockwise (6) and

clockwise (7).

The modes described above can be easily visualized. Let us assume that pulses

of excitation (maxima of oxidized catalyst concentration) appear at the centers of

droplets 1, 2, 3 at times t1 ≤ t2 ≤ t3 ≤ t′1 respectively, where t′1 is the time of

consecutive excitation in droplet 1. Let us introduce variables α, β, γ defined by

the following equations:

α =
t2 − t1
t′1 − t1

, (4.1a)

β =
t3 − t2
t′1 − t1

, (4.1b)

γ =
t′1 − t3
t′1 − t1

. (4.1c)

http://rcin.org.pl



4.2. RESULTS AND DISCUSSION 109

Let us notice that α ≥ 0, β ≥ 0, γ ≥ 0 and α + β + γ = 1. In this case,

when excitations at the center of the droplet (3) occur before these in droplet (2)

(t1 ≤ t3 ≤ t2 ≤ t′1) one can introduce another set of variables η, δ, ε defined as:

η =
t3 − t1
t′1 − t1

, (4.2a)

δ =
t2 − t3
t′1 − t1

, (4.2b)

ε =
t′1 − t2
t′1 − t1

. (4.2c)

Here also η ≥ 0, δ ≥ 0, ε ≥ 0 and η + δ + ε = 1.

Both sets of variables (α, β, γ) and (η, δ, ε) can be represented as a point on

a regular triangle, with the height equal to 1. The triplet of numbers describes

the distances of the point from the triangle sides. The triangle representing (α, β,

γ) has one side common with the triangle representing (η, δ, ε). Every stationary

mode in a system of three droplets can be represented as a point on a large triangle,

with the central part showing (α, β, γ) and three, side triangles for (η, δ, ε). The

geometrical representation of the modes is illustrated below the figure in Table

4.3.

Figure 4.6 shows results of experiments carried out with the concentrations

used in the studies on pairs of droplets. Typical and most commonly observed

oscillatory behaviors of this system is presented in form of space-time plots. The

frames from the experimental movies were cut along the bright lines visible in Fig.

4.5. The points A, C, E mark the geometrical centers of the droplets 1, 2 and 3

respectively, whereas the points B, D and F indicate contacts between them.

To examine how the oscillation modes evolved in time, one can analyze oscil-

lations on the ternary plots. High density of points in one area indicates mode

stabilization, however within this approach no time direction can be distinguished.

For instance oscillations presented on space time plots in Figs. 4.6a, 4.6b and 4.6c
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(a) (b)

(c) (d)

Figure 4.6: Space-time plots of common oscillation modes observed after an ex-
periment starts. (a) the (3b) forcing mode, with one pacemaker (droplet (3)), (b)
forcing mode (2a), with two pacemakers (droplets (1) and (2)), (c) instability of
anticlockwise broken rotations. The induced (4c) mode visible for the first pulse
after switching off the light (marked with arrow) changes to (3a) for the next os-
cillations. Light exposure times in (c) for droplet (1), (2) and (3) respectively: 70
s, 110 s, 60 s. The oscillations presented in (a-c) can be visualized on the ternary
plot presented in (d). A geometrical representation of the modes on a ternary
plot. Triangular, square and circular points correspond to the modes presented in
(a), (b) and (c) respectively.

http://rcin.org.pl



4.2. RESULTS AND DISCUSSION 111

are marked on the ternary plot shown in Fig. 4.6d with triangles, squares and

circles respectively. One can see that the points corresponding ot the modes (3b)

and (2a) are restricted to small geometrical areas on the plot since these modes

are stable. In contrast the induced mode (4c) (marked with circles) is unstable

and transforms spontaneously into (3a). The mode transition can be illustrated

on the ternary plot as a change of phase difference between droplets. One can see

that the points corresponding to the second and the third oscillation are shifted

in respect to the first one after illumination (marked with the arrow). Moreover,

points marking next oscillations appear at the other side of the plot and converge

towards the area corresponding to the mode (3a). Note that in the ternary plot

presented in Fig. 4.6d the data points come from three different experiments,

however in the further part of the thesis, one ternary plot corresponds to one

experiment (with many light perturbations).

Ternary plots corresponding to a few experiments with triplets are shown in

Figs. 4.7 and 4.8. For the first group of experiments BZ medium with oscillation

period of around 60 s was used. The second group contains ternary plots for

experiments with T ≈ 30s. Red, green, blue and magenta points correspond to the

oscillations of the initial mode, mode after first, second and third light perturbation

respectively. Note that in some experiments the system was illuminated less then

three times (e.g. the system shown in Fig. 4.7c was illuminated only once). On

the other hand in some experiments multiple illuminations were used as shown in

Fig. 4.9a where the system was perturbed 6 times. In order to determine stability

of the induced mode, a few consecutive excitations have to be followed. As the

result, on the presented ternary plots I neglected the modes, for which only a

single excitation was observed.

In most of the experiments with the longer period of oscillations (≈ 60s), I

observed tendency of the system to work in the forcing modes. For instance Fig.
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4.7a illustrates successful switching of the system from the initial mode (3b) to

(3c). However usually not all forcing modes were stable as shown in Figs. 4.7b

and 4.7c. In the first case the system is perturbed from the initial mode (3a) into

(4c), yet it returns spontaneously into (3a) after a couple of oscillations. Note

that the system does not stabilize when it crosses area with the forcing mode (2c).

In the second case, first light perturbation changes the mode from initial (3b)

into (4b). The induced mode is unstable though and after a few oscillations the

system, going through another unstable mode (2b), returns finally to the initial

mode (3b).

Only in one case I observed a very stable, rotational mode, however usually

initialization of such mode led only to unstable, broken rotations, transforming

into one of the forcing modes as presented in Fig. 4.6b and on the corresponding

ternary plot in Fig. 4.7b. This occurs when a wave initiated in the droplet with

the shortest time exposure, travels subsequently through droplets illuminated with

longer times, reaching finally the boundaries of the first droplet. The period of

oscillations for used concentrations of reagents is too large for the first droplet

to recover from the refractory state and thus it cannot be activated by the ar-

riving pulse. After a few seconds of relaxation the first droplet oscillates again

spontaneously and starts next cycle. This mode can be easily destroyed though,

if the differences in frequencies of the droplets are significant. In such case, as

previously, the droplet (or droplets) with a shorter period becomes the pacemaker

and forces oscillations in the others.

The crucial factor, determining initialization of the stable, rotational mode is

the state of the first droplet at the beginning of the second and subsequent cycles.

The droplet must be in the excitable state to be activated by the pulse from the

last droplet in the first cycle. Otherwise the propagation stops and the unstable

rotations begin. This parameter can be controlled either by the size of the droplets
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Figure 4.7: Ternary plots for the group of experiments performed with droplets
containing BZ medium with period of oscillations close to 60 s. Red, green,
blue and magenta points correspond to the oscillations of the initial mode, mode
after first, second and third light perturbation respectively. Mode transitions:

(a) (3b)
light−−→ (3c)

light−−→(3c),

(b) (3a)
light−−→ (4c)

spontaneous−−−−−−−→ (2c)
spontaneous−−−−−−−→ (3a)

light−−→ (4c)
spontaneous−−−−−−−→ (2c)

spontaneous−−−−−−−→ (3a),

(c) (3b)
light−−→ (4b)

spontaneous−−−−−−−→ (2b)
spontaneous−−−−−−−→ (3b)

light−−→ (4b)
spontaneous−−−−−−−→ (2b)

spontaneous−−−−−−−→ (3b).
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or the period of oscillations. Modification of the geometry can be used to tweak

the distance for the chemical wave to travel and thus increase or decrease the

recovery time of the first droplet.

Here I simply adjusted concentrations of sulfuric acid and bathoferroin to 0.36

M and 0.00125 M respectively, to reduce the period to T≈28 s. This setup allowed

for invoking, in the second attempt, at t = 564s, a stable, rotational, anticlockwise

mode (6) from the spontaneous (2c) forcing mode as presented in Fig. 4.9a. This

mode transition can be also observed on the ternary plot shown in Fig. 4.9b.

Red points correspond to initial mode and green ones describe the induced mode

(6). I observed mode (6) for 145 s and then reverted the light sequence to change

the direction of the rotations. After illumination, the stable, clockwise mode (7)

appeared (marked with blue points) and the system run in this configuration for

238 s until next light perturbation. To force the anti-clockwise oscillations again,

three attempts were made with different illumination conditions, before I observed

the required sequence. Finally the system remained in the stable rotational mode

(6) for 1142 s, until the end of the experiment (magenta points). Modes observed

in the other experiments with the same chemical composition are shown in Figs.

4.8a, 4.8b and 4.8c.

Next, two experiments were performed with modified composition of BZ medium,

with the period decreased further, up to 24 s (0.405 M H2SO4, 0.375 M NaBrO3,

0.125 M CH2(COOH)2, 0.04 M KBr, 0.0015 M [Fe(batho)3]
2+ and 0.00017 M

Ru(bpy)3Cl2). In one of them, the anticlockwise rotational mode (7) appeared

spontaneously after pipetting of droplets. Due to an experimental mistake, in-

stead of illumination leading to clockwise rotations, I perturbed the system with a

sequence corresponding to anticlockwise rotations and thus after the first illumina-

tion the system remained in the initial mode (7). The second optical perturbation

resulted in transition of oscillations into the anticlockwise rotations (6). The time
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evolution of oscillations in this system can be observed in Figs. 4.10a and 4.10b.

It seems that apart from sufficiently small oscillation period, proper illumina-

tion time of the last droplet in the sequence is essential for inducing rotational

modes. Correctly selected illumination parameters should guarantee that the pulse

from the initial droplet activates the second droplet only, whereas the third one

at that time is still in the refractory phase and cannot be activated. Otherwise

the system enters forcing mode, as shown on the space-time plot in Fig. 4.9a for

the first, fourth and fifth light perturbations. Furthermore, the relaxation time

of the third droplet cannot exceed a threshold value. Otherwise the excitation,

arriving from the second droplet will be insufficient for activation. Note that the

exposure time for the droplet (3) had to be modified from 40 s to 45 s, in order to

induce the rotational mode (6) again. The reagents exhaust on the time-span of

the experiment leading to an increase in the period of oscillations. Thus, tweaking

the light exposure must be applied to adopt the system to the reaction state at a

given stage.

I observed that the transition between the initial forcing mode and the stable

rotational mode decreased the period of oscillations from 28 s to 18 s. Assuming

that the modified period of oscillations is determined mainly by the geometry of

the system, one can expect that the initialization of stable rotations is possible only

if the period of self excitations is similar to the time necessary for the activation

wave to travel through the structure of all three droplets sequentially. Only one

experiment, with successful initiation of mode (6) using the medium with a long

period (60 s) was observed, whereas after increasing frequency of self oscillations

I was able not only to initiate a stable rotational mode, but also to revert the

direction of rotations two times in the same experiment as presented in Fig. 4.9a.

Furthermore, in one of the experiments with T decreased to 24 s, a stable rotational

mode appeared spontaneously in the system. In this case switching the direction
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Figure 4.8: Mode transitions in systems containing BZ medium with pe-
riod of oscillations T ≈ 28s in Figs. (a), (b), (c). Mode transitions:

(a) (5c)
light−−→ (3a),

(b) (2c)
spontaneous−−−−−−−→ (3a)

light−−→ (4c)
spontaneous−−−−−−−→ (3b)

light−−→ (3b)
light−−→ (3b),

(c) (2a)
spontaneous−−−−−−−→ (3c)

light−−→ (7),
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Figure 4.9: Optical induction and switching of rotational oscillation modes in
a triplet system containing BZ solution with following concentrations: 0.36 M
H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M KBr, 0.00125 M
[Fe(batho)3]

2+ and 0.00021 M Ru(bpy)3Cl2. The corresponding self-excitation
period was T=28 s. Following light exposure times were employed for droplet 1, 2
and 3 respectively for the six applied illumination routines: (35 s, 15 s, 25 s), (40
s, 15 s, 25 s), (25 s, 15 s, 40 s), (40 s, 15 s, 25 s), (42 s, 15 s, 25 s), (45 s, 15 s, 25
s). The illumination was initiated at 494 s, 564 s, 750 s, 1031 s, 1098 s and 1161
s. (a) Space-time plot obtained from the experimental movie. Lower inset is the
time series of oscillations before and after reversing mode direction. Hatched area
corresponds to the light exposure time. Time series for initialized stable, clock-
wise, rotational mode is illustrated on the upper inset. (b) Stability analysis of the
oscillations shown in Fig. (a). Red, green, blue and magenta points correspond to
the oscillations observed before the first and after the second, third and sixth illu-
mination respectively. Only one excitation was observed after the first, fourth and
fifth illumination, thus stability analysis of these modes is not shown. Following

mode transition sequence can be observed: (3c)
light−−→ (6)

light−−→(7)
light−−→ (6).
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Figure 4.10: Spontaneous induction and optical switching of rotational oscillation
modes in a triplet system containing BZ solution with following concentrations:
0.405 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M KBr, 0.0015
M [Fe(batho)3]

2+ and 0.00017 M Ru(bpy)3Cl2. The corresponding self-excitation
period was T=24 s. Following light exposure times were employed for droplet 1,
2 and 3 respectively for the three applied illumination routines: (40 s, 15 s , 26 s),
(24 s, 15 s, 43 s) and (43 s, 15 s, 25 s). The illumination was initiated at 426 s,
504 s and 708 s. (a) Space-time plot obtained from the experimental movie. (b)
Stability analysis of the oscillations shown in Fig. (a). Red, green and blue points
correspond to the oscillations observed before the first and after the second and
third illumination respectively. Only one excitation was observed after the second
illumination, thus stability analysis of this mode is not shown. Following mode

transition sequence can be observed: (7)
light−−→ (7)

light−−→ (6).

http://rcin.org.pl



122 CHAPTER 4. EXPERIMENTAL STUDIES ON BZ DROPLET SYSTEM

of rotations was also successfully performed.

Experiments with optical switching between modes are summarized in Tables

4.4 and 4.5. The number of each column corresponds to the mode observed just

before illumination whereas the number of each row designates the mode after

switching off the light. The number in a record of the table corresponds to the

amount of light perturbations with such mode transition. Note that for this sum-

mary I included all observed modes even if only a single excitation before another

light perturbation was recorded. The results for the BZ medium with T ≈ 60s

and T < 30s are shown separately in Tables 4.4 and 4.5 respectively. As one can

see, for a smaller oscillation frequency, usually only forcing modes are induced.

On the other hand, it is much easier to induce rotational modes in a system with

faster oscillations.
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Table 4.4: The number of observed mode transitions, due to light perturbation,
for the group of experiments performed with droplets oscillating with a period
close to 60 s. The proceeding mode was classified just before illumination and the
mode after switching off the light was identified for the first observed excitation.
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Table 4.5: The number of observed mode transitions, due to light perturbation,
for the group of experiments performed with droplets oscillating with a period
below 30 s. The proceeding mode was classified just before illumination and the
mode after switching off the light was identified for the first observed excitation.
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Chapter 5

Teaching strategy of BZ droplet

networks

In the previous chapter I demonstrated a single bit memory, based on BZ

droplets with a number of elements limited to minimum. One can expect that

devicees constructed with a few droplets are able to perform only very simple

computational tasks (e.g. boolean operations [56]). Therefore in this part of the

thesis I focus on multi-droplet devices and verify whether they can be used to

solve more complex, classification problems.

A classification problem is solved if we are able to give an algorithm that

answers to which class an object belongs if we know some of its features. In

classification problems considered below, an object is assigned to a given output

class (category) based on a set of attributes called predictors. For example a

person can belong to a healthy or ill class depending on the numbers obtained in

a blood test.

Algorithms for many classification problems are obtained after a proper teach-

ing strategy is applied to a classifying medium, for example neural network. Typ-

125
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ically a dataset containing a number of test cases with known output classes is

fed into the algorithm during the optimization process. This approach is mainly

applied in machine learning techniques where the final algorithm is performed by

standard, silicon computers. One can demonstrate however that similar training

strategy can be used for designing a high accuracy chemical classifier.

A chemical classifier can be implemented as a network of interconnected, os-

cillatory BZ droplets. In such system the values of predictors describing a single

test case are translated into an input signal that is transmitted to droplets work-

ing as inputs of the network. Then, in a properly designed system, interactions

between chemical excitations in the medium are responsible for information pro-

cessing. The time-evolution of chemical activity inside the network can be traced

and used as the output signal. Due to continuous, spatial and temporal character

of chemical excitations a large number of different interactions between droplets

is possible and the signal can be very complex an difficult to interpret. In order

to avoid this problem the signal can be divided into time intervals (frames) with

a fixed length. The frames where a given droplet was excited at least once are

marked with symbol 1, whereas the other ones are marked with 0.

The signal gathered for all tested cases from a dataset allows to build distribu-

tion of moments of times at which a given droplet was excited (spikes). Knowing

this distribution one can calculate the mutual information between the signal in

a droplet and the output class distribution. The higher the mutual information,

the larger information about the output is contained in the considered droplet.

In a randomly generated droplet network one can expect random interactions

between droplets so that no useful computation is done. In order to implement a

certain functionality into the network (like classification ability), one has to ap-

ply some teaching method that adjust parameters of the network using external

influences. Let us assume that chemical activity of droplet (i) is controlled by
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a continuous valued control parameter ci ∈ R. Then a network Ni composed

of n droplets will be described by a set of parameters constituting its genotype

GNi
= {c1, ...cn}. This approach allows to keep geometry of the network constant

whereas its function can be determined only by a proper selection of G. Note

however that even for a few droplets the number of possible combinations within

one genotype is enormous and thus it is difficult to find the optimal control us-

ing standard engineering techniques. Therefore, it seems reasonable to choose a

teaching strategy based on evolutionary techniques.

In this chapter I present results of in silico studies on networks composed of

interacting BZ droplets arranged in 5×5 square grids. Each droplet contains pho-

tosensitive BZ reaction. Using optical control demonstrated in Sec. 3.1 I influence

the behavior of the system and teach it to perform a specific computational task. I

demonstrate the applicability of droplet based classifiers for three machine learning

datasets with different difficulty levels.

5.1 Discrete simulation of network evolution

All simulations presented in this chapter were performed using a stochastic,

time-continuous model described in [51] with implemented illumination control

mechanism discussed in Sec. 3.1. For the considered simulations I assumed that

the duration of the excitation, refractory and responsive phases are 1 s, 10 s, and

19 s respectively. These numbers sum up to the typical oscillation period of 30 s.

Propagation time parameter tprop=1 s and standard deviation of the applied noise

was set to σnoise = 0.05.

Suppressing of chemical reaction in a particular droplet for a specified time

interval is used here to provide the input information inside the network and

to optimize functionality of the network. Since I use a separate light exposure
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interval for each droplet as the result I obtain an illumination pattern that can

be represented by a set of illumination times t
(i)
illum, where [t0, t

(i)
illum] is the time

interval from the beginning of the simulation (t0 = 0), during which the droplet i

is illuminated. Droplets illuminated during the whole simulation are inactive and

can be treated as empty slots (or water droplets) in the network.

The size of studied networks is constant and equal to 25 droplets, however the

method can be applied to larger systems as well. All droplets that form a network

have the same chemical composition. Total time of a single simulation is 100 s

during which I record time evolution of oscillations in all droplets composing the

network. Here I assume that all information necessary to analyze the network

dynamics is contained in a set of moments in time at which excitations occur in

each droplet therefore shapes and amplitudes of excitations can be neglected (see

Fig. 5.3).

5.2 Information inflow and outflow

In order to provide input information into the network and extract the result

once the computation is done I introduced three different droplet types: input,

normal, and output. Each droplet is assigned either with an input or a normal

type. A droplet (i) of the normal type is inhibited during the illumination time

t
(i)
illum. For an input droplet the corresponding parameter t

(i)
illum is not used and the

illumination procedure is described below.

Input droplets are used to provide the information about the attributes de-

scribing each case from the dataset into the network. Since the attribute values

change according to the test case, the illumination time of input droplets for each

simulation is different and defined as explained below whereas illumination times

of normal droplets t
(i)
illum remain the same for all test cases. If a dataset contains
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k attributes, then one can distinguish k different input types. If information from

smaller number of inputs is sufficient to obtain high mutual information then we

can reduce the number of used attributes. For example only 3 out of 10 attributes

are used from the CANCER dataset (see Sec. 5.5).

Let us consider a dataset with k number of attributes where all of them are

used as inputs for the network. For a test case (j) from a database vjs ∈ [0, 1] is

fixed as the value of the attribute (s), where s = 0,...,k. If a droplet is of the input

type, corresponding to the attribute (s), then during a simulation of this test case

it will be illuminated in the time interval [0, tstart+ vjs(tend− tstart)]. tstart and tend
limit the time interval coevolved with the set of initial illuminations (see Sec. 5.3

and Fig. 5.2). The interval is common for all input droplets in the network. This

approach assumes that an input droplet is illuminated proportionally to the value

of corresponding predictor. It should be said that this type of providing informa-

tion into the network was selected arbitrarily and other types can be considered

(e.g. illumination inversely proportional to predictor value).

During the evolutionary teaching procedure the types of the droplets are also

subjected to evolution and thus the position of the inputs might vary according

to generation. Note also that there are no constraints on the number of input

droplets in the network. For example it is possible that there are three droplets

with input corresponding to predictor #6 and no droplet with input #3 in the

optimized network as seen in Fig. 5.13a. In this situation the attribute 6 is

provided to all corresponding input droplets and no information about attribute

3 will be transferred to the network.

In the approach presented here there is only one output droplet in the network.

The amount of mutual information with the output class distribution is checked

separately for each droplet in the network during the fitness evaluation procedure

and the one with highest value is selected as the output droplet. Since the mutual
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information in the droplets change during the evolution, the position of the output

is not fixed and might change according to generation. Note that for certain

conditions it is possible that an input droplet will be also used as an output as

presented in Fig. 5.5b.

5.3 Evolution of BZ networks

In the simulations I consider a classifier, formed by a network of 25 droplets

arranged in a 5 × 5 square lattice, where a droplet (i) is characterized by its

illumination time tillumi
and functional type. More formally it can be presented

as a set (D, tstart, tend) where D is a vector of droplets, whereas the other two

components, holding relation 0 ≤ tstart ≤ tend ≤ texp determine the time interval

in which the input droplets are illuminated as illustrated in Fig. 5.1.

The evolution scheme is based on the approach presented in [16], however the

individuals contain no endogenous (i.e. evolvable) strategy parameters. Popula-
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Figure 5.1: A normal droplet i is illuminated in the time interval [0,tiillum], where
tiillum is a subject of optimization. For all input droplets the values of tstart and
tend are the same. The illumination of an input droplet corresponding to predictor
j is in the interval [0, tstart+(tend− tstart)∗vjs], where vjs is the value of predictor j.
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tion size in each generation is set to 30 and the population of parents is limited

to 8 individuals. The number of generations is selected basing on the complexity

of the dataset and specific for each experiment. Depending on the noise influence,

either COMMA or PLUS strategy was applied [102, 103]. The first option assumes

that only newly generated offspring are transferred to the next generation. This

process is similar to natural procreation in the sense that the parents give birth to

the offspring population and die afterwards. In contrast, when the PLUS strategy

is applied, a number of best parents (ρ) is copied to the next generation along

with the offspring. This method is also called elitist because an individual with a

high fitness can survive for many generations. The strategy selection is based on

the noise level in the studied system as explained later. In all simulations with

PLUS strategy ρ is fixed and equal to 5.

Following the standard recombination techniques [43] two parents are involved

in the procreation of one offspring. A rectangular subgrid of droplets from Parent

2 constrained by two, randomly selected points A and B is replaced with the cor-

responding subgrid in Parent 2 as illustrated in Fig. 5.2 to yield a new individual.

The illumination interval of input droplets co-evolved with the network is copied

from the Parent 1 to the Offspring. The newly generated individual is subjected

to three, subsequent mutation operators with fixed mutation rates (see Fig. 5.2),

according to following order:

1. Input illumination interval mutation

Times determining input droplet illumination interval, i.e. t
(Offspring)
start , t

(Offspring)
end

are selected from the normal distributions with the averages t
(Parent1)
start , t

(Parent1)
end

respectively and σ2 = 10 as follows:

t
(Offspring)
start = N(t

(Parent1)
start , σ2)
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t
(Offspring)
end = N(t

(Parent1)
end , σ2)

t
(Offspring)
start ≤ t

(Offspring)
end

where N(t, σ2) is a number selected from the normal distribution with aver-

age t and variance σ2. If t
(Offspring)
start > t

(Offspring)
end both times are swapped i.e.

t
(Offspring)
end is replaced with t

(Offspring)
start and vice versa.

2. Droplet type mutation

We assume that input droplets can change into normal droplets and vice

versa. The probability of droplet transformation is ptype = 0.04. Regardless

of droplet type the probability of obtaining an input droplet is pinp = 0.12

and for the normal one 1− pinp.

3. Illumination time mutation

If a droplet (i) is of the normal type, then with a probability pillum = 0.04

its illumination time is mutated. New illumination time for the Offspring,

tillumi
is generated from the normal distribution with the average tillumi

and

σ2 = 25.

For the transformed network, the output droplet is selected as the one, for

which the mutual information is the maximum one.

http://rcin.org.pl



5.4. FITNESS EVALUATION 133

[tstart1
, tend1

] [tstart2
, tend2

]

Parent 1 Parent 2 O spring

Recombination Mutation

pillum

ptype

A

B

[tstart1
, tend1

] [tstart3
, tend3

]

Figure 5.2: Randomly selected points A and B mark a rectangle in the structure
of Parent 1 that is copied, along with the illumination interval for inputs, to
the Offspring during the recombination process. The other part of the Offspring
comes from Parent 2. Then, during the mutation, co-evolved illumination interval
droplet type and initial illumination time are modified.

5.4 Fitness evaluation

Evaluation of individuals is based on techniques offered by information theory.

Using the mutual information I measure the dependence between oscillations in

droplets and the expected output using all instances from the considered dataset.

For a single network the mutual information is calculated for each droplet sepa-

rately and the one with the largest value becomes an output. Note however that

one can also consider droplets with lower mutual information as the output if their

signals allow for easier interpretation. To find an easy classification rule I assume

that only one droplet, with the highest mutual information serves as an output.

Even though larger structures of droplets can be used for classification it seems to

be more difficult to interpret their evolution as the classification output.

Since a continuous-time model is considered, a droplet can oscillate at any

moment of time during the simulation. A series of these moments defines a con-
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Figure 5.3: Transformation of a continuous spike pattern, with oscillations in a
droplet recorded at 9.598 s, 33.110 s, 42,132 s, 61.752 s, 73.235 s and 86.644 s, to
a discrete spike pattern 0010000010100001001001000. Discretization time window
is Δt = 4s.

tinuous spike pattern for a single droplet. In this representation a large number

of different patterns can appear. The Mutual Information is calculated from a

probability distribution of the patterns appearing in the output signal. In order

to limit the number of patterns I discretize the continuous spike patterns for all

droplets in the network, dividing the total simulation time into 25 frames, each

with the length Δt = 4s. Within such assumption not more than one oscillation

per frame is possible because the refractory time is longer than Δt. Next, the

series of frames is converted into a discrete spike pattern P i.e. a binary string

where the symbol 1 corresponds to a frame at which the droplet oscillated and 0

to no oscillation present as illustrated in Fig. 5.3.
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Two fitness calculators based on mutual information are used: Spike Pattern

Mutual Information (SPMI) and Number of Spikes Mutual Information (NSMI).

Fitness function in the first case correspond to amount of mutual information

between distribution of discrete spike patterns and the output class. For the

NSMI all spikes from a single pattern are summed and finally the distribution of

number of spikes is used for fitness calculation.

As a result of simulation of all test cases from the dataset using the evolved

network I obtain a list of spike patterns P that appeared in each droplet. For a

droplet (i) one can build a distribution of the patterns from the list and define

it as Pi. Then the mutual information with the output class distribution Po for

SPMI is equal to:

I(Pi : Po) = H(Pi) +H(Po)−H(Pi,Po)

H(Pi) and H(Po) are the entropies of the spike pattern distribution in droplet (i)

and the distribution of output classes in the dataset respectively. H(Pi,Po) is the

joint entropy of both distributions.

The corresponding equation for the NSMI calculator :

I(Si : Po) = H(Si) +H(Po)−H(Si,Po)

where Si is the distribution of summed number of spikes.

Fitness of a single network is evaluated using the mutual information between

either the oscillatory patterns (SPMI method) or the total number of oscillations

(NSMI method) in the output droplet and the distribution of output classes in

the dataset. In order to avoid putting additional constraints on the geometry, the

fitness of a network is determined by the fitness of the best droplet.
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5.5 Results and discussion

Classification problems

Three, standard classification datasets are considered as test problems for the

evolved droplet computer. Each dataset contains a number of test cases (in-

stances) where a single case is composed of attributes (predictors) which allows

for a discrete classification to one of the output classes.

CANCER (Wisconsin Breast Cancer Database) and CAR (Car Evaluation)

datasets are selected from the UCI Machine Learning Repository [9].

The CANCER dataset has 699 instances. Each instance is described by 10

integer-valued predictors, and a binary class label (benign or malignant). There

are 458 (65.5%) benign and 241 (34.5%) malignant cases in the dataset, with

the total information entropy of ca. 0.93 bits. Since the mutual information

between the attributes 1, 2 and 6 is high and close to 0.92 bits (almost the whole

information is contained in three predictors), only these predictors are used as

inputs in the designed classifiers. The classes of the CANCER dataset are almost

linearly separable. Thus I used methods from Support Vector Machine [19] to

find a hyperplane in a 3 dimensional space that would separate the classes with

the highest accuracy. SVM based classifier with a linear kernel applied, yields

performance of 95.99%.

The CAR dataset has 1728 instances. Each instance is described by six pre-

dictors and there are four output classes. Each predictor describes one property

of a car e.g. max speed or capacity. A car with the highest output class has very

good overall rating whereas cars from lower classes have worse ratings. The CAR

dataset contains 1210 (70%), 384 (22.2%), 69 (3.9%) and 65 (3.7%) instances for

class 0, 1, 2 and 3 respectively. All six predictors are used as inputs and thus

the information entropy of the dataset output classes is the same as the mutual

http://rcin.org.pl



5.5. RESULTS AND DISCUSSION 137

information between all the inputs and the output and equal to 1.21 bits. For

both repository datasets the data was standardized and the predictor values were

scaled to [0, 1].

The third test problem was invented to illustrate classifying potential of droplet

based classifier. I designed a set of droplets that are able to predict if a point from

3-dimensional cube is inside 3-dimensional sphere or not. The dataset (SPHERE)

contains 800 instances. Each instance is described by 3 predictors (coordinates of

a point inside the cube) and a binary output denoting if the point belongs to a

sphere (class 1) or not (class 0). The test cases are generated according to the

following scheme:

f(x) =

1, if (v1 − 0.5)2 + (v2 − 0.5)2 + (v3 − 0.5)2 < R2.

0, otherwise.

where v1, v2, v3 ∈ [0, 1] are the values of the input attributes. The value of R

is selected such that the output classes are distributed equally and yield a total

entropy of 1 bit. To prevent the overlearning problem, the test cases are generated

each time for a new generation. Therefore, the teaching algorithm for the SPHERE

dataset differs from the other datasets for which the database is fixed.
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Figure 5.4: Visualization of 800 test cases, randomly generated for the SPHERE
dataset. The points outside the sphere, marked with dots belong to the output
class 0 whereas the stars inside the sphere represent output class 1. The test cases
are equally distributed between both output classes.
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Droplet based classifier for the CANCER dataset

SPMI fitness

I performed 50 computer experiments with the COMMA strategy, each with

50 generations. A typical fitness evolution observed in experiments is shown in

Fig. 5.6a. The fitness stabilizes after about 20 generations and approaches the

maximum value of 0.9 bits, close to the entropy of the dataset. That means

that almost whole information is encoded in the spike patterns appearing at the

output droplet. The evolved light pattern and the position of inputs and the

output droplet for the best network are presented in Fig. 5.5a. Circles represent

droplets in a network. The output droplet is marked with a thick black border and

the numbers of the input droplets correspond to the number of the attributes from

the dataset. The brightness of blue color is proportional to the initial illumination

time. If no blue color is visible then the droplet was active from the beginning of

the experiment whereas high intensity corresponds to illumination time close to

the total simulation time. The amount of mutual information contained in each

droplet is marked with a red color in form of a pie chart where the sector size is

normalized to the maximal value of mutual information that can be obtained from

employed inputs.

The distribution of spike patterns in the output droplet is presented in Fig.

5.7a. A signal combined from all time frames can be too complex to build an

intuitive classification rule, however a certain parts of the patterns exhibits visibly

different behavior for different output classes. For the time frame marked with an

arrow, an excitation of the output droplet was observed in 94.1% of simulations

with the benign class and only in 7.8% for the malignant cases. Accuracy, mea-

sured as the number of correctly classified cases divided by the total number of

instances, for the classification based on spike presence or absence in the marked
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frame is equal to 93.4%.

The classification of all dataset instances is presented in Fig. 5.8a. Correctly

classified cases with the malignant and benign output class are marked with stars

and circles respectively whereas the incorrect classifications have triangular marker

regardless of the original output class. As expected,majority of the incorrect

classifications occur in the area of class separation.

NSMI fitness

For the NSMI fitness calculator I carried out 25 evolution runs with COMMA

strategy and the number of generations was increased to 250. The length of a

single simulation run was not changed and remained equal to 100 s. Stabilization

of the fitness value for the best individual was observed after about 200 generations

with maximum information close to 0.82 bits. The summed number of spikes for

all test cases presented in Fig. 5.7b indicates that in simulations with benign

class, the output droplet oscillated more frequently than for the other class. If one

introduces a threshold value (marked with a dashed line) and build a classification

based on number of spikes present in the output droplet during the simulation,

then 97% accuracy is obtained. Results of classification of all test cases is presented

in Fig. 5.8b.

A comparison of fitness convergence in SPMI and NSMI cases (Fig. 5.6) re-

veals, that in the latter case a longer evolution run is necessary to find a network

with a high mutual information value. After 250 generations the fitness for the

NSMI evaluation was still about 0.08 bits lower than for SPMI experiment with

50 generations. Note however, that despite the lower information contained in

the network evolved with NSMI calculator the classification in this case is more

accurate. For a network evolved with SPMI fitness I used only a single, (6-th) time

frame to construct the classification rule whereas the information from the other
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0 s

100 s

(a) (b)

Figure 5.5: Illumination patterns for the best network of 25 droplets classifying
the CANCER dataset. The networks evolved using SPMI and NSMI fitness eval-
uation methods are shown in Fig. (a) and (b) respectively. Circles represent
droplets in a network. The output droplet is marked with a wide, black border
and the numbers inside the input droplets correspond to the attribute number in
the dataset. The brightness of blue color is proportional to the initial illumination
time. If no blue color is visible then the droplet was active from the beginning of
the experiment whereas high intensity corresponds to illumination time close to
the total simulation time. The amount of mutual information contained in each
droplet is marked with a red color in form of a pie chart where the sector size is
normalized to the maximal value of mutual information that can be obtained from
employed inputs.

24 frames is forgotten. In contrast, the applied classification rule, of the network

evolved with NSMI fitness derives benefit from spikes present in all time frames.

Thus, one can expect that for a more complex, multiple-frame based classification

rule, the performance of the SPMI network could be improved. On the other

hand, if one allows for slightly lower accuracy of classifier then the time needed

for decision is reduced by a factor of 4.
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Figure 5.6: Classification of the CANCER dataset. The evolution of the fitness
value at best individual droplet (the blue line) and the average fitness for the
population (the green line) with (a) SPMI, (b) NSMI fitness calculator employed
as a function of generation of evolutionary algorithm. Panel (a) corresponds to
networks presented in Fig. 5.5a and panel (b) to the Fig. 5.5b.
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Figure 5.7: The CANCER dataset: (a) Distribution of spikes within 25 time
frames for the network evolved using SPMI calculator. Number of spikes per
frame is normalized to the number of instances belonging to a given output class
(malignant, benign). A simple classification rule based on presence or absence of
a spike within the time interval [8 s, 12 s] of the simulation (marked with the
arrow) gives the classification accuracy of 93.4%. (b) The distribution of total
(summed) number of spikes registered on the output droplet in a single simulation
in the experiments with the NSMI fitness evaluation. Number of spikes per frame
is normalized to the total number of instances in the dataset. A classification of
the output class basing on the amount of spikes in the output droplet results in
accuracy of 97%. The dashed line marks the threshold value separating the output
classes i.e. a test case for which the number of oscillations in the output droplet
during the simulation is higher than 5 is recognized as benign case. Otherwise the
case is classified as malignant.
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Figure 5.8: Classification of CANCER dataset using a network evolved with SPMI
fitness evaluation. Correctly classified cases are marked with circles (malignant
class, 431 cases) and stars (benign class, 222 cases). 46 points with triangular
markers correspond to incorrect classifications.
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Figure 5.8: Classification of CANCER dataset using a network evolved with NSMI
fitness evaluation. 447 and 231 correctly classified malignant and benign cases are
marked with circles and stars respectively. 21 points with triangular markers
correspond to incorrect classifications.
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Droplet based classifier for the SPHERE dataset

For the SPHERE dataset I performed 50 simulations (25 with SPMI and 25

with NSMI fitness evaluation), each with 500 generations. The test cases in this

dataset were created from uniform random distribution separately for each gen-

eration as described in Sec. 5.5. That resulted in increased noise level present in

the system. In order to reduce the noise, I employed a hybrid evolution strategy.

For the first 50 generations I let the evolution to explore the fitness landscape

more thoroughly using the COMMA strategy. For the remaining 450 generations

PLUS strategy was applied. The moment of evolution run at which strategy was

changed is marked with dashed lines in Fig. 5.10.

SPMI fitness

Fitness of the best network with SPMI evaluation reached maximum value

of 0.93 bits after 241 generations as presented in Fig. 5.10a. The distribution of

mutual information and evolved illumination pattern for this network is illustrated

in Fig. 5.9a. In the optimized structure the output droplet is in a direct contact

with three inputs (in1, in2 and in3). Moreover, in the optimized network the total

number of input droplets (10) is much larger when compared to the corresponding

SPMI classifier of the CANCER dataset (5 input droplets, Fig. 5.5a).

The distribution of spikes, registered at the output droplet of this network

is shown in Fig. 5.11a. SPMI classification of the SPHERE dataset is more

more difficult than for the previous dataset since the information is more equally

distributed among all time frames. In that case a classification rule based on spike

presence or absence in one, particular time frame gives a large error. In order to

improve accuracy, I constructed a rule (marked with arrows) that classifies the

test cases using multiple frames:
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if < 5 ∨ > 22→ class 0,

else → class 1.

This notation means that cases spiking in either of frames 0, 1, 2, 3, 4, 23 and

24 are classified as belonging to class 0, whereas all the other cases are classified

as 1. Using this rule accuracy of 70% can be obtained.

NSMI fitness

The maximum fitness value in the simulations with NSMI calculator is 0.48

bits. Fitness evolution of the system here is significantly different from the net-

works presented previously as shown in Fig. 5.10b. In this case, after the initial

stagnation of fitness at level of about 0.2 bits a significant increase to 0.45 bits can

be observed at generation 330. Note that switching to the PLUS strategy for the

NSMI evaluation does not reduce the noise level whereas this effect can be seen

for the network evolved with SPMI rule (5.10a).

The corresponding network with illumination pattern is presented in Fig. 5.9b.

Analysis of number of spikes distribution at the output of this network (Fig. 5.11b

reveals that for all experiments the output droplet oscillated either 5,6 or 7 times.

If a threshold is set to 5 (marked with dashed line), accuracy of 79% can be

obtained even though the mutual information with the output class distribution

equals only 0.48 bits. Correctly and incorrectly classified test cases are visualized

in Fig. 5.12.

In both evolved networks (Fig. 5.9a and Fig. 5.9b) the output droplet is

located close to the inputs. Therefore I decided to verify whether the core of the

network consisting only of the output droplet (marked with a dashed rectangle)

surrounded by inputs has similar classification accuracy as the original network.

http://rcin.org.pl



148 CHAPTER 5. TEACHING STRATEGY OF BZ DROPLET NETWORKS

For SPMI and NSMI classifiers, I considered reduced networks shown in Fig. 5.9c

and Fig. 5.9d. respectively. In order to deactivate droplets, that were not assigned

as inputs or the output, I assumed that they remain illuminated during the entire

simulation. In both reduced networks the mutual information at the output was

significantly lower than for the original one. Moreover, in the case of reduced

NSMI network (Figs. 5.9b, 5.9d) the mutual information at the original output

droplet is smaller than the mutual information at the one of the inputs (inp2 on

Fig. 5.9d). As the consequence the inp2 droplet is the best candidate for the

output of the reduced network.

This result means that interactions between all droplets in an optimized net-

work are important for its functionality. Even in the case when the output droplet

is in the direct contact with all available inputs the network reduction can bring

decrease in classification ability.
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(a) (b)

(c) (d)

Figure 5.9: Illumination patterns for the best droplet classifier of the SPHERE
dataset. The output droplet is marked with a wide, black border and the numbers
inside the input droplets correspond to the attribute number in the dataset. The
brightness of blue color is proportional to the initial illumination time. Figs. (a)
and (b) show a classifier evolved using SPMI and NSMI fitness evaluation method
respectively. When only core of the networks from (a) and (b) (i.e the output and
closest inputs, marked with dashed rectangles) are considered, as shown in (c)
and (d) one can observe a significant reduction of the mutual information at the
output that might even lead to change of the output droplet position as presented
in (d). Note that for these two cases I used systems consisting of six droplets to
obtain rectangular networks, however only oscillations from the input and output
droplets contribute to the mutual information, whereas the other droplets do not
oscillate during the simulation time.
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Figure 5.10: The SPHERE dataset. Fitness evolution for simulations with (a)
SPMI and (b) NSMI fitness evaluation method as a function of evolutionary al-
gorithm generation. The dashed lines mark the generation at which strategy was
switched from PLUS to COMMA.

http://rcin.org.pl



5.5. RESULTS AND DISCUSSION 151

0 5 10 15 20 25

Time frame
0.0

0.1

0.2

0.3

0.4

0.5

0.6

Nu
m

be
r o

f S
im

ul
at

io
ns

class 0 class 0class 1

0
1

(a)

5 6 7

Time frame
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Nu
m

be
r o

f S
im

ul
at

io
ns

0
1

(b)

Figure 5.11: The SPHERE dataset. Distribution of (a) spikes (SPMI fitness eval-
uation) and (b) number of spikes (NSMI fitness evaluation).
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Figure 5.12: Classification of SPHERE dataset using a network evolved with NSMI
fitness evaluation method. Correctly classified cases are marked with circles (class
0, 447 cases) and stars (class 1, 231 cases). Points with triangular markers corre-
spond to incorrect classifications.
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Droplet based classifier for the CAR dataset

For each evaluation method (SPMI and NSMI) 25 simulations with 500 genera-

tions were performed. In all simulations the strategy was switched from COMMA

to PLUS after 50 generations as in previously discussed dataset (SPHERE). The

evolved networks for SPMI and NSMI classifiers are presented in Fig. 5.13a and

5.13b respectively. The original CAR dataset has 6 predictors. There are four

output classes thus output is described by 2 bits. The entropy of CAR dataset

is 1.21 bits. In both evaluation methods the number of inputs selected during

network optimization is lower than the total number of predictors in the dataset.

As the result the mutual information between the inputs and output class distri-

bution is lower and equal to 1.10 bits for the inputs 1,2,4,5,6 and 0.70 bits for

inputs 1,3,4,6. Note that these values are the upper limit of mutual information

that can be observed in the networks with reduced input information.

SPMI fitness

The network with the highest fitness value, equal to 0.98 bits, was observed

in generation 432 as presented in Fig. 5.14a. The change in strategy decreased

significantly the stochastic noise of the best individual fitness in population. It is

worth noticing that in the optimized network, there is a single droplet (the output

one) with mutual information significantly higher than for the other droplets.

The time distribution of spikes from all test cases for this classifier is shown

in Fig. 5.15a. In most of the time frames, observed spikes correspond to different

output classes, however in the frames 6 and 17, (marked with arrows) only spikes

from class 0 are present. The classification rule based on spikes presence in either

of these two frames:

6 ∨ 17→ 0, (5.1)
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(read as: if there is a spike in frame 6th or 17th, then classify as 0 ) classifies

correctly 1008 cases from class 0 without any errors. Since, the most of test cases

belong to class 0, it seems reasonable to apply the rule (1) first and reduce the

dataset. The spike distribution of the cases from the reduced dataset are presented

in Fig. 5.15b.

For other time frames spikes belonging to different output classes are observed.

Therefore, a classification rule based on presence or absence of spike in a single

frame leads to significant error. An alternative construction of classification rules

can be based on correlations between multiple frames. Here, in order to limit

complexity of rules I consider only correlations between two frames. These cor-

relations can be expressed by the probability of spike occurrence in i-th and j-th

frame for a simulated test case from one output class as presented in Fig. 5.16. If

the correlation for a particular pair of frames (i,j) is much higher for one output

class (X) than for the others, one can expect that a rule:

i ∧ j → X

classifies most cases correctly.

Let us examine correlations between frames 10 and 16, indicated with arrows in

Fig. 5.15b. Probability of spike occurrence in both frames in the same simulation,

marked with black rectangles in Fig. 5.16 is equal to 0.24 for class 0, whereas is

equal to 0 for the other output classes. If we classify cases having spikes in both

frames as class 0 i.e.

10 ∧ 16→ 0, (5.2)

then 48 correct instances can be found without a single incorrect classification. As

previously the dataset can be reduced another rule can be applied to remaining

test cases.

By sequentially applying further classification rules and reducing the test dataset,

one can obtain a chain of rules presented in Tab. 5.1. Designing of the rules
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for each step in the chain, to find an optimal classification accuracy, is however

a complicated task since correlations for all output classes have to be followed.

Therefore, I introduced an automatic rule selection system that compares all rules

for a given subset of test instances and selects the one with the highest accuracy

ratio r defined as the number of correct classifications to incorrect ones. Using

this approach we obtained a classifier containing 22 rules presented as Sequence A

in Tab. 5.1, that yields accuracy of 90.4 %. Note that this method is oriented to-

wards optimization of total accuracy. It means that correct classifications of cases

from the most frequent classes 0 or 1 have the same impact on accuracy as those

from classes 2 or 3. Moreover the latter classes have similar spikes distribution

as shown in Fig. 5.15a, which makes difficult distinguishing them. Thus, using

Sequence A of rules, one can classify a large number of instances from the two

most frequent classes whereas the classification of rare cases belonging to classes 2

and 3 is poor. The Sequence A classifies class 2 with a good accuracy (50 correct

cases) and does not recognize class 3 at all as shown in Fig. 5.17a.

In order to improve classification of the rare cases, I introduced respective

coefficients c2 = 2 and c3 = 3 that allows for preferring the rules for these classes

by increasing the accuracy ratio used in the rules selection process:

r =


correct

incorrect
, if classify as 0 or 1,

correct
incorrect

∗ c2, if classify as 2,

correct
incorrect

∗ c3, if classify as 3.

Classification using Sequence B decreases slightly the total accuracy to 89.9%

despite the number of rules is increased to 26 (see Tab. 5.1). However, now

we are able to classify correctly more than half of class 3 cases at the price of

classifier accuracy for the classes 1 and 2 (Fig. 5.17b and Tab. 5.2). Comparison

of accuracy for both rule sequences is illustrated in Fig. 5.17. The first nine rules

in both strategies are selected to classify the most frequent cases from classes 0
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and 1. These classes seem to be the easiest to distinguish thus the simple strategy

A continues to classify only them. In contrast after initial rules Sequence B, due to

introducing special coefficients starts to classify also cases from the rarer classes.

It seems that depending on the class that we want to classify with the highest

accuracy one can simply adjust the corresponding coefficients.

NSMI fitness

The fitness evolution for the NSMI evaluation method is presented in Fig.

5.14b. In the first part of the simulation with COMMA strategy, one can observe

large changes in the fitness value of the best individual. After switching the strat-

egy to PLUS fitness is stabilized and only two step changes occurs at generation

100 and 180. In contrast to the previous classifiers with NSMI evaluation, for the

CAR dataset the noise related to stochastic model is negligible.

Distribution of number of spikes registered for the test cases from all output

classes is presented in Fig. 5.15c. For all of the cases, the number of oscillations

was between 4 and 8. In almost all of the simulations of cases from classes 2 and

3 the number of oscillations was the same and equal to six. Therefore these two

classes cannot be distinguished with NSMI classifier. Moreover, six oscillations at

the output droplet was observed for almost half of the cases from class 1, with

the total number of test cases five times larger than classes 2 or 3. Thus, in order

to obtain high performance of the NSMI classifier only classes 0 and 1 should be

considered.

In the simplest case, one can introduce a single threshold value marked with

vertical dashed line in Fig. 5.15c. Then, a classification rule that assigns cases with

the number of oscillations lower or equal than seven to class 1 and the remaining

cases to class 0, yields accuracy of 77.7%. Since the number of cases for output

classes are not distributed equally in the dataset accuracy can be improved to
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(a)

(b)

Figure 5.13: The CAR dataset. Illumination patterns and distribution of mutual
information in the best network classifier evolved with (a) SPMI and (b) NSMI
fitness evaluation rule. (notation as in Figs. 5.5 and 5.9)
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Figure 5.14: The CAR dataset. Fitness evolution for simulations with (a) SPMI
and (b) NSMI fitness evaluation method as a function of evolutionary algorithm
generation. In both cases changing selection strategy from COMMA to PLUS
(marked with dashed lines) resulted in significant noise reduction of the best in-
dividual. In particular when NSMI fitness evaluation is applied the best fitted
network works almost in a deterministic way despite the noise introduced by the
stochastic model.
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Figure 5.15: The CAR dataset. Distribution of spikes for SPMI classifier from (a)
all test cases and (b) test cases reduced by the instances classified with the rule
6 ∨ 17→ 0. Time frames at which the rule 1 is applied are marked with arrows.
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Table 5.1: Classification rules for CAR dataset with SPMI evaluation. The rules
in Sequence A are selected to maximize total number of correct classifications
whereas in Sequence B the amount of correctly classified test cases is maximized
for each output class separately.

Sequence A Sequence B

Rule Class Rule Class

1 6 ∨ 17 0 6 ∨ 17 0

2 10 ∧ 16 0 10 ∧ 16 0

3 10 ∧ 20 1 10 ∧ 20 1

4 10 ∧ ¬19 0 10 ∧ 21 0

5 9 ∧ 24 1 9 ∧ 24 1

6 16 ∧ 24 1 ¬15 ∧ 24 1

7 ¬15 ∧ 21 1 18 ∧ 21 1

8 9 ∧ 16 1 ¬7 ∧ 16 1

9 16 ∧ 19 1 16 ∧ ¬20 1

10 7 ∧ 24 1 9 ∧ 23 3

11 10 ∧ 23 1 12 ∧ ¬19 2

12 19 ∧ 23 2 10 ∧ 23 1

13 ¬7 ∧ ¬15 1 19 ∧ 23 2

14 9 ∧ 21 1 15 ∧ 23 3

15 24 0 12 ∧ 21 2

16 18 1 9 ∧ 21 1

17 10 ∧ ¬21 1 9 ∧ ¬15 1

18 10 0 7 ∧ 15 2

19 ¬7 ∧ ¬12 1 ¬22 3

20 15 ∧ ¬19 2 16 3

21 ¬15 ∨ ¬22 1 11 ∧ 19 1

22 ¬9 2 24 0

23 7 1

24 ¬9 1

25 ¬19 3

26 ¬3 3
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Figure 5.15: The CAR dataset. Fig. (c) shows the distribution of total number
of spikes for the classifier with NSMI fitness evaluation.

79.2% if the cases with four oscillations are also classified to class 0. The rule is

marked schematically with two additional thresholds (vertical solid lines) in Fig.

5.15c. Finally this classification rule can be defined as follows:

if 3 ∨ 5 ∨ 6→ class 1,

else → class 0.

A strategy that assigns all cases with 5 or less oscillations to class 1, all cases

with 6 oscillations to class 2 and all cases with 7 or more oscillations to class 0

gives lower overall accuracy.
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Figure 5.16: Probability distribution of spike occurrence in i-th and j-th time
frames in the same test case for output class (a) 0 and (b) 1. Black rectangles
mark the probability of simultaneous spike occurrence in frames i=16 and j=10.
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Figure 5.16: Probability distribution of spike occurrence in i-th and j-th time
frames in the same test case for output class (c) 2 and (d) 3. Black rectangles
mark the probability of simultaneous spike occurrence in frames i=16 and j=10.
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Figure 5.17: The percent of correctly classified cases from the CAR dataset with
SPMI classifier, as the function of the number of classification rules presented in
Table 5.1. Fig. (a) and (b) correspond to the Sequence A and B respectively.
The total number of correct classifications is marked with the black dashed line
whereas accuracies for individual classes are marked with the solid lines, with the
colors blue, red, green and yellow corresponding to the output classes 0,1,2 and 3
respectively.
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Table 5.2: Classification accuracy for the studied datasets with the distribution
of correctly and incorrectly classified cases for all output classes. Accuracy of
CAR dataset classifier with SPMI evaluation is calculated based on two different
scenarios, A and B. In the first case the number of total correct classifications is
maximized whereas in the second one classification rules are chosen to maximize
number of correct cases for each output class individually.

Correct classifications Incorrect classifications

0 1 2 3 0 1 2 3 Accuracy

Cancer SPMI 222 431 - - 19 27 - - 93.4%

Cancer NSMI 231 447 - - 10 11 - - 97%

Sphere SPMI 221 339 - - 179 61 - - 70%

Sphere NSMI 247 385 - - 153 15 - - 79%

Car SPMI (A) 1145 363 54 0 65 21 15 65 90.4%

Car SPMI (B) 1145 322 50 37 65 62 19 28 89.9%

Car NSMI 1124 254 0 0 86 130 69 65 79.7%

5.6 Conclusions

I demonstrated that for the three considered datasets, the same network with

a simple geometry can be successfully applied as a classifier for three very different

problems. The functionality of such a classifier is determined only by the temporal

light patterns adapted in the process of evolution to solve a given classification

problem. This approach seems to be interesting for in vivo experiments since

modification of the droplet structure requires much bigger effort than adjusting

the illumination parameters.

Due to complex signal present in a medium composed of a number of droplets

acting as coupled oscillators, standard engineering techniques cannot be easily
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applied. It has been proven that for such systems, the methods incorporating evo-

lutionary algorithms linked with mutual information can be successfully applied.

I showed that for a binary dataset with almost linearly separable output classes,

very high accuracy can be obtained using a simple classification rule based on os-

cillation frequency. In this case however classification based on spike presence in a

single time frame yields also a good performance. In contrast, for a more compli-

cated binary dataset accuracy of the evolved classifier is relatively low regardless

of the evaluation method.

Classification of datasets with a larger number of inputs and multiple out-

puts with unequal distribution is more difficult. At the expense of simplicity

and classification time a set of rules can be developed that significantly increase

the classification accuracy. One can expect that classifier performance might be

improved by extending the size of the networks or experimental time.
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Chapter 6

Conclusions and future plans

In the thesis I studied computational potential of systems composed of droplets

containing BZ medium and placed in a solution of lipids in an organic phase. First

I examined general properties of separated droplets and established conditions in

which they could be used as units in larger, computing structures. Since using

excitable elements as building blocks for chemical information processing seems

natural due to their similarity to biological neurons I ascertained the range of

substrates concentrations corresponding to excitable regime of BZ reaction. I

found that this range is very narrow and thus noise present in the system can lead

to spontaneous transition of excitable droplets into oscillatory or sub-excitable

ones. As the result a chemical computer composed of such elements is likely to be

error-prone, therefore in the further stage of my research I employed oscillating

reaction. Note however that development of microfluidic devices might help to

increase precision in generation of droplets and limit external influences on the

system so that devices based on excitable medium can be easily constructed.

In the oscillatory regime chemical activity in droplets is dependent on many

factors. In the scope of the thesis I focused on how frequency of oscillations

167
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can be affected by changing chemical composition of the medium. I examined the

dependence of the period of oscillations on the applied source of bromide ions. The

presented results indicate that droplets containing NaBr as a substrate oscillate

around 20% faster than the ones with KBr. One should point out that this effect

is not taken into account in any of the BZ models found in literature. A small

amount of Br– is necessary to brominate malonic acid in the initial phase of the

reaction however the influence of K+ or Na+ is usually neglected.

In order to gain control over chemical activity in the droplets, I used a mixture

of ruthenium complex and bathoferroin to sensitize the reaction to blue light and

simultaneously to allow for optical tracking of chemical waves propagating in the

system. It occurs that addition of ruthenium, apart from enabling photosensitivity

of the reaction stabilized droplets mechanically. The presented results indicate

that with such composition the elongation effect of droplets described in [119] can

be eliminated. Moreover, this effect is useful for stabilizing larger structures of

interconnected droplets.

To tune precisely oscillatory behavior in a system of many droplets a fine-

grained method of reaction control is necessary. Therefore I developed an illu-

mination method that allows for changing frequency of oscillations in droplets

without affecting the neighbors. I designed and constructed a PC controlled de-

vice based on strong LEDs and optical fibers for precise illumination of any droplet

in the system, with a high spatial and temporal resolution.

The elaborated method was applied first to study small systems of coupled

BZ droplets (composed of two or three droplets) for their potential of information

storing. I build a simple, one bit memory cell with two different, stable oscillatory

states. Here I illuminated the droplets with a strong light in order to suppress

oscillations and then turn it off with a specified time shift for each droplet. This

method allowed to initiate activation sequences of excitations (modes) in the sys-
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tem. My results indicate that only structures composed of three droplets have two

stable rotational modes that can be used as different memory states. Moreover,

changing direction of the rotations can be performed many times during one ex-

periment which proves that information can be erased or replaced on demand. In

a smaller structure, built of two oscillating droplets, stability of only one forcing

mode dominates over the other ones and thus coding two different logic states in

such system seems infeasible.

The same control method was used to study in-silico a larger system, composed

of 25 oscillating BZ droplets. In such a chemical computer illumination plays two

roles: It is used as “software” that determine functionality of the network and al-

lows to provide information about the considered dataset into the input droplets.

With a properly designed illumination pattern the same geometrical structure of

droplets was trained to work as a classifier of three different datasets. However,

due to large number of interacting elements in such network the output signal can

be very complex. The optimization of illumination pattern to obtain the highest

classification accuracy becomes an intricate task. I demonstrated that these prob-

lems can be overcome if one applies evolutionary optimization techniques with an

encoding independent fitness function based on mutual information. Note however

that even though such chemical computer has a high mutual information with a

tested dataset additional work has to be done to interpret the output signal into

a useful classification rule. Nonetheless, the obtained simple rules binary datasets

yields accuracy of more than 90%. For datasets with a larger number of output

classes more complicated rules are necessary to have similar accuracy. Note finally

that the teaching strategy for BZ droplet classifier demonstrated here, allows to

use the same, simple geometry of the network regardless of the complexity of the

considered dataset.

The results presented in my thesis indicate that BZ droplet medium can be suc-
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cessfully used for information processing purposes. At the present stage however

such devices are sensitive to external perturbations. Especially manual generation

of droplets is imprecise and can lead to significant differences in droplet structure

or chemical composition between experiments. As the result computation with

such devices is hardly repeatable and error prone. A solution to this problem

is a rapid development of microfluidic chips in the recent years that allows for

precise generation of large numbers of BZ droplets [121, 24]. In our recent exper-

iments with microfluidic reactors (see Fig. 6.1a), we were able to automatically

produce structures of oscillating droplets. For example a linear chain of coupled

droplets, shown in Fig. 6.1b, was used to study how communication in the sys-

tem is dependent on size of applied droplets. As presented in Fig. 6.1c, using

microfluidic techniques, we generated a number of similar structures in which vol-

umes of droplets were precisely controlled. Here, one or two specified droplets in a

chain (marked with arrows) are two times larger than others. The obtained results

indicate that the large droplets oscillate with a higher frequency and become pace-

makers in the system. Note that the studied structures are highly reproducible

and it is easy to control their parameters.

In another experiments we generated systems composed of two or three BZ

droplets, similar to those examined in Chapter 4. Here, however droplets are

gathering into larger groups in the process of self-organization. One can expect

that such structures can be used in the future as building blocks for construction of

more advanced information processing devices using bottom-up design approach.

Thus I believe that studies on BZ droplet systems using microfluidic chips will be

a significant step towards constructing a powerful chemical computer.

Another interesting path to explore is experimental implementation of classi-

fication networks presented in Chapter 5. Such systems could be used to create

an intelligent drug delivery methods. The chemical classifier built-in inside a drug
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(a)

(b)

(c)

Figure 6.1: (a) Microfluidic reactor for production of droplet structures. A and
B are the chambers containing solutions with different BZ components so that
the reaction starts only when both solutions are mixed. C and E are inlets of
internal and external shell oils. Inlet D was not used in the experiments presented
in Figs. (b) and (c). The obtained structures of droplets are formed and observed
in chamber F. Outlet G is used to remove wastes from the chip. (b) Linear chain
of oscillating BZ droplets surrounded by solution of phospholipids in hexadecane
(0.25 g/50 ml) swimming in perfluorinated oil (3M Novec 7500 Engineered Fluid).
(c) Space-time plots of four linear chains of BZ droplets. In the top positioned
structures all droplets have the same volume. The lower structures contain one or
two droplets (marked with arrows) that are two times larger than others. Courtesy
of J. Guzowski.
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(a)

(b)

Figure 6.2: (a) Doublets and (b) triplets of oscillating BZ droplets surrounded by
solution of phospholipids in hexadecane (0.25 g/50 ml) swimming in perfluorinated
oil (3M Novec 7500 Engineered Fluid). Courtesy of J. Guzowski.

would recognize diseased cells and release the drug only in their vicinity without

harming the healthy cells. Let us note however that components of BZ reaction

are highly poisonous for living organisms and therefore another reaction-diffusion

should be used in biological environment.
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List of international internships

1. Yoshikawa Lab., Kyoto University,

Kyoto, Japan, January 2012 – March 2012;

Research area: experiments with BZ droplets motion in the electric field,

studies on ferroin oxidation/reduction using oscillatory motion in electric

field.

2. Bio Systems Analysis Group, Friedrich Schiller University in Jena,

Jena, Germany, May 2012 – July 2012;

Research area: modeling of 2D Belousov Zhabotinsky (BZ) droplets systems

and evolution of initial states in droplets using Evolution Strategies (ES).

3. Bio Systems Analysis Group, Friedrich Schiller University in Jena,

Jena, Germany, October 2013 – December 2013;

Research area: modeling of 2D Belousov Zhabotinsky (BZ) droplets systems

and evolution of initial states in droplets using Evolution Strategies (ES).
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Appendix D

Contents of the CD-ROM

The CD-ROM contains supporting material for the thesis:

1. “excitable droplet.avi” - Concentrations of other BZ reagents: 0.675 M NaBrO3,

0.35 M CH2COOH2, 0.06 M KBr and 0.0017 M ferroin.

2. “no expanding with ruthenium.avi” - shape transformation in droplets con-

taining BZ reaction catalyzed with bathoferroin only (the upper droplet) or

mixture of bathoferroin and ruthenium complex (0.00021M) (lower droplet).

Concentration of BZ reagents: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M

CH2(COOH)2, 0.04 M KBr, 0.0015 M [Fe(batho)3]
2+ and 0.00021M Ru(bpy)3Cl2

(in the upper droplet only).

3. “suppress oscillations.avi” - comparison of oscillations in an illuminated and

an non-illuminated droplet. Chemical composition of droplets: 0.36 M

H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M KBr, 0.00125

M [Fe(batho)3]
2+ and 0.00021M Ru(bpy)3Cl2. Light intensity for the illumi-

nated droplet was greater than 15000 lux.
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4. “linear droplet chain.avi” - influencing dynamics of five droplets chain placed

in a Petri dish using moderate blue light intensities. Chemical composition

of droplets: 0.3 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2, 0.04 M

KBr, 0.0015 M [Fe(batho)3]
2+ and 0.00021M Ru(bpy)3Cl2.

5. “change rotations.avi” - optical switching between two rotational states in a

structure of three droplets stabilized with plastic pillars. Chemical compo-

sition of droplets: 0.36 M H2SO4, 0.375 M NaBrO3, 0.125 M CH2(COOH)2,

0.04 M KBr, 0.00125 M [Fe(batho)3]
2+ and 0.00021M Ru(bpy)3Cl2. Light

intensity for each droplet was greater than 15000 lux.

6. “GeneticDroplets” - software for evolving BZ classification networks (written

in JAVA).

7. “ImageJ plugins” - plugins for ImageJ software, allowing for extraction of

oscillatory periods from a sequence of frames from experimental movies.
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[113] O. Steinbock, Á. Tóth, and K. Showalter. Navigating complex labyrinths:

optimal paths from chemical waves. SCIENCE-NEW YORK THEN

WASHINGTON-, pages 868–868, 1995.

[114] O. Steinbock, P. Kettunen, and K. Showalter. Chemical wave logic gates.

The Journal of Physical Chemistry, 100(49):18970–18975, 1996. doi: 10.

1021/jp961209v.

[115] C. Studholme, D. L. Hill, and D. J. Hawkes. An overlap invariant entropy

measure of 3d medical image alignment. Pattern recognition, 32(1):71–86,

1999.

[116] S. Su, M. Menzinger, R. L. Armstrong, A. Cross, and C. Lemaire. Mag-

netic resonance imaging of kinematic wave and pacemaker dynamics in the

Belousov-Zhabotinsky reaction. The Journal of Physical Chemistry, 98(9):

2494–2498, 1994. doi: 10.1021/j100060a044.

[117] J. Szymanski. Information processing in neuron-imitating chemical systems.

PhD thesis, Institute of Physical Chemistry Polish Academy of Sciences,

2012.

[118] J. Szymanski, J. N. Gorecka, Y. Igarashi, K. Gizynski, J. Gorecki, K.-P.

Zauner, and M. D. Planque. Droplets with information processing ability.

International Journal of Unconventional Computing, 7(3):185–200, 2011.

[119] J. Szymanski, J. Gorecki, and M. J. B. Hauser. Chemo-mechanical coupling

in reactive droplets. The Journal of Physical Chemistry C, 117(25):13080–

13086, 2013. doi: 10.1021/jp402308t.

http://rcin.org.pl



BIBLIOGRAPHY 195

[120] C. Teuscher, I. Nemenman, and F. Alexander. Novel computing paradigms:

Quo vadis? Physica D: Nonlinear Phenomena, 237(9):v – viii, 2008.

doi: http://dx.doi.org/10.1016/j.physd.2008.03.033. Novel Computing

Paradigms: Quo Vadis?

[121] S. Thutupalli and S. Herminghaus. Tuning active emulsion dynamics via

surfactants and topology. The European Physical Journal E, 36(8):1–10,

2013. doi: 10.1140/epje/i2013-13091-2.

[122] M. Toiya, V. Vanag, and I. Epstein. Diffusively coupled chemical oscillators

in a microfluidic assembly. Angewandte Chemie, 120(40):7867–7869, 2008.

doi: 10.1002/ange.200802339.
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