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Abstract

The PhD thesis is focused on applicability of Belousov-Zhabotinsky (BZ) reaction
as an information processing medium. The following problems are concerned: physico-
chemical phenomena allowing for information encoding, inputting information into a
chemical medium and teaching a chemical system to perform a certain function.

The major part of the work is concerned with systems composed of droplets con-
taining BZ solution, surrounded by an organic phase. The following chapters of the
thesis describe general properties of BZ reaction in droplets, methods of excitations
control in such a medium, experimental studies on a simple memory cell and the re-
sults of in-silico simulations of chemical classifiers, based on a network of BZ droplets.

The most important result of the thesis is the presentation of teaching strategy,
based on the flow of mutual information. The developed method was applied to 25
droplets arranged into a square lattice, in order to create a chemical classifier for
different datasets. Illumination with blue light was used to introduce input informa-
tion and to control the time evolution of the medium. For linearly separable, binary
classification problems (CANCER) the obtained accuracy was over 93%. In case of
a complex synthetic dataset (SPHERE), the accuracy was above 70%. For a dataset
with four output classes accuracy was approx. 80%, however, by introducing more
sophisticated classification rules it can be increased to 90%.

A few control methods of BZ reaction were examined. Among them, the mech-
anism of photoinhibition for the reaction catalyzed with a mixture of bathoferroin
and the ruthenium catalyst seems to be the most reliable. The author constructed
a computer controller of LED-based lightsource that allows to illuminate the system
with a high temporal resolution. Optical fibers were used to direct light to individual
droplets, providing a high spatial resolution.

Experiments with two and three interacting droplets were performed. For a pair
of droplets a stable forcing mode was dominant (one droplet stimulates the other).
In case of triplet systems, two rotational modes (clockwise and anti-clockwise), i.e.
modes in which the first droplet stimulates the second one, then the second droplet
stimulate the third one and the third one again stimulates the first one, are equally
stable. It was demonstrated experimentally, that light-triggered switching between
these modes is possible. Therefore, a system consisting of three droplets seems to be
an interesting candidate for a basic, chemical memory cell.

The dissertation describes the use of microfluidic technique to create structures of
coupled BZ droplets. Application of microfluidic devices allows to obtain reproducible
droplets and to observe many copies of the same system simultaneously. Therefore

the technique simplifies statistical analysis of observed phenomena.
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Streszczenie

W niniejszej rozprawie doktorskiej zaprezentowano wyniki badan nad ukladami
bazujacymi na reakcji Bielusowa-Zabotyfiskiego (BZ) pod katem ich zastosowania do
przetwarzania informacji. Omoéwiono takie problemy jak zjawiska fizykochemiczne po-
zwalajace na kodowanie informacji, wprowadzanie informacji do uktadu chemicznego
oraz strategie uczenia ukladéw aby wykonywaty okreslone funkcje.

Wicksza czesé pracy poswiecona jest systemom sktadajacym sie z kropel zawiera-
jacych roztwér BZ, zanurzonych w fazie organicznej. W kolejnych rozdzialach opisano
ogélne wlasnoéci reakeji BZ w kroplach, metody kontroli pobudzen takiego ukladu, ba-
dania nad konstrukcja eksperymentalna prostej komoérki pamieci oraz wyniki symulacji
klasyfikatoréw chemicznych opartych na sieci kropli BZ.

Najwazniejszym rezultatem rozprawy jest podanie strategii uczenia, opartej na
przeplywie informacji wzajemnej. Opracowana metode zastosowano do uktadu 25 kro-
pli umieszczonych na sieci kwadratowej, tak aby stworzy¢ klasyfikator chemiczny dla
roznych zbioréw danych. Do wprowadzenia informacji i kontroli uktadu wykorzystano
oswietlenie. Dla liniowo separowalnych probleméw binarnych (CANCER) doktadnosé
klasyfikacji wyniosta ponad 93%. W przypadku skomplikowanych zbioréw syntetycz-
nych (SPHERE) uzyskano dokladno$é powyzej 70%. Dla zbioru o czterech klasach
wyjéciowych dokladno$é wyniosta ok. 80% jednak poprzez wprowadzenie bardziej roz-
budowanych regul klasyfikacji mozna podnie$é dokladnosé do 90%.

Sposréd zbadanych metod kontroli reakeji BZ, mechanizm fotoinhibicji reakeji kata-
lizowanej mieszanka bathoferroiny i katalizatora rutenowego, wydaje sie by¢ najodpo-
wiedniejszy. Dla kontroli uktadu zbudowano komputerowy sterownik diéd LED, charak-
teryzujacy sie wysoka rozdzielczodcia czasowa, a dzigki doprowadzaniu swiatta do kropel
przy pomocy $wiattowodéw optycznych, réwniez wysoka rodzielczoscia przestrzenna.

Przeprowadzono doswiadczenia nad sprzezonymi modami oscylacyjnymi dwéch i
trzech oddziatujacych kropli. Dla par kropli zaobserwowano jeden stabilny mod wymu-
szajacy (jedna kropla pobudza druga). W przypadku tréjek kropli dwa mody rotacyjne
(zgodny i przeciwny do wskazéwek zegara) tzn. takie w ktorych pierwsza kropla pobu-
dza druga, druga trzecig a trzecia ponownie pierwsza, sa jednakowo stabilne. Pokazano
w eksperymencie, ze mozliwe jest, wymuszone $wiatlem, przelaczanie pomiedzy tymi
modami. Dlatego uktad ztozony z trzech kropli wydaje si¢ ciekawym kandydatem na
podstawowg komoérke pamieci chemicznej.

W rozprawie opisano wykorzystanie technik mikroprzeptywowych do tworzenia par
i trojek kropli. Dzigki ich wykorzystaniu krople sa powtarzalne i mozliwe jest badnie
jednoczes$nie wielu kopii tego samego ukladu co umozliwia statystyczna analize wyni-

kéw.
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Chapter 1

Introduction

1.1 Information and Computers

Every day, consciously or not, we are flooded with huge amounts of informa-
tion. A display in the subway informs us of the current weather forecast, from the
newspapers we learn news from all over the world and a GPS receiver leads us with
the shortest route to a specified destination. Thus it is not surprising that the
current times are called the Information Age[76]. Along with the rapid develop-
ment of digital technologies, especially advanced computers, that plays a crucial
role in information storing and processing, the amount of available information
changes exponentially. According to the recent research [55], the amount of infor-
mation stored by the humankind in 2007 is estimated to 290 exabytes (2.9 x 10
bytes) whereas the computational power of all general-purpose computers corre-
sponded to 6.4 x 10'® instructions per second. Even though these numbers seem
to be large, the computational speed of all general-purpose computers in 2007 was
comparable to the number of nerve impulses executed by one human brain per

second (10'7), whereas the information storage density of DNA is estimated for

1
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2.2 petabytes (PB) gram™! [44].

Compared to the first computers, currently used devices are zillions of times
faster and more reliable. Such a great improvement was possible mainly due to
increasing number of components and their simultaneous miniaturization. At the
current stage processors are fabricated using 22 nm technology. On such a small
scale the thermal heat becomes a significant problem. It is expected that soon
we will reach a level when no further scaling of the transistors will be possible
[60], 133].

Facing the limits of silicon technology, alternative computing methods should
be explored. A number of alternative information processing strategies inspired
by biology and chemistry has been considered. Non-semiconductor techniques of
computing are grouped under the name of “unconventional computation”. Among
the novel computing devices, chemical computers are of much importance due to
simplicity in construction and low production cost. Many studies and implementa-
tions of a chemical computer are based on reaction-diffusion process in Belousov-
Zhabotinsky (BZ) reaction [I38]. The computation is performed by the natural
time evolution of a nonhomogeneous medium where chemical waves can propa-
gate. The waves, carrying encoded information can interact with each other and,
with proper constraints put on the system, the result of the interactions can be
interpreted as output of computation.

The present work is concerned with multiple aspects of chemical computing
with BZ medium. It is organized as follows: In the further part of this chapter I
present research objectives of my work. Then the concept of chemical computer is
introduced along with explanation how it can be implemented using BZ medium.
Second chapter contains results from experimental studies on physico-chemical
properties of BZ reaction. In the third chapter a feedback between environment

and the medium is discussed and experimental techniques of reaction control are
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presented. Next chapter is devoted to experimental studies on computations in
compartmentalized BZ solution. In chapter five I demonstrate the theoretical ba-
sics of teaching a complex structure of BZ droplets to perform a specific function.

Finally, the Chapter six contains conclusions and new research perspectives.

1.2 Research objectives

The main goal of my thesis is to present the usefulness of reaction-diffusion
(RD) media for information processing applications. In the framework of my thesis

I focus on following topics:

e Controllability of the RD medium
In order to program a chemical computer external influences for effective
control of chemical waves in RD media must be applied. A crucial challenge
is to establish methods that would allow to control the reaction with high

spatial and temporal resolution.

e Information storage
Due to a high non-linearity of RD media, small perturbations might lead to
significant change in the state of the whole system. Here I aim at explaining
conditions necessary to save information in a chemical medium for a long

time.

e Teaching of RD computers
Functionality of classical computers is defined by software designed using
standard engineering techniques. In case of unconventional machines using
more complex data representation, this approach does not seem useful. Thus
a proper teaching strategy is necessary to adapt external control over a
chemical computer with an arbitrary geometry so that it can perform useful

computations.
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1.3 Belousov-Zhabotinsky reaction

A short history of BZ reaction

Belousov-Zhabotinsky (BZ) reaction was discovered around 1950 by the Rus-
sian scientist Boris Belousov. During his studies on modeling of the Krebs cycle,
Belousov observed that a solution, containing citric acid, bromate ions (NaBrO,)
and ceric ions (Ce'") as a catalyst, in an acidic environment, changes periodi-
cally color between transparent (cerium in the reduced state, Ce*t) and yellow
(oxidized form of cerium, Ce*"). When the reaction was discovered, Belousov
was not able to publish the results because the reviewers claimed that oscilla-
tions in a homogeneous chemical medium were impossible. At that time, in the
scientific community it was generally believed that oscillations in a homogeneous
reaction corresponding to periodic changes in concentrations of reagents were in
contradiction with the second law of thermodynamics.

Studies on oscillatory reactions were continued by a Russian biophysicist Simon
Schnol and his graduate student Anatol Zhabotinsky. Zhabotinsky refined the
recipe, replacing the citric acid with the malonic acid, thus eliminating precipitate
from the solution. Moreover, he used a redox indicator, ferroin (red in reduced
state and blue when oxidized) instead of cerium as a catalyst. Increased contrast
between oxidized and reduced forms of ferroin allowed for observations of color
change even in a thin layer of the solution. Zhabotinsky observed that in an
unstirred, thin layer of the medium the oscillations were not occurring in the whole
volume but rather high concentration fronts of oxidized ferroin were propagating
in the system in form of either concentric rings or spiral waves (see Fig. . In
1970 Anatol Zhabotinsky together with Alex Zaikin, published a paper [I38] in
which the temporal oscillations were described and a simple, mathematical model

of spatio-temporal behavior was proposed.
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The results of Soviet scientists generated interest in chemical, oscillating re-
actions in Europe and USA. Two simple models of oscillatory reaction were pro-
posed. First, elaborated in Brussels by Prigogine and Lefever in 1968 and named
as " Brusselator” in 1973 by Tyson is a minimal, mathematical model of an oscil-
lating reaction:

A—X
B+X—Y+D
2X+Y = 3X

X = FE

that allows for a stable limit cycle. The Brusselator was extremely important
because it showed that a chemically reasonable mechanism could exhibit self-
organization.

The second model was given in 1969 at the University of Oregon in Eugene by
Richard Field, Richard Noyes and Endre Korés and called "FKN” from the first
letters of the authors’ names. Due to application of a bromide-selective electrode
to follow the reaction, they were able to establish the importance of bromide in
the oscillations. The proposed model [32], 90] of the cerium catalyzed BZ reaction
allowed to explain qualitatively the phenomena of temporal oscillations and the
propagation of waves.

Nowadays, the notion of BZ reaction encompasses reactions in which an organic
substrate is oxidized by bromate ions in the presence of transition metal ions,
acting as a catalyst, in acidic environment. Usually malonic acid is used as an
organic substrate however other substrates can be also used [70], [93], [53]. In the
most common version the reaction contains sulfuric acid (H,SO,), malonic acid
(CH,COOH,), sodium bromate (NaBrOj;), potassium bromide (KBr) and ferroin
(Fe(phen); ).
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______

(b)

Figure 1.1: Chemical waves propagating in a thin layer of BZ medium, demon-
strated in [66]. (a) Concentric waves develop into target patterns. Colliding fronts
annihilate and the ignition center with a highest frequency (marked with dashed
rectangles) becomes a pacemaker. (b) The case where all spiral waves have the
same frequency and remain stable for a long time.
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Chemical mechanism

The mechanism of the BZ reaction is complicated. An improved model for the
Ce(IV)/Ce(IlI)-catalyzed reaction comprises 80 elementary steps and 26 variable
species concentrations [52]. However, the most important parts of the kinetic
mechanism that give rise to oscillations in the BZ reaction can be explained using
the FKN model and remains identical if ferroin is used as a catalyst. Within this

mechanism three concurrent processes can be distinguished:

1. The process A is a three step reduction of bromate to bromine. The bromide

ions act as the reducing agent:

BrO; + Br~ +2H" — HBrO, + HOBr (1.1a)
HBrO, + Br~ + H" — 2HOBr (1.1b)
HOBr + Br~ + H* — Br, + H,0 (1.1c)

The overall stoichiometry of the process is:

BrO; +5Br~ +6H" — 3Br, + 3H,0 (1.2)

2. The process B is dominant when the concentration of bromide ions is low.

The process can be divided into three steps:

BrO; + HBrO, + H* — 2Br0, + H,0 (1.3a)
BrO, + Ce*t + HT — Ce** + HBrO, (1.3b)
2 HBrO, = HOBr + BrO; + H* (1.3¢)

Note, that the production of the bromous acid (HBrO,) in process B, eq.(/1.3a))
+ 2 eq.(1.3b]), is autocatalytic and leads to a rapid increase of the oxidized
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form of the ceric ions, accompanied by a sharp change in the color of the

solution:

BrO; + 3H" +2Ce*" + HBrO, — H,0 + 2Ce** + 2HBrO,.  (1.4)

The corresponding, stoichiometric equation of this process:

BrO; +5H" +4Ce*" — 4Ce** + HOBr 4 2H,0 (1.5)

On the way of the processes A and B, bromate ions are converted into effec-

tive brominating agents, Br, or HOBr, which in turn convert malonic acid

(MA=CH,(COOH),) into bromomalonic acid (BrMA =BrCH(COOH),):

Bry + MA+ — BrMA + H" + Br~ (1.6a)
HOBr + MA — BrMA + H,0 (1.6b)

3. In the process C, the oxidized form of the metal ion, oxidizes the organic

acid according to following scheme:
6 Ce*™ + MA + HOBr + H,0 — 6Ce*" +3CO, + TH" +Br~  (1.7a)

4 Ce* 4+ BrMA + H,O + HOBr — 4Ce*t +3CO, +6H" +2Br~ (1.7b)

Since this is no autocatalytic process the change in the color of the medium

is gradual.

Oscillations in the BZ reaction are caused by the competing processes A and B
as schematically illustrated in Figure[I.2 The bromide ions Br~ and the bromous
acid HBrO, compete to react with BrO3;. Due to a rapid reaction of these two
species in step [1.1b], excess of one of them drives the concentration of the other
to a low level. The FKN model is discussed in a greater detail, along with other

proposed BZ models in [94].
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Process B Process A
- autocatalytic production - reduction of BrOy
of HBrO2, and simultanous to Br by the reducing
oxidation of transition metal agent Br
ions (sharp color change) - malonic acid is converted
- reduction of BrOs into bromomalonic acid

to Br by the reducing

agent HBrO,
- malonic acid is converted
into bromomalonic acid

[Br et [Br]

Process C

- malonic and bromomalonic acids are transformed into products
- reduction of transition metal ions
- gradual change of color of the solution

Figure 1.2: Combination of processes A, B and C makes up the BZ reaction.

Mathematical model

A simplified mathematical model of BZ reaction, called Oregonator, was demon-
strated in 1974 by Field and Noyes [34]. The model was constructed by reducing
the FKN mechanism to a few coupled elementary pseudoreactions, involving three
independent chemical intermediates: HBrO,, Br~ and Ce; denoted with symbols
X, Y and Z respectively. The Oregonator mass-action kinetics in a well-stirred,

homogeneous system is given by following set of equations:

X
dd_t — BAY — kXY + ks BX — 2k X
y
Cii_t — _RAY — kXY + fhsZ
7
Y BX — ksZ
dt 3 5

where k1, ...ks are the reaction constants and f is an adjustable stoichiometric
parameter. An important property of Oregonator is that it exhibits the oscillatory

limit cycle behavior demonstrated earlier in experiments. The model describes also
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a number of phenomena seen in a homogeneous BZ medium such as excitability
[35], bistability [14], quasiperiodicity and chaos [97]. When applied to a spatially
distributed system it predicts traveling waves [67], target patterns [128§], spiral
waves [61], scroll rings [134] etc.

However, frequently parameters applied to Oregonator model are selected ar-
bitrarily, to obtain required behavior of the medium. As a result, it is diffi-
cult to translate them into real experimental conditions. The two- and three-
variable Oregonator-type models, that can be adjusted to different concentrations
of reagents were described by Gorecki et al. [48]. For example the equations of

two-variable model read:

Ox 1 1 =z x — uN

— =€ hoNz — 2 206 M+ K | =4 q— 1.
T ethoNx — eshox aer M * (ﬁ+qh01—z)$+ul\/’ (1.8a)
0z hoN Ks«M =z

pdad _ 1.8b
ot~ C  “Chy 1-2 (1.8b)

where the variables x and z represent scaled concentrations of HBrO, and Fe(phen)?r
respectively. The parameters K, M, N corresponds to the initial concentrations of
Br, CH,(COOH), and NaBrO, respectively and C is the total concentration of
the catalyst (C' = [Fe(phen)s " + Fe(phen); ). ho is the Hammet acidity func-
tion of the solution and for a typical recipe of BZ reaction can be approximated as
1.3 times the concentration of H,SO,. Other parameters (a, 3, €1, €2, i, ¢) are not
related to concentrations of any considered reagents and were optimized to obtain
the best agreement with experimental results.

Even though the model is based on a variant of Oregonator (Rovinsky -
Zhabotinsky model, see Ref. [9§]) it is more realistic. In contrast to Orego-
nator, its input parameters are related to the initial concentrations of the BZ
reagents in an experiment. Therefore, the results of simulations can be used di-

rectly, with a good approximation, to predict time evolution of oscillations in a
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Figure 1.3: Illustration of the accuracy of the model based on egs. , adapted
from [48]. Circles show the experimental results whereas the dashed line was calcu-
lated using the two-variable model. Initial concentrations of reagents used in sim-
ulations: (a) [NaBrOs] = 0.45 M, [CH,(COOH),] = 0.35 M, [KBr| = 0.06 M and
C =0.0017 M; (b) [H,SO,] = 0.30 M, [NaBrO,] = 0.45 M, [CH,(COOH),| = 0.35
M and C = 0.0017 M; (c) [H,SO,] = 0.45 M, [NaBrO4] = 0.45 M, [CH,(COOH),|
= 0.35 M and [KBr| = 0.06 M; (d) [H,SO,] = 0.30 M, [CH,(COOH),] = 0.35 M,
[KBr] = 0.06 M, and C = 0.0017 M.
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medium with a specified chemical composition, as shown in Fig. [I.3] Moreover,
if the diffusion term is incorporated into Eq. [I.8a] spatio-temporal phenomena in
BZ medium can be studied. In this case one can assume that the molecules of
ferroin complex are large in comparison to other reagents and its evolution in a
spatially distributed medium is described by Eq. [I.8b] Thus, for the considered,
two variable model only diffusion of HBrO, has to be taken into account, such
that Eq. is transformed into:

0 1 1 — uN

where D, is the effective diffusion coefficient of HBrO,.

Nonlinear effects in a homogeneous BZ medium

Oscillations

In the oscillatory regime of BZ reaction, concentrations of reagents change
spontaneously with a period T' determined by initial concentrations of substrates
and other reaction parameters (e.g. temperature, illumination). Time evolution
of oscillations for such medium can be observed in Fig. [1.4a] The solid and dashed
lines correspond to concentration of activator (x) and inhibitor (z) respectively.
One can see that the change in concentration of x occurs rapidly and with a
lower amplitude compared to z. Here the autocatalytic grow of x triggers rapid
production of z, which in turn leads to quick relaxation of activator. In contrast,
inhibitor decays much slower and thus a certain time has to pass before another
excitation occurs.

For the oscillatory regime, observation of evolution of both species (activator
and inhibitor) in a phase space (Fig. reveals that a stable limit cycle exists

in the system. In such case, regardless of the initial conditions, the system reaches
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\
\

X

(a) (b)

Figure 1.4: (a) Concentration of BZ activator and inhibitor in a function of time for
the oscillatory regime. Calculations based on the two-variable model, described in
Sec. (b) Phase portrait of the oscillations in the two-variable model presented
in [48]. Two trajectories with different initial conditions (marked with red and
blue solid lines) reach stable orbit shortly after start of the simulations. Black
and green lines mark the nullclines for activator (x) and inhibitor (z) variables
respectively. Concentrations of regents used as parameters in simulations are:

[H,S0,] = 0.3 M, [NaBrO,] = 0.15 M, [CH,(COOH),] = 0.1 M, [KBr] = 0.03 M
and C = 0.004 M.)

the stable orbit as shown for points A and B in Fig. [.4D] It should be said that
two-variable model is too simple to describe complex oscillations characterized by
multiple maxima of concentrations within a cycle. Note also that the oscillations
occur both in open and closed systems, however in the latter case their number is
limited due to exhausting of substrates and this effect is not taken into account

by the two-variable model.

Excitability

There is a certain range of substrates concentrations, for which the system

remains in a stable stationary state with a specific properties. For those con-
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figurations all the phase space is the basin of attraction, however the character
of convergence towards the attractor depends on the initial state of evolution. A
small perturbation of the system, uniformly converges to the stable state as shown
schematically in Fig. for the first perturbation at time ¢;. However, if a per-
turbation exceeds a certain threshold, then medium activation can be triggered
and concentrations of selected reagents can grow by orders of magnitude during
the relaxation to the stable state (excitation at t3). For example, the excitable
BZ solution poured into a Petri dish shows no activity. If a piece of stainless
steel, used as a pacemaker, is immersed in the solution, then trigger waves start
to propagate from this spot. When the object is removed triggering of the waves
is ceased.

Figure shows the evolution of both types of perturbations corresponding
to the perturbation scenarios shown in Fig. The stable state is characterized
by zg = 2.08 x 1075, zg = 2.91 x 10~%. A small perturbation of activator was
applied at time ¢; (x; = 2.6 x 107°) (the value of inhibitor was equal to zg) and
x(t) uniformly relaxed towards the stationary value as illustrated with blue solid
line. On the other hand, when the perturbation is slightly larger (z2 = 3.9 x 1079)
then the system returns to the stable state after a complex relaxation, shown with
red solid line. In order to find whether a steady state in a system is stable, the
linear stability analysis can be performed [28§].

The excitable media are particularly useful for better understanding of pro-
cesses occurring in brain tissue that is composed of a large number of nonlinear,
excitable elements (neurons). In fact, comparison of the two-variable model (see
Eq. with FitzHugh-Nagumo model of neuronal excitation [37), 85]:

du u?
a :U—E_U_Fjexm (].].0&)
dv =u—v. (1.10Db)

dt
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XZ
threshold
X1
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Figure 1.5: (a) Concentration of BZ activator in a function of time for the excitable
regime. A small perturbation x; at time t; decays quickly whereas the perturbation
To registered at to, crosses the threshold level and is amplified, giving rise to a
chemical excitation. (b) Modeling of excitable system described with the two-
variable model from [4§]. Nullclines for « and z variables are marked with black
and green dashed lines respectively. Small perturbation applied at ¢; (cf. Fig.
yields uniform convergence to the stable stationary state (S) as marked with
blue solid line whereas slightly larger one, applied at ¢5, leads the system to the
stable state after a complex relaxation as shown with red line. The concentrations
of reagents used in simulations correspond to excitable regime of BZ reaction
([HySO,) = 0.02 M, [NaBrO,4] = 0.45 M, [CH,(COOH),| = 0.50 M, [KBr| = 0.168
M and C = 0.0017 M.)

(u - concentration of activator, w - concentration of inhibitor, I, - external
stimulus) reveals close similarity between both systems. However, since the range
of chemical concentrations at which the reaction becomes excitable is very narrow
in most of the experiments presented in this work, oscillatory BZ medium (with

different oscillation periods) is used.



16 CHAPTER 1. INTRODUCTION

Chemical waves in the BZ reaction

In spatially distributed, unstirred medium coupling of the BZ reaction with
the diffusion process gives rise to propagation of chemical waves in the system.
Generally chemical waves can be divided into two classes: kinematic and trigger.
Instances of both types can be found in studies on BZ reaction [116], [69], [I38].
The first type depends only on reaction kinetics whereas in the other, mass trans-
port plays a key-role. Since the trigger waves are used for information processing
in this work further discussion is limited to this class of waves only.

There is no clear explanation why the waves spontaneously appear in the
medium, although two theories are usually considered. First suggests that the
source of wave formation is a heterogeneity in a system [33, [140] e.g. a dust par-
ticle or a scratch on the surface of the container. In such case the bromide ions
can be adsorbed on surface of the external object and due to local decrease of the
inhibitor concentration in that region, a chemical wave is triggered. The other
theory assumes homogeneous origin of chemical waves [139, [132]. According to
this theory local fluctuations of the concentrations of reagents can lead to forma-
tion of unbalanced spots in the medium where the waves start. Since there are
experimental results supporting both hypothesis, we may assume that both are
valid according to experimental conditions. The spots at which waves originate,
are named as ”ignition centers” in the further part of the thesis. Note that usually
the period of oscillations in the ignition point is shorter than the one in constantly
stirred solution.

Among the trigger waves, further classification for concentric and spiral waves
can be introduced. Examples of both classes are presented in Figs. and
respectively. The thin blue lines are the propagating fronts and they correspond
to a high concentration of oxidized ferroin catalyst. The rest of the medium is red

due to excess of reduced form of ferroin. In the case of concentric waves the front
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Wavefront

Obstacle

Figure 1.6: Initiation of a spiral wave on an obstacle. The free ends of the front
broken mechanically, develop into spiral waves.

forms a ring that expands with time. A number of concentric waves spreading
from a single ignition center form a complex structure in the system named a
target pattern (shown in Figure . If a continuous wavefront is mechanically
broken, the free ends of the front will develop into a spiral wave as presented in
Figure [1.6l An important property of spirals is the short period and increased
stability in comparison to concentric waves [75, [BI]. Thus in a system in which
both types of waves self-develop, after some time the concentric waves, with lower
frequency are destroyed by the spirals. For a given medium, all spirals have the
same frequency and therefore a spiral can only coexist with another spiral.
Formation of both types of trigger waves can be qualitatively explained in
terms of FKN mechanism [36, [34]. Since generation of spiral waves requires addi-
tional experimental techniques (see Fig. this type of waves was not used in
the experiments presented in the thesis. Thus further discussion on spatial effects
is focused only on concentric waves and their fragments. A standard mechanism
of BZ-medium excitation with a silver wire assumes that at the ignition point con-

centration of Br™ is lowered to a level at which the Process A becomes dominant.
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In the autocatalytic reaction, production of HBrO, leads to a rapid increase in
concentration of the oxidized ferroin (ferriin), visible as a small blue dot. After a
short time, due to diffusion of HBrO, into surroundings, switching of Process B
to Process A occurs also in the neighborhood. Since the activator diffuses equally
in all directions, the expanding front of increased ferriin concentration has a con-
centric shape. Simultaneously, in the region where the front has already passed,
Process C leads to increase in concentration of Br~ and Process A starts to dom-
inate. As the result we observe gradual change of color of the solution from blue
to red in the area behind the front.

The presented reaction-diffusion phenomenon exhibits analogy to fire propa-
gation in a burning bush. At the ignition point a fire is initiated and spreads with
time. Behind the front an area of burned ground is left and a certain period of
time is needed before the grass is regenerated. If another fire reaches the area
during that time, there is not enough combustible and the reaction is stopped.
From this analogy the following states of the BZ reaction can be distinguished:
refractory, responsive and excited. The first one corresponds to the burned area.
A medium in this state cannot be excited by another front for a time necessary
for regeneration of reagents. After some time the medium becomes responsive
i.e. concentrations of chemicals in the medium allows another front to propagate
through. The excited state corresponds to an area in the medium in which front
of the oxidized catalyst is present.

Since the propagation of the waves in the BZ solution bases on diffusion of
bromous acid, one can expect that velocity of chemical fronts will be dependent
on the diffusion coefficient D of HBrO, (on the order of magnitude 107> %) For
a one-dimensional system (BZ waves propagating in a thin tube) the following

relation based on the FKN mechanism was found [127]:

Upront = 2(y/ DE[BrOZ|[H+]), (1.11)
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where k is a rate constant of autocatalytic reaction that produces bromous acid
[[.3al This relation above agrees with the experimental relationship proposed ear-
lier by Field and Noyes [33].

Note that the vf,ns is the maximum speed of a propagating oxidation wave,
i.e. the speed in resting reduced medium. If the medium is not fully recovered,
then the wave velocity is smaller. For example in an oscillatory medium, when
spontaneously formed concentric waves propagate from an ignition point, only
the first excitation travels through a fully relaxed medium, whereas consecutive
pulses propagate in medium that is still recovering to the reduced state. Therefore,
the velocity of the second and consecutive waves is usually smaller than the first
one. The dependence of the wave velocity on period of oscillations is called the
dispersion relation. A phenomenological equation describing this effect, derived
from a two-variable dynamical model for the BZ reaction [128], was proposed in
[38]:

o(T) = cootanh(Tz*) (1.12)

This formula is characterized by two parameters c,, and T%. First one is the
maximum velocity in a given medium and the second one is the minimum period
of propagating train of pulses. T, equal to the rotation period of a spiral wave
in the medium with the same concentrations. However, to take into account the
refractory time ¢,.s i.e. the time after excitation at which the medium cannot be

excited again, the formula given above can be modified as follows:

0, T < tref
o(T) = (1.13)

cootanh(T_T—t:Ef), T >ty

The dispersion relation defined in this manner is presented graphically in Fig. [I.7a]
If a BZ wave propagates in two- or three-dimensions, apart from the dispersion

relation, the curvature effect [39] must be taken into account. Curvature K of
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Figure 1.7: (a) A typical concentration profile of variable z, corresponding to the
oxidized form of catalyst is presented on the left, vertical axis. At the beginning
the medium is at rest and the amount of oxidized catalyst is equal to z,.. Then,
for the first excitation (marked with blue line), it grows rapidly until a maximal
concentration z;, is reached. When the waves are generated with period T, the
value of z drops from z, to z only before next excitation occurs (green line).
Dependence of wave velocity ¢ on the period of oscillations is marked on the right,
vertical axis. ¢ is the maximum velocity in a given medium. ¢,.y is the time at
which medium remains in the refractory phase. (b) Effect of wavefront curvature
on the propagation velocity.

every point of the front can be characterized by its radius of curvature r. A plane
wave (which has an infinite radius of curvature) has K = 0, while contracting or
expanding waves with radius r have curvatures K = % and K = —%, respectively
(cf. Fig. [1.7b)). The relation between front curvature and the wave velocity is

expressed in eikonal equation:
N =c+ DK (1.14)

where N is the normal velocity of the front, the parameter ¢ corresponds to the
velocity of a planar wave and D is the diffusion coefficient of the BZ activator

(HBrO,). Since the area in front of the propagating wave (in which activator
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diffuses) varies according to the front curvature thus one can expect higher increase
in activator concentration for different wave shapes. As a result, as schematically
presented in Fig. [L.7D] convex wave propagate slower than plane waves, which in

turn have smaller velocities than concave waves.

Controllability of the BZ reaction

In order to construct a computing device, based on the BZ reaction, pro-
grammability of the medium must be achieved. Since spatio-temporal oscillations
in the BZ medium are used to encode and transfer information as described in
Sec. methods that allow to control the reaction have to be found.

In the simplest case chemical composition of the medium can be used to mod-
ify the oscillation period (cf. Fig. and wave velocities [26]. However, usually
concentrations of the reagents are fixed during preparation phase and modifica-
tions of medium composition in the further part of experiment are difficult. This
seems to be particularly problematic for the systems composed of BZ droplets
in an organic phase. Once a droplet is formed, special merging techniques (e.g.
electrocoalescence), increasing complexity of experimental system, are required to
change concentrations of the reagents inside.

Another method that allows for modification of oscillation period of BZ re-
action is temperature control. In typical experimental conditions frequency of
oscillations is an increasing function of the temperature. The changes in fre-
quency are accompanied by changes in the amplitude of oscillations as presented
in Fig. Thus by changing locally temperature of the medium one can modify
its excitability in a specified area.

For a homogeneous excitable BZ medium, a relatively simple control method,
based on heterogeneous origin of BZ waves can be used. By placing an external

object (e.g. silver wire or a piece of stainless steel or even a wooden stick [57])
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Figure 1.8: Figure adapted from [11]. Frequency (squares) and amplitude (trian-
gles) of oscillations in cerium-catalyzed BZ medium as a function of temperature.
Dashed line represents exponential curve fitted to experimental frequency data.
Dotted line shows the fit with a third order polynomial.

directly in a selected region of the BZ solution one can decrease locally the amount
of inhibitor at this region. As the result such area becomes an ignition center at
which chemical waves are initiated and propagate to other parts of the system.
This control method was successfully applied in the experiments with labyrinth
and BZ reaction discussed in Sec. [L.6l In this case a silver wire was used to
trigger waves in the left bottom corner of the system. Yet again this method
might be technically challenging when a droplet system is considered. If one tries

to insert a metal pacemaker into a selected droplet, then the metal gets covered
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Figure 1.9: Splitting of two wave segments from the single circular wave by the
electric field demonstrated in [106]. The electric field is 4.06 V/cm. Image 1 shows
the wave at the moment when the electric field is switched on. Image area is 29.6
x 31.1 mm?. The time interval between consecutive images is 44 s.

by hydrocarbons when it moves through the organic phase. As a consequence the
object is shielded and have no electrochemical contact with BZ solution. Thus
adsorption of bromide ions on the surface of the object cannot occur.

More flexible methods of BZ reaction control can be achieved with an external
electric field. Experiments with propagation of circular waves in the reaction sub-
jected to an external DC electric field reveal a variety of wave dynamics scenarios,
involving wave splitting, reversal, annihilation, and complex pattern formation
[T04], [T05], T06]. For example a chemical wave, propagating in a constant electric

field towards the positive electrode, can be accelerated to velocity determined by



24 CHAPTER 1. INTRODUCTION

the field intensity. For a moderate field with a reversed direction the waves are
decelerated, whereas at sufficient intensity new waves split off from the original
wave and travel in the opposite direction as illustrated in Fig. [1.9, Further in-
crease of the electric field leads to annihilation of the initial wave, which in turn

is replaced by a backward-moving wave.

Influence of magnetic field

Influence of magnetic field on BZ reaction has been also intensively studied
[88, 01, ©2]. It was shown by Nishikori et al. [88] that for the ferroin catalyzed
BZ reaction, chemical waves propagating in quasi-one-dimensional system in mag-
netic field can be accelerated or decelerated depending on the direction of applied
magnetic force as presented in Fig. [1.10, This effect is attributed to the magnetic
force induced convection, near the wavefront solution.

In case of a 2-dimensional BZ medium exposed to a magnetic field waves prop-
agate in a more complex manner. In the experiments performed by Okano et
al. ([91, 92]) circular waves were initiated using a silver wire. Two experimen-
tal setups were tested: one with a sham magnet and the other with a system
of permanent magnets (maximum field 0.5 T) illustrated in Fig. A sham
magnet was used to verify if convection resulting from a contact with a large,
temperature conducting object at slightly lower temperature than BZ solution

can locally change pulse velocity. Propagations of oxidized ferroin fronts in both

setups are presented in Figs. [1.12a) and [1.12b| respectively. In the system with a

static magnets placed below the BZ medium, initially circular wavefront becomes
distorted when it reaches edges of the magnets. The flow generated by a magnetic
field accelerates the wavefront in areas of high magnetic gradient that affects the
initial, circular shape. More details describing the influence of magnetic field on

propagation of chemical waves in BZ medium are given in Chapter [3]
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Figure 1.10: Figure adapted from from [88]. Influence of magnetic force field on
the chemical wavefront propagation speed in a magnetic field .The direction of the
force field is parallel (filled purple squares) and antiparallel (open blue triangles)
to the wave propagation direction. Experimental error is about 10%.
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Figure 1.11: Figure illustrating the experimental setup used in[91]. A thin layer
of BZ solution was first poured into a Petri dish. Next, after placing the dish on
the magnetic device a chemical wave was initiated at the center (a cross circle) of
dish using a silver wire.
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(b)

Figure 1.12: Figure adapted from from [91]. The consecutive images were taken at
times 1,5,10, and 15 min after the initiation of the BZ wave. (a) A sham exposure.
(b) Exposure to static magnetic field (SMF). Location of magnets are marked with
white dashed lines. White and black triangles indicate the internal and external
edges of magnets respectively.
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Photosensitive BZ reaction

Most of the control methods presented before however, require a complicated
experimental setup to apply. Moreover, the obtained temporal and spatial resolu-
tions for the controlled medium are low. As stated before a precise local control
of medium properties seems to be particularly important for small structures, like
droplets, where only single elements of the structure needs to be controlled indi-
vidually whereas the other parts of the system should remain undisturbed. Fur-
thermore a high temporal control resolution in necessary to dynamically change
the time evolution of oscillations.

The most flexible and fine-grained control method for spatially distributed BZ
medium can be obtained using photosensitive, ruthenium catalyzed BZ reaction
[42]. In such system the rate of bromide production can be controlled using illumi-
nation. The variant of BZ reaction with Ru(bpy); used as a catalyst is sensitive to
blue light (<460 nm). The absorption of light (Ru(I)4+ hr — Ru(II)*) induces a
significant change in the redox properties of Ru(II) as shown in [89]. In contrast to
the ground state, the excited molecule is a strong reducing agent. Ru(II)* reduces

bromate to the bromide directly in the following reaction:
6Ru(Il)* + BrO3 + 6H" — 6Ru(IIl) + 3H,0 + Br~

leading to inhibition of the reaction. The period of oscillations in the illumi-
nated medium increases with the light intensity up to a threshold light intensity
level above which, no oscillations are observed [62]. The process is reversible and
medium oscillates again when illumination is switched off.

A reverse influence of illumination on oscillations in BZ reaction was observed
when bathoferroin was used as a catalyst. In experiments performed by Toth et
al. [125], BZ medium, catalyzed only with bathoferroin, was illuminated with
He-Ne laser (A=632.8 nm). The results are shown in Fig. [1.13] The medium
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Figure 1.13: Effect of illumination on the membrane soaked with ferroin catalyzed
BZ solution demonstrated in [I125]. (a) Before perturbation the medium remains
in a steady state characterized with the reduced catalyst. (b) The solution is
illuminated by a laser for 5 s (illuminated area ca. 2 mm?). (c) at t=6 s after

illumination turned off, enhanced reduction in perturbed region of area ca. 0.8

mm?; (d) onset of oxidation in perturbed region (blue) at t=16 s; (e) t=26 s and

(f) t=40 s, growth of circular wave.

is in the reduced state before the illumination starts. Shortly after the laser is
switched off a chemical wave of high concentration of oxidized catalyst propagates
out of the irradiated spot. Instead of inhibitory effect observed for illuminated
Ru(bpy);—catalyzed reaction, light increases excitability of solution with batho-
ferroin as catalyst. This effect is explained in terms of light-initiated removal of

the oxidised form of the catalyst in the following reaction:
My, +hv — M,eq. (1.15)

Since the absorption maximum of the blue, oxidized form of the catalyst is A=590
nm, one can expect that the absorption band extends to wavelength of the applied
laser light. As the result photoreduction occurs in the illuminated area. The
reduction is believed to proceed through the formation of a ligand-metal charge
transfer (LMCT) excited state with electron transfer from the solvent. In my

experiments though, I use only the photo-inhibition effect on BZ medium.
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1.4 Elements of Information Theory

My thesis is concerned with information processing. But what does the term
”information” actually mean? The notion (lat. informatio) dates back to the an-
cient times and was used primarily in description and explanation of the cognition
process. Nowadays this concept is much more difficult to characterize and there is
certainly no broadly accepted definition. In the context of this work the concept
of information is used from the perspective of computer science, where it is linked
strictly with data.

The question arise however, how to use mathematical apparatus to quantify
information that is present in an arbitrarily chosen series of symbols. An answer
can be found within Information Theory, a branch of applied mathematics de-
veloped by Claude Shannon [109]. Information Theory covers variety of subjects
however in the scope of this work it is employed to find correlations between com-
plex signals represented by strings of symbols (see Sec. [.4)). In the following I

explain the notions of information entropy, joint entropy and mutual information.

Information entropy

Information entropy is a measure of the uncertainty in a random variable X,
which is equivalent to its information content. In other words entropy can be
defined as a number of ”yes/no” questions necessary on average to reveal the state
of X. For example a single toss of a fair coin has an entropy of one bit whereas
for a fair dice it is higher and equal to around 2.58 bits. This can be explained by
the fact that it is easier to predict correctly the outcome of experiment with the
coin where only two equally probable states exist. In this case we need to only
ask one question to know the result whereas for N experiments with the fair dice

[2.58 % N'| bits on average is necessary to describe the outcome.
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In order to introduce a formal definition of entropy let us assume that the
random variable X that can take only a finite number of states x4, ....... ,ry with
probabilities py, ...... ,pn- We assume that X can be found in state z; with prob-

ability p; Then the information entropy (Shannon entropy), expressed in bits can
be defined as:

N
H(X)==) pilogsp; (1.16)
=1

The expression for entropy given above was proposed by Shannon [109] as the one

that satisfies the following conditions:
0. H(z) should be continuous in p;

1. the higher the number of (possible) different, equally probable states in a

system, the higher its information entropy
HN(X)>HN/(X) if N>N

2. uncertainty about two uncorrelated variables X and Y is equal to the sum

of their information entropies

H(X,Y)=H(X)+ H(Y)

Joint and conditional entropies

Joint entropy is a measure of the information associated with a set of random
variables. Let us assume that the state of considered system can be represented
by a pair of variables (z;,y;) belonging to the Cartesian product of two random
variables X and Y, with N and N’ number of possible states that they can take
respectively. The probability for X to be in state x; and Y in state y; is written
as:

P(X =z, and Y =y;)=p(x;,vy;). (1.17)
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Then, the joint uncertainty of both variables is defined as:

N N’

H(X,Y) = —Zzp(wi,yj)logzp(xi,yj), (1.18)

where the following relation holds:
H(X,)Y)<HX)+ H(Y). (1.19)

An intuitive explanation of the concept of joint entropy can be found in [6].
Let us consider a 2 dimensional lattice of size N x N = M with empty semi-
spherical slots as presented in Fig. Each slot can be occupied by one ball.
If we drop one of the balls X or Y on the lattice the uncertainty of its position
is H(X) = H(Y) = logy(M). When both balls are dropped on the same lattice
consecutively such that X is dropped first and Y is dropped a moment later, then
entropy of X is again H(X) but the second ball has one slot less to choose from.
Thus entropy for Y is equal to H(Y) = log,(M — 1) and the joint entropy for the
system is:

H(X,Y) =logy(M) + logy(M — 1) < 2logy(M). (1.20)

In this case the correlation between position of two balls is small because they
simply cannot occupy the same slot.

Now let us assume that the balls are connected with a short wire so that
when one ball reaches a slot then the other can occupy one of the four closest
neighboring slots as presented in Fig. [[.14b] Again, we drop the ball X first and
since the ball Y is connected it follows X in a small distance. As in the previous
case X can occupy all slots, therefore its entropy is equal to H(X) = log,(M). In
contrast, position of Y is now limited to only four slots, hence H(Y) = log,(4).
The joint entropy for X and Y is significantly smaller and equal to (edge effects
are neglected):

H(X,Y) =log, (M) + log,(4). (1.21)
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Figure 1.14: Square grids of semi-spherical slots where one slot can be occupied
by one ball. (a) In this scenario the ball Y that is dropped a moment later than
X have only one slot less (the one occupied by X) to choose from. (b) Balls X
and Y are connected with a short wire. With this constraint Y can occupy only
four positions (marked with dashed line) surrounding the slot occupied by X.

Furthermore, knowing the location of the first ball from the example with
connected balls we can predict the location of the other ball with a reasonable
certainty. In this case the information about state of variable Y (location of ball
Y') when the outcome of variable X is known (location of ball X') can be quantified
using the concept of conditional entropy. Let us define the probability of finding Y

in state y; knowing that X is in state x; as p(y;|z;). For the considered example:

p(yjlz;) =0 if y; not adjacent to x;,

1
p(yjle:) = 1 if y; adjacent to ;.
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Now the conditional entropy, i.e the information about outcome of one random
variable Y knowing the state of some other random variable Y can be written as:

N/
HY|X =z;) = Zp yjlxi) logs p(yj|;). (1.22)
7j=1
The conditional uncertainty H(Y|X), which is uncertainty about ¥ knowing X

(X taking any value) is the average over all possible outcomes of X:

N N’

H(Y|X) = Z Zp i, y5) log, p(y; i), (1.23)

so for the example with connected balls the conditional uncertainty is equal to
H(Y|X) =~ log, 4 = 2.

Mutual information

Mutual information (MI) is a measure of the dependence between two random
variables [22]. It is symmetric, non-negative and equal to zero if and only if the
variables are uncorrelated. Since a number of objects in a real life can be treated as
random variables with a certain probability distribution, mutual information can
be used as an easy indicator of correlations between them. MI measures the general
dependence of random variables without making any assumptions about the nature
of their underlying relationships thus it is applied in variety of research fields
like computer-aided diagnosis [126], neural sciences [13], [15], bioinformatics [124],
pattern recognition [108] [115], speech recognition [10] and genetics [12, 135, [73].

Formally the mutual information is defined as follows. Let us consider two
random variables X and Y. For this pair of variables the mutual information can

be defined with the following equation:

I(X:Y)=HX)+HY)-H(X,Y). (1.24)
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1(X:Y)
Information entropies Joint entropy Mutual information

Figure 1.15: Individual (H(X),H(Y)), joint (H(X,Y)), and conditional entropies
for a pair of variables X, ¥ with mutual information I(X :Y).

From the definition we can write H(X|Y) = H(X) — I(X : Y) or H(Y|X) =
H(Y)—I(X :Y). Thus the mutual information describes the reduction in the
uncertainty of one variable if we know the other one. Transforming the definition
to the form H(X,Y)+ I(X : Y) = H(X) + H(Y), we can see that the mutual
information is the part of information entropy that should be added to the joint

entropy so that the combined system has the same entropy as the sum of the
entropies of the subsystems X and Y (see Fig. [1.15).

1.5 Evolution Strategies

Evolution Strategies (ES) are optimization techniques created in the early
1960s and developed further in the 1970s and later by Ingo Rechenberg, Hans-Paul
Schwefel and their co-workers [95], 96, 99, [101]. ES is one of the three branches of
Evolutionary Algorithms (EA), next to Genetic Algorithms (GA) [43] and Evo-
lutionary Programming (EP) [40]. EA are inspired by biological processes such
as reproduction, recombination, mutation and selection to approach the global
optimum in the search space. In general a population is composed of individuals

that correspond to solutions of a given problem. Quality of each individual can be
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evaluated using the fitness function, defined specifically for the problem. Based
on the fitness value individuals can be compared and the best ones are selected to
precipitate in reproduction process. In this manner, analogically to Darwin’s evo-
lution, features increasing fitness value are kept in the population whereas those
with negative influence are forgotten.

Applicability of ES is usually problem specific, however certain rules can be

distinguished:
e problem is difficult to describe mathematically,

e search space is large and smooth (small mutations lead to small changes in
fitness),

e "the best” solution is not necessarily required,

e approach to solving problem is not well understood,

e there are many parameters that have to be optimized,
e selection criteria is deterministic,

e problem is represented by real numbers.

Initially ES were applied for evolving optimal shapes of minimal drag bodies
in a wind tunnel [95] and a two-phase jet nozzle [I00]. It came out that the
ES method is robust and highly efficient. It have been successfully applied in
a number of industrial design problems e.g. shape optimizing [54, 84], image

recognition [137, [77], automatic music transcription [79] or optics [41].

The basic ES-Algorithm

Typically the goal of an Evolution Strategy algorithm is to optimize a given

fitness function F' that determines quality of solution, with respect to a set of
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variables y := (y1, 2, ...), called object parameters
F(y) > opt. ye.

In principle ) can be any set of data structures of finite length, yet in a typical
ES algorithm ) is an element of real-valued N-dimensional vector space RY.
Following the notation introduced in [16] let us consider a population B of
individuals a. An individual a, with index k, is composed of a set of object
parameters y,, its fitness F, = F(y,) and a set of so called endogenous (i.e.

evolvable) strategy parameters sy

ar = (Y5 Sk, F(Yp)) -

Endogenous parameters are used to control certain properties of genetic operators
(especially mutation) however in the scope of this work only fixed mutation rates
are used. Thus in the further discussion and the algorithm scheme presented in
Fig. endogenous parameters are neglected.

Within one ES generation step a number p (1 € N) of parent individuals a,,
give birth to a number A (A € N) of offspring individuals a; (an offspring individual
is marked with tilde symbol). Note that the number of parents p (p € N) that
participate in the procreation process of one offspring in the ES techniques is not
limited to only two individuals as for most living systems in the real life. A, p, i
are strategy specific parameters, that are fixed for a single evolution run.

A structure of simulation program used for optimization in the thesis is pre-
sented in Fig. [I.16] The parameter g numbers successive generations. At genera-
tion g = 0 the parental population ‘,Béo) is randomly initialized in line #3. Next,
the repeat-until-loop starts (lines #4-17) where one iteration corresponds to one
generation. In turn, for each generation for-loop with A iterations is executed
(lines #5-10). In one step of this loop a single offspring individual is created.

First, in the marriage step (line #6), a parent family & of size p is randomly



38

CHAPTER 1. INTRODUCTION

Begin
g:=0

initialize <‘J3,(90) = {(yﬁ?,F(yS,?)) , m=1, ...,u})

Repeat
For [:=1 To A Do Begin
& ::marriage(‘,ﬁ](gg), )
y; :=y_recombination(&;)
§, :=y_mutation(y;)

F = F(y)
End;
(()g) = {ylaﬁl}

Case selection_type Of

COMMA (g, M) : Z(,g+1) := selection (‘ng),,u>;

PLUS (u+ A):
End;
g=g+1
Until termination_condition
End

I(,Q—H) := selection ( Sg),‘ﬁz(ag),u);

Figure 1.16: Basic ES algorithm scheme with fixed mutation rates, adopted from

[16].

selected from the parental population ‘Bég) of size p. Then, all members of this

family participate in recombination process in which one offspring individual is

born (line #7). Note that in case p = 1, during recombination the child is simply

a clone of its parent. Afterwards the object parameters of newly created individual

are mutated (line #8) and then the individual is evaluated using fitness function

(line #9). As the result a new offspring population ‘ng ) is created (line #11).

The last step in the repeat-until-loop is the selection process. Depends on the
strategy, either COMMA or PLUS (line #13 or #14) selection can be applied [102]

103]. The first option assumes that only newly generated offspring are transferred
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to the next generation. This process is similar to natural procreation in the sense
that the parents give birth to the offspring population and die afterwards. In
contrast, when the PLUS strategy is applied, a number of best parents (p) is
copied to the next generation along with the offspring. This method is also called
elitist because an individual with a high fitness can survive for many generations.
The loop over generations is executed as long as termination condition is not
fulfilled e.g. until a certain number of generations is reached or certain computing

time passed.

1.6 Unconventional computing

Even though silicon computers have dominated computer science for more than
half of century, alternative computing techniques start to attract more and more
attention in the recent years. A research domain that deals with these techniques
is known under the term “unconventional computing”. At the present stage, this
term encompasses variety of research fields like hypercomputation [21], quantum
computing [86], optical computing [65], analogue computing [18], chemical com-
puting [25], reaction-diffusion systems [2], molecular computing [111], biocomput-
ing [74], embodied computing [7], amorphous computing [I] etc.

Unconventional computing is focused on information processing in media dif-
ferent than classical computers, based on von Neumann architecture. In contrast
to silicon devices that process information sequentially, most of non-classical ma-
chines take advantage of high computational parallelism. It is not surprising since
many of the alternative computers stem from observations of natural systems.
For example a human brain is composed of approximately 10'! neural cells [64].
Large number of elements allows for efficient parallel computations. As a result

living organisms outperform classical computers in many areas like image or voice
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recognition. Let us note however, that for a simple operation of multiplication of
two numbers, silicon computers are millions of times faster. Thus, one can expect
that there is a certain range of computational problems that can be efficiently
performed by unconventional devices whereas the others may be well suited for
the standard techniques.

According to Teuscher et al. [120] there are three main motivations behind

exploring unconventional computing technologies:

1. Expected problems with further extending of computational power in standard

computers.

Moore’s law states that the number of transistors on integrated circuits
grows exponentially [82]. In order to deal with increased energy consumption
[T7] and heating problems [78] the components size needs to be constantly
reduced [8]. Ome can expect however that physical limits of component

miniaturization will soon be reached.

2. Perspectives in application of ”smart materials”

Rapid development of chemical and biological engineering allow for synthetic
fabrication of novel materials with sophisticated structures and properties
[20]. Designing and programming of such devices, so that they exhibit a

useful functionality is still a significant challenge.

3. Better understanding of information processing in natural systems.

Understanding complex biological and physical systems by simulations or
identifying significant features in large, heterogeneous, and unstructured
datasets, may not be well suited for classical computing machines. Even
though theoretically Turing model can in principle solve these problems the
unconventional computers are expected to deal with them faster and with

lower resource consumption.
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Chemical computers

One of implementations of a chemical computer can be realized using the
Belousov-Zhabotinsky (BZ) reaction (see Sec. [L.3). Even though application of
other RD media are possible, BZ reaction seems to be the best candidate due
to simplicity in preparing experimental solution, an extensive literature, covering
both experiments and mathematical modeling and a low cost of reagents. A typical
BZ computer is composed of a thin layer of BZ solution. Data in this approach
are represented by chemical waves of high concentrations of reagents (usually the
oxidized form of catalyst). The waves, carrying encoded information can interact
with each other and the result of these interactions can be interpreted as the
output of computation. An optical readout of output is possible due to difference
in color of the oxidized and reduced forms of catalyst. Note that is such medium
the time evolution of all regions proceeds simultaneously. As the consequence
typical algorithms executed on a chemical computer are highly parallel.

Systems based on continuous BZ medium with a structure pre-prepared by an
experimentalist, have been used for information processing for a long time [71], [114]
40, 47, 2 [3]. An interesting example of application of the excitable BZ reaction
to solve the problem of finding minimum-length path in a complex labyrinth is
described in [IT3]. In this approach chemical waves can travel only along the paths
of the maze, prepared from a membrane saturated with BZ solution. The obstacles
(walls) are the cut out parts of the membrane. Excitation waves initiated in the
left-bottom corner of the structure (see Fig. penetrate different branches
of the labyrinth with different times, depending on their lengths as presented in
Fig. [L.I7bl Red, green, yellow, and blue colors correspond here to successively
longer times of wave travel and can be used to determine the shortest path in the
labyrinth.

BZ reaction can be also used to construct elements working similarly to those



42 CHAPTER 1. INTRODUCTION

(a) (b)

Figure 1.17: (a) Chemical wave propagating through a BZ membrane labyrinth.
A sequence of 50 images obtained at 50-s intervals was superimposed to form the
composite image. A single pulse was initiated in the lower left corner of the maze
(marked with point S). The end of the labyrinth is marked with point E. The total
area of the maze is 3.2 cm by 3.2 cm, with obstacles appearing as black rectangular
segments. (b) Color map representing the time difference between wave initiation
and local excitation for all points in the labyrinth. A sequence of 250 images
obtained at 10-s intervals was used to form the time-indexed composite image
(vielding a spacing of 4 pixels between successive front positions). Red, green,
yellow, and blue correspond to successively longer times over the total elapsed
time of 2500 s.
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present in modern computers. Igarashi et al. demonstrated theoretically [58] and
experimentally (see Fig. that continuous BZ system with properly designed
geometry can work as a logic gate. The example of experimental XOR gate is
presented in Fig. [[.18 The dark regions are excitable and the illuminated area
separating them is non-excitable. Here the presence or the absence of an excitation
pulse at a specific point of the system is interpreted as logical symbols 1 and 0
respectively. The gate illustrated in Fig. has two inputs (inputl, input2)
and output. The state of output channel is a function of input states. Obviously
if no input is excited there is no pulse at the output. If one of the inputs is
excited then the excitation crosses the non-excitable region and induce excitation
of the central part. The wave vector of resulting excitation front is perpendicular
to the gap between the central area and one branch of the output channel. It
can cross it and the output excitation appears. Therefore, if one of the inputs is
excited, the output is excited too. For a synchronized excitation of both inputs,
pulses of excitation enter the central area and collide. The propagation direction
of resulting excitation front is different than the direction of the input pulses. It
is known ([83]) that excitation of medium behind a non-excitable gap is weaker
than in the previous case and for a carefully selected gap width no output signal
is generated. Therefore if both inputs are excited the gate return the logical 0
state. The device illustrated in Fig. [1.18 shows that with a clever geometrical
distribution of excitable and non-excitable regions of the medium, one can build
an XOR gate. Let us note here that in a spatially continuous medium its geometry
plays an important role. In order to implement a given functionality an intelligent
designer should manually divide the system into excitable and non-excitable areas.
Therefore, nowadays more attention is paid to systems capable to self-organize into

useful computational devices without any intelligent control.
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Figure 1.18: Experimental implementation of XOR logic gate using BZ reaction
demonstrated in [136]. The dashed arrows indicate connections of inputs with
the integrating part. The solid arrows mark the connection of integrating part
with the output. (a) Chemical wave initiated in a single input can propagate
through the narrow parts of the system. As the consequence chemical wave appears
at the output of the gate. (b) Two waves initiated at the same time interact
with each other in the central part of the system. This interaction changes their
directions and as the result the concentration of activator is insufficient to activate
the medium in the output part of the gate.



1.6. UNCONVENTIONAL COMPUTING 45

BZ droplet computers

Recently, an increasing interest in implementation of a chemical computer com-
posed of droplets, containing solution of reagents of BZ reaction can be observed
[56], 118, 27, 291 23, 50}, 51, 4], [5]. The droplets are formed when a small amount
of BZ medium is immersed into an organic phase containing lipids or surfactants.
The lipid molecules solved in the organic phase cover the surface of a droplet
and stabilize it mechanically [I18]. Therefore, droplets can be arranged in larger
structures that remain stable for a long time. When two droplets come in touch,
lipids form a bilayer at the connection surface. The molecules of BZ activator
can diffuse through this membrane and activate the medium behind, triggering a
chemical wave in the neighboring droplet [I18]. Since the droplet size might vary
from micrometers [130} 129 [122] to millimeters [118] it can be expected that at
properly selected conditions the scalability of the system will be easy to achieve.

The neural-network like structures of interacting droplets are more flexible than
pre-prepared channels and can be formed via self-organization. Therefore, droplets
can play role of building blocks and allow for creating sophisticated structures
using bottom-up design approach. This idea seems to be particularly interesting in
connection with the rapid development of microfluidic chips in the recent years. At
the present stage these devices allow for producing large numbers of BZ droplets
with well defined parameters in a repeatable manner [121, 24]. Thus, one can
expect that in the near future constructing of sophisticated droplet structures
containing millions of interacting elements will be possible.

A number of interesting examples of droplet computers that realize informa-
tion processing functions can be found in literature. In 2006, Kaminaga et al.
[63] demonstrated that a device composed of photosensitive BZ microdroplets im-
mersed in oil with solved AOT surfactant, can work as a simple readable and

rewritable chemical memory. He used strong illumination at the beginning of the
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Figure 1.19: (A,B) Images of human face imprinted on the layer of BZ-AOT
medium in the experiment demonstrated in [63]. Size of snapshots A and B is 7.7
mm X 5.8 mm. The time between frames A and B is 1 h. The right-hand side of
the reactor (with Turing stationary spots) was not illuminated. (C) Space-time
plot for the experiment shown in A and B along the cross-sectional line marked
in B taken immediately after decreasing the light intensity below critical level I.
(bottom of frame C shows time = 0). New spots (marked with arrows) appear
spontaneously at roughly 10 (2 spots) and 14 min.

experiment to imprint an image of human face on a thin layer of the solution
as shown in Fig. (A). Next, the illumination intensity was decreased and
the mask was removed. The image remained stable for more than 30 min. even
though the continuous lines transformed into dotted lines as illustrated in Fig.
1.19) (B). In this manner information can be stored for a relatively long time in
a chemical medium. Note that the stability of the imprinted image is sustained
only for a certain range of light intensity. In the further part of the experiment
the light intensity is reduced below a critical level I.. As the result new structures

emerge in the system after a few minutes. This part of experiment is shown in the

space-time plot in Fig. (C).
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Physico-chemical properties of
BZ droplets

Information in the system of BZ droplets can be encoded in chemical waves. For
the most widely used oscillatory BZ reaction these waves appear spontaneously
with the period determined primarily by the concentrations of reagents. Many
experimental results concerned with oscillations in BZ droplets were described in
PhD thesis of Jan Szymanski [I17]. In this chapter I present some interesting
results of my experiments which can help to prepare a detailed mathematical

model of oscillations in lipid covered droplets.

2.1 Dependence of period of oscillations on

source of bromide ions

To initiate BZ reaction one needs to add small amount of bromide anions to the
solution where they react with malonic acid to give bromomalonic acid (BrMA).

On can expect that any bromide that dissociates in water can be used as the source

47
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for these anions. In this section I investigate difference in oscillatory periods in
the droplets for two different sources of bromide ions: KBr and NaBr.

Here T present periods of oscillations in BZ droplets with the following con-
centrations of reagents [H,SO,] = 0.3M, [NaBrO,] = 0.45M, [MA] = 0.35M,
[ferroin(phen)] = 0.0017M and the concentrations of KBr and NaBr given be-
low. Droplets were surrounded with an oil phase: solution of phospholipids L-
a-phosphatidylcholine (Soy-20%, Avanti Polar Lipids, Inc.) in decane (0.25 g /
50 ml). All substances were reagent grade and were used as bought, without
further purification. In a single experiment I measured frequency of oscillations
in 12 droplets among which 6 contained KBr and the other 6 NaBr as shown in
Fig. Droplets were placed inside the holes, drilled in acrylic glass plate and
covered with a solution of lipids in decane. I assumed that the distance between
neighboring droplets was large enough to treat droplets as independent oscilla-
tors. From the time-evolution of each droplet I extracted its average oscillation
period and then these periods were used to calculate the average period from the
whole population of six droplets for the applied substrate. The obtained results
are shown in Fig. [2.1D]

Since bromide ions are inhibitor of BZ reaction it is not surprising that the pe-
riod of oscillations is proportional to concentration of bromide substrate. This is in
agreement with the experimental results used to fit parameters of model presented
in Sec. (see Fig. [L.3p). Note however that this effect is not incorporated into
the model. On the contrary, according to the model the period decreases slightly
with the increase of bromide concentration.

For the examined range of concentrations the relation between period and con-
centration is nearly linear. The fitted linear equations are presented in Fig. 2.10]
Moreover I observed that droplets containing NaBr oscillate with a higher fre-

quency that the ones with KBr. The ratio of periods of droplets containing both



2.1. DEPENDENCE OF PERIOD OF OSCILLATIONS ON SOURCE OF

BROMIDE IONS 49
(a)
50
=
45 —
-
40 e 4
/// ~

— 35 —
@ —
[ P
2 /E//// 3
©
S 65— 3
(%2 _
o
5 20 [ 3
gl f(x) = 470.9x + 3.0 m KBr Linear (KBr)
2 15
©
o

10

f(x) = 464.5x - 4.3 ¢ NaBr — Linear (NaBr)

0.045 0.050 0.055 0.060 0.065 0.070 0.075 0.080 0.085 0.090 0.095

concentration [M]
(b)

Figure 2.1: (a) Top view of experimental setup with 12 droplets (1.3ul each)
containing KBr or NaBr substrate. (b) Period of self-oscillations in droplets in
function of concentration of KBr and NaBr. Concentrations of other BZ compo-
nents: [H,SO,]=0.3M, [NaBrO,]=0.45M, [MA]=0.35M, [ferroin(phen)]=0.0017M.
Error bars represent standard error of the population of droplets.
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bromides % is close to 0.8 and does not seem that it depends on bromide

concentration.

2.2 Excitable BZ droplets

Excitable droplets, due to their similarity to neural cells seem to be perfect
candidates for information processing purposes. Here I search for reagent concen-
trations at which droplets can be used as excitable elements. The excitability is
checked separately for droplets catalyzed with ferroin (9 experiments) or batho-
ferroin (12 experiments) for different concentrations of sulfuric acid. Composition
of other reagents were: 0.675 M NaBrO,, 0.35 M CH,COOH,, 0.06 M KBr and
0.0017 M ferroin/bathoferroin. In a single experiment I compare two droplets,
each placed in a separate, small beaker and immersed in solution of lipids in de-
cane as shown in Fig. 2.3al One droplet contains a piece of stainless steel acting
as a pacemaker and the other is used as a reference. Time evolution of oscillations
in both droplets is recorded for about 20 minutes. Next the experimental movie
is cut into a sequence of frames with rate of 1 fps. By cutting the sequence along
diameters of droplets (shown schematically with the blue line on Fig. and
adding successive one-pixel wide cuts together one can obtain a space-time plot
as presented in Fig. The oxidized form of ferroin and bathoferroin is blue
and green respectively therefore I examined only the blue or green channels of
space-time plots. In such case the moments of time at which droplets were excited
are marked with bright vertical stripes. Note that the stripes are slightly convex
as shown schematically with the white, solid line. It can be explained by the fact
that for the considered sizes of droplets chemical waves of excitation are inhomo-
geneous. The ignition point here is located close to the geometrical center of the

droplet and then the waves travel outwards.
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Figure 2.2: (a) Inhomogeneous oscillations in a non-perturbed droplet, catalyzed
with bathoferroin. Chemical wave appears close to geometrical center and propa-
gate towards boundaries. (b) Presence of stainless steel pacemaker leads to inten-
sive production of carbon dioxide.

To determine period of oscillations I measured the time between two concurrent
peaks of bright color in a single, spatial point of a droplet as illustrated in Fig.
One can see however that the time between concurrent peaks changes with
time due to gradual exhausting of substrates. Therefore the final periods presented
below are averaged over all periods registered during one experiment.

Periods of oscillations in droplets catalyzed with ferroin are shown in Table
2.1l For small concentrations of H,SO,, the medium stops to oscillate even with
an external perturbation applied. On the other hand, higher concentrations of
sulfuric acid (~ 0.1 M) yield reaction with a period of self-oscillations close to
30 s. Note that the medium perturbed by an external object oscillates with a
higher frequency. One can expect that for intermediate concentrations of sulfuric
acid, only the droplet externally perturbed will oscillate whereas the other one
would remain in its steady state. In fact I observed the excitable regime for 0.048
M of H,SO, as shown in the highlighted part of Table [2.1]

The solution catalyzed with bathoferroin is more excitable for the same con-
centrations of other substrates as presented in Table In this case establishing
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Figure 2.3: (a) Experimental setup for studying BZ droplets excitability. First, two
droplets, with the same volumes (1.4 ul) were placed in separate beakers. Then,
a piece of stainless steel (visible as black rectangle) was placed into one of the
droplets so that it has a direct contact with the solution. Finally both droplets
were covered with solution of phospholipids L-a-phosphatidylcholine (Soy-20%,
Avanti Polar Lipids, Inc.) in decane (0.25 g / 50 ml). A cut along sequence of
frames obtained from experimental movie (marked with blue, solid line) can be
used to generate a space-time plot as shown in Fig. (b). Oscillations of concen-
tration of oxidized form of ferroin are visible as bright vertical stripes (marked
schematically with a white curved line). (c) Intensity of blue color in a single
point of the droplet can be used to measure period of oscillations.
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Table 2.1: Averaged period of oscillations in function of concentration of sulfuric
acid in droplets catalyzed with ferroin. The reference droplet contains no pertur-
bation source whereas the other one is perturbed with a piece of stainless steel.

Ferroin(phen) catalyst

[H,SO,] [M] | reference droplet | excited droplet
T I 7 s

0.02 no oscillations no oscillations

0.03 no oscillations no oscillations

0.042 no oscillations no oscillations
0.048 no oscillations 65.7
0.05 65 60.1
0.06 59.4 51.7
0.08 39.2 36.1
0.1 28.7 27.8
0.12 30.7 20.6

conditions at which droplets work as excitable units seems more difficult. For the
concentrations above 0.072 M, they oscillate spontaneously whereas below 0.069
M they cannot be excited even with external perturbation. One can expect that
the excitable regime can be found for the narrow range of intermediate values of
H,SO, (0.069 M < x < 0.072 M). In practice, it is difficult to control all exper-
imental parameters to produce excitable droplets in a repeatable manner. Using
typical laboratory pipettes one can obtain precisely intermediate concentrations of
sulfuric acid however such system is not robust and thus any uncontrolled external
influences (e.g. piece of dust), can increase or decrease excitability. As the result
the droplet can spontaneously enter non-excitable or oscillatory regime.

Furthermore, for both types of catalysts, using stainless steel to perturb droplets
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Table 2.2: Averaged period of oscillations in function of concentration of sulfuric
acid in droplets catalyzed with bathoferroin. The reference droplet contains no
perturbation source whereas the other one is perturbed with a piece of stainless
steel.

Bathoferroin catalyst
[H,SO,] [M] | reference droplet | excited droplet
T, [s] Ty [s]
0.048 no oscillations no oscillations
0.06 no oscillations no oscillations
0.063 no oscillations no oscillations
0.066 no oscillations no oscillations
0.069 no oscillations no oscillations
0.072 82.6 59.5
0.081 66.2 58
0.084 64.5 55.9
0.09 70.4 61.3
0.12 52.5 45.7
0.21 31.4 16.8
0.3 21.1 9.1

with high concentrations of sulfuric acid leads to intensive production of carbon
dioxide that is visible as bubbles shown in Fig. As the consequence structural
inhomogenities in the medium, frequency of oscillations is increased significantly.
For [H,S0,]=0.12 M ratio of period in droplet perturbed externally 7, to the one
oscillating without external influence T;, is around 0.67 whereas for smaller con-
centrations of sulfuric acid it is larger than 0.8 (cf. [2.4). Note, that this ratio

increases sharply at around 0.1 M of H,SO, and thus for higher concentrations of
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Figure 2.4: Ratio of period in a droplet perturbed externally 7}, to the one oscil-
lating without external influence 7,,, in function of [H,SO,].

sulfuric acid, typically found in my experiments (~0