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Abstract

Quantitation assays are a vital tool in various applications of molecular diagnostics. The demand

for new DNA-, RNA- and immuno-diagnostic tests is constantly growing. They have found a

number of applications in the diagnostics of genetic, parasite, and infectious diseases, as well as

detection and monitoring of cancer, or the paternity testing. Such applications require tests that

provide precise and speci�c quantitative assessment of the concentration of the analyte over a

wide range of concentrations.

Quantitative Polymerase Chain Reaction (qPCR) is the central technique of molecular biology

and an important solution in medical diagnostics. In was introduced in 1991 by Holland et al.

in a format of Real-Time PCR [1]. This technique monitors the intensity of the physical signal

(level of �uorescence, turbidity, etc.) connected with the formation of DNA product during

PCR. The amount of this product (concentration Cp of the product) increases geometrically

with the number n of PCR cycles: Cp ∝ qn. It is possible to assess the initial concentration

of the analyte by specifying the number of PCR cycle after which the signal reached a given

threshold, and comparing it with calibrated references. qPCR provides the assessment within

a wide range of initial concentrations. However, the precision and accuracy of the assessment

may be compromised by a number of factors, including the quality of samples and reagents, the

presence of inhibitors, the quality of thermal cycling, and �nally the reliability of signal detection

in a qPCR device.

Despite the listed problems, real-time PCR is recognized as a golden standard qPCR technique,

thanks to the relatively simple sample handling protocols (no partitioning of the sample is re-

quired), and well-established mathematical routines for calculating the �nal result (the compar-

ison with a calibration curve).

However, there is an alternative PCR-based quantitative technique in a format of digital PCR

(dPCR). Digital protocols were �rst introduced in 1915 by McCrady [2]. He described a the

limiting-dilution quantitation assay for bacteria counting. Then, in 1992, digital protocols were

applied to quantitative PCR by Sykes et al. [3]. This idea was further developed by Vogelstein

and Kinzler in 1999 [4]. They introduced the division of the sample into identical partitions

which yielded either a positive (s = 1) or negative (s = 0) signal, depending on the presence of

at least one molecule of the analyte in the inspected partition. Digital assays provide an absolute

and highly reliable assessment of the initial concentration of the analyte, without any calibration

of the experimental set-up. Moreover, the assessment by means of digital assays is usually very
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precise and sensitive [5�7].

Still, the popularity of digital techniques is increasing slowly. The main obstacle is the need for

new apparata able to perform complicated partitiong and thermal treatment with the readout

of tens or millions of partitions. This elevates the complexity and cost of devices.

In this work, we present the optimization of digital assay, and provide the systematic mathe-

matical description. The algorithms we propose help to lower the laboratory requirements for

running digital assessment by limiting the number of compartments.

We also describe an analog-digital method that combines the advantages of qPCR and dPCR and

can be performed by means of standard qPCR devices. All the protocols presented in this work

lower the number of compartments needed for the assessment and provide absolute quantitation.

The protocols can be adapted to required parameters of a test: range of detected concentrations

and precision of the assessment.

In the �rst chapter, we give a description of the project of optimisation of quantitation assays.

The second chaper contains a short introduction to molecular diagnostics, with a brief description

of the PCR-based methods. In the third chapter, we state the aim of our research, while the

fourth chapter contains the description of the mathematical, numerical and experimental methods

used to describe analytical assays, derive formulas for optimized assays and �nally verify their

performance. In chapters �fth, sixth, seven and eighth we describe the results of the analysis and

the design of classic digital single- and multivolume assays, rationally designed digital assays and

synergistic digital-analogue assays. We discuss and summarize the results and performance in

the ninth chapter. Also, the instructions of how to prepare optimized assays and how to analyze

the outcome from such assays are given in Appendix A, B, and C.

The �ndings of this work were published in the following research papers:

1. Debski, P.R., Gewartowski, K., Bajer, S., and Garstecki, P., Calibration-free assays on

standard real-time PCR devices., submitted

2. Debski, P.R., and Garstecki, P., Designing and interpretation of digital assays: concen-

tration of target in the sample and in the source of sample, Biomolecular Detection, and

Quanti�cation, Available online 17 May 2016

3. Debski, P.R., Gewartowski, K., Sulima, M., Kaminski, T.S., and Garstecki, P., Rational

design of Digital assays, Analytical Chemistry, 2015, 87 (16), 8203-8209
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Streszczenie

Oznaczenia ilo±ciowe s¡ wa»nym narz¦dziem diagnostyki molekularnej, znajduj¡cymi szerokie za-

stosowanie w badaniach naukowych i diagnostyce. Zapotrzebowanie na nowe testy do diagnostyki

opartej na RNA, DNA i immunodiagnostyki stale wzrasta. Takie testy s¡ powszechnie u»ywane

do diagnostyki chorób genetycznych i zaka¹nych, wykrywania patogenów, detekcji i monitorowa-

nia nowotworów, oraz badania pokrewie«stwa. Takie zadania wymagaj¡ technik zapewniaj¡cych

precyzyjne i specy�czne ilo±ciowe oznaczanie analitu w szerokim zakresie st¦»e«.

Ilo±ciowa �a«cuchowa Reakcja Polimerazy (qPCR) jest podstawow¡ metod¡ biologii moleku-

larnej i znajduje powszechne zastosowanie w diagnostyce medycznej. Zostaªa opisana w for-

macie PCR w czasie rzeczywistym (real-time PCR) w 1991 roku przez Pamel¦ Holland i jej

wspóªpracowaników z �rmy Cetus [1]. Wykorzystuje ona staªe monitorowanie nat¦»enia �zy-

cznego sygnaªu (poziomu �uorescencji, zmiany m¦tno±ci, i innych) zwi¡zanego z narastaniem

produktu (ªa«cuchów DNA) reakcji PCR. Ilo±¢ produktu (st¦»enie produktu Cp) wzrasta geom-

etrycznie wraz z numerem n cyklu PCR: Cp ∝ qn. Wyznaczenie pocz¡tkowego st¦»enia analitu

jest mo»liwe dzi¦ki okre±leniu numeru cyklu, po którym sygnaª osi¡gn¡ª okre±lony poziom, a

nast¦pnie porównanie go z wynikami dla wystandaryzowanych próbek. Chocia» qPCR pozwala

na okre±lenie pocz¡tkowego st¦»enia analitu w szerokim zakresie st¦»e«, precyzja i dokªadno±¢

pomiaru mog¡ by¢ zaburzone przez wiele czynników: jako±¢ próbki i substratów reakcji, obec-

no±¢ inhibitorów reakcji, jako±¢ obróbki termicznej i niezawodnos¢ systemów detekcji sygnaªu w

urz¡dzeniach do analiz qPCR.

Pomimo powy»szych problemów, dzi¦ki uproszczonej obróbce próbki (próbka nie musi by¢ dzielona

na kompartmenty), oraz powszechnie znanym metodom matematycznym pozwalaj¡cym na wyz-

naczenie pocz¡tkowego st¦»enia analitu (porównanie do krzywej kalibracyjnej), PCR w czasie

rzeczywistym jest uznawany za wzorcowy przykªad ilo±ciowej reakcji PCR.

Istnieje alternatywna forma ilo±ciowej reakcji PCR, zwana równie» cyfrow¡ reakcj¡ PCR (dPCR).

Protokóª cyfrowy w oznaczeniach ilo±ciowych zostaª po raz pierwszy opisany w 1915 roku przez

M.H. McCrady'ego [2]. Opisaª on rozcie«czeniowe oznaczenie ilo±ciowe sªu»¡ce do okre±lania

liczby bakterii. Nast¦pnie, w 1992 roku, protokoªy cyfrowe zostaªy zastosowane przez Pamel¦

Sykes i jej wspóªpracowników w ilo±ciowej reakcji PCR [3]. Pomysª ten zostaª rozwini¦ty w 1999

roku przez Berta Vogelsteina i Kennetha Kinzlera [4], którzy zaproponowali podziaª próbki na

identyczne kompartmenty, które dawaªy pozytywny (s = 1) lub negatywny (s = 0) sygnaª w za-

le»no±ci od tego, czy w danym kompartmencie znajdowaªa si¦ przynajmniej jedna cz¡steczka anal-
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and the following patents and patent applications:
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itu. Oznaczenia cyfrowe zapewniaj¡ absolutne i niezawodne wyznaczanie pocz¡tkowego st¦»enia

[5�7], nie potrzebuj¡c przy tym kalibracji ukªadu do±wiadczalnego. Oznaczenia te s¡ zwykle

precyzyjne i czuªe.

Mimo tych zalet, oznaczenia cyfrowe wci¡» nie s¡ powszechnie stosowane, gªównie ze wzgl¦du

na konieczno±¢ stosowania nowych urz¡dze« pozwalaj¡cych na podziaª próbki na ogromn¡ liczb¦

kompartmentów (tysi¡ce lub miliony), a nast¦pnie poddanie ich obróbce cieplnej i odczytanie

sygnaªów. Te wymagania wymagaj¡ bardzo skomplikowanych, a przez to równie» kosztownych

urz¡dze«.

W tej pracy zostan¡ zaprezentowane metody optymalizacji oznacze« diagnostycznych wraz z

ich opisem matematycznym. Algorytmy podziaªu próbki pozwalaj¡ na zmniejszenie wymaga«

oznacze« cyfrowych dzi¦ki ograniczeniu liczby kompartmentów, na które musi by¢ podzielona

próbka.

Ponadto zostan¡ zaprezentowane metody cyfrowo-analogowe, które w synergiczny sposób ª¡cz¡

zalety qPCR i dPCR i mog¡ by¢ przeprowadzone z u»yciem standardowych urz¡dze« do qPCR.

Wszystkie protokoªy opisane w tej pracy pozwalaj¡ na ograniczenie liczby kompartmentów, jed-

nocze±nie zapewniaj¡c absolutny pomiar. Co wi¦cej, opisane oznaczenia diagnostyczne mog¡ by¢

dostosowane do konkretnych wymaga« dotycz¡cych precyzji pomiaru i zakresu badanych st¦»e«.

W pierwszym rozdziale zawarty zostaª opis projektu dotycz¡cego optymalizacji oznacze« diagnos-

tyczych. Rozdziaª drugi zawiera krótki wst¦p do diagnostyki molekularnej, wraz z opisem reakcji

PCR. W rozdziale trzecim zostaªy okre±lone cele pracy, natomiast w rozdziale czwartym przed-

stawiono metody matematyczne, numeryczne i eksperymentalne, które pozwoliªy na znalezienie

równa« analitycznych pozwalaj¡cych okre±li¢ optymalny podziaª próbki, oraz przetestowanie dzi-

aªania tak zaprojektowanych oznacze«. Rozdziaªy pi¡ty, szósty, siódmy i ósmy opisuj¡ wyniki

analizy oznacze« cyfrowych o identycznych i ró»nych kompartmentach, optymalnie zaprojek-

towane oznaczenia cyfrowe i analogowo-cyfrowe. Podsumowanie wyników i dyskusja s¡ zawarte

w rozdziale dziewi¡tym. Ponadto praca zawiera suplement podzielony na trzy cz¦±ci: A, B i

C, które zawieraja instrukcje pozwalaj¡ce na zaprojektowanie wªasnego zonaczenia, oraz analiz¦

jego dziaªania.

Wyniki opisane w tej pracy zostaªy opisane w poni»szej serii publikacji naukowych:

1. Debski, P.R., Gewartowski, K., Bajer, S., and Garstecki, P., Calibration-free assays on

standard real-time PCR devices., zgªoszone do publikacji
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2. Debski, P.R., and Garstecki, P., Designing and interpretation of digital assays: concen-

tration of target in the sample and in the source of sample, Biomolecular Detection and

Quanti�cation, dost¦pne online od 17 maja 2016

3. Debski, P.R., Gewartowski, K., Sulima, M., Kaminski, T.S., and Garstecki, P., Rational

design of Digital assays, Analytical Chemistry, 2015, 87 (16), 8203-8209

oraz poni»szych patentach i zgªoszeniach patentowych:

1. Method for performing quantitation assays, PCT/EP2013/000805 (patent przyznany w

2016; data zgªoszenia: 15 marca 2013)

2. Method for performing quantitation assays, PCT/EP2012/004792 (patent przyznany w

2016; data zgªoszenia: 19 listopada 2012)

3. Sposób przeprowadzania cyfrowych oznacze« analitycznych i diagnostycznych, Polskie zgªosze-

nie patentowe P-399908 (data zgªoszenia: 11 lipca 2012)

4. Sposób przeprowadzania cyfrowych oznacze« analitycznych i diagnostycznych, Polskie zgªosze-

nie patentowe P-399673 (data zgªoszenia: 26 czerwca 2012)

5. Sposób przeprowadzania cyfrowych oznacze« analitycznych i diagnostycznych, Polskie zgªosze-

nie patentowe P-397026 (data zgªoszenia: 17 listopada 2011)
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Chapter 1

Introduction

DNA-, RNA-, and immuno-diagnostics are gaining popularity and therefore there is a growing

demand for new solutions that provide reliable and precise qunatitative assessment of the analyte

in a wide range of concentrations. The methods based on the Quantitative Polymerase Chain

Reaction (qPCR) play an important role in molecular biology and are used commonly in medical

diagnostics. One of the formats of qPCR methods is the real-time PCR [3, 4, 8, 9], introduced in

1991 by Holland et al [1]. This technique assesses the concentration of the analyte by tracing the

increase of signal (usually the intensity of �uorescence from DNA product provided by PCR) and

recording the number of PCR cycle after which the signal reached a threshold value. Then, this

number is compared to the number of cycles needed to reach a treshold for calibrated references.

The state-of-art real-time PCR methods provide the assessment of a wide range of concentrations

of target DNA. However, the need for calibration with a reference may compromise the accuracy

and precision of the measurement. The sources of error root from the quality of PCR reagents

and characteristis of the apparatus. Still, despite these problems, qPCR is recognized as a golden

standard.

An alternative concept called digital PCR assay (dPCR) alleviates the need for calibration and

provides absolute assessment. It requires the partitioning of the sample into a large number of

separate partitions that are thermally treated for PCR, and the initial concentration of target

DNA is estimated from the fraction of end-point binary (yes/no) signals from partitions.

Digital assays are expected to replace classic qPCR as they provide absolute, highly sensitive

and precise [4, 10] estimates. However, their popularity is limited because the digital design is

not �exible (precision and dynamic range of the assessment cannot be tuned independently),
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and they require the partitioning of the sample into extremely large numbers of partitions: from

tens of thousands to millions, which increases the complexity and the cost of a single test, and

therefore narrows the portfolio of applications.

Therefore, the further popularisation of digital assays depends critically on their optimisation.

The obvious directions of this development are the simpli�cation of the partitioning of the sample

and the possibility of running digital assays in standard well plate format in stock qPCR devices.

This requires limiting the number of compartments of an assay (i.e. partitions of the sample).

The optimisation described in this work is achieved by a thorough analysis of the behaviour

of classic digital assays and the information gain from digital signals yielded by compartments

comprising an assay. This, in turn, allows designing new multi-volume, or multi-dilution schemes

that require orders of magnitude less compartments compared to classic single-volume digital

schemes to provide the assessment of the initial concentration of the analyte within a requested

dynamic range. Such constructed assays are easily tunable and can be executed in a well plate

format in stock qPCR devices.

The algorithms described in this work teach how to set the product of volume and dilution of

the sample in the compartments comprising an assay in order to provide the requested precision

of the assessment within the requested range of concentrations of the analyte.

Finally, we will present a method that synergistically combines the advantages of qPCR and

dPCR and bypasses their drawbacks. The synergistic scheme allows futher simpli�cation of the

partitioning of the sample, and the improvement of the precision of the assessment.

The optimisation presented in this work may accelerate the spread of digital assays by lowering

the technical requirements for running them and providing the �exibility of the assay's design,

which widens the protfolio of possible appliactions. Moreover, the multivolume and multidilution

schemes presented here can be readily executed in stock qPCR devices, alleviating the need for

new hardware.

http://rcin.org.pl



Chapter 2

Quantitative assays in molecular

diagnostics

2.1 DNA-based Molecular Diagnostics

Molecular diagnostics is currently one of the fastest developing areas in medical and biological

research [11�14]. It is focused on establishing and elaborating new techniques that can be used

to analyse the biological markers in genome, transcriptiome, and proteome. As molecular diag-

nostics methods are intrinsically targeted at the speci�c molecular causes of diseases in a patient,

their development is a milestone in achieving the idea of the personalized medicine. Moreover, the

molecular diagnostics methods have become a vital tool for biological and biochemical research,

biotechnological industry, forensic diagnostics and other �elds of use.

Diagnostic studies on DNA date back to 1978 and the research on sickle-cell anemia carried by

Kan and Dozy [15], and independently by Orkin [16]. At the beginning, the development of the

DNA-based molecular diagnostics was possible thanks to the introduction of restrictive enzymes

and molecular probes, the development of DNA cloning [17], Southern blot [18], DNA sequencing

[19], labeling, and detection, and in further perspective, the Polymerase Chain Reaction [20, 21]

and oligonucleotides synthesis. In the 90s, the DNA-based molecular diagnostics was gaining

popularity, and nowadays it is recognized as a routine clinical tool. Also, the perspectives of

future development are already well-stated.

Further development of molecular diagnostics is now focused on the following challenges:

http://rcin.org.pl



2.2. Model Reaction: Polymerase Chain Reaction 21

• limiting the time of analysis (i.e. the turnaround time),

• increasing the throughput,

• lowering the detection limit,

• increasing the accuracy,

• improving quantitative analysis,

• improving Point-of-Care methods, and

• lowering the cost of analysis.

Molecular diagnostics of DNA/RNA can be divided into two areas:

• direct diagnostics, which covers the detection of speci�c target DNA sequences, and

• indirect diagnostics, which determines the presence of target sequences on the basis of the

analysis of conjugations of mutations with a given locus.

Currently, the methods of molecular diagnostics are usually aided with the ampli�cation of

speci�c sequences by means of the Polymerase Chain Reaction (PCR), or with restrictive analysis

and hybridization with molecular probes. Some diagnostic tests are based on both ampli�cation

and hybridization.

Still, in the nearest future, it is expected that the detection of speci�c DNA sequences will

become routine in various �elds, as they are now in the treatment of genetic diseases, cancer,

and pathogen detection.

2.2 Model Reaction: Polymerase Chain Reaction

2.2.1 History of PCR: the revolution in molecular diagnostics

The popularization of the Polymerase Chain Reaction (PCR) was a breakthrough in DNA-based

molecular diagnostics. It was introduced by Mullis and Faloona in 1986 [8, 22], and provides an

almost in�nite ampli�cation of a target DNA sequence, facilitating its detection. For his discov-

ery, Mullis was awarded the Nobel Prize in Chemistry in 1993. From the beginning, PCR was

expected to be a useful tool for the qualitative detection and, in further perspective, the quan-
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titative assessment of the presence of nucleic acids in clinical samples. Its potential applications

in medical and clinical analysis range from the diagnostics of genetic [23�25], parasitic [26�28],

and infectious diseases [29�37], through the cancer detection and monitoring after chemotherapy,

measurement of viral load suppression [38�49] and �nally the paternity testing [50�52].

The PCR was able to detect as little as a few copies of DNA in the sample � the possibility of

detecting extremely low signals (i.e. concentration of the analyte) [53, 54] boosted the develop-

ment of techniques aimed at the early-stage cancer detection and monitoring, the monitoring of

the development of infections and non-invasive tests using cell-free DNA [55�58].

On the other hand, the excellent sensitivity of the reaction was a problem while developing

quantitative PCR-based tests as even a small amount of contamination could severely o�set

the result. Moreover, as the sensitivity of PCR was much better than of the sensitivity of the

common techniques at the time (northern [59] and Southern [18] blots), it was di�cult to verify

whether PCR-based tests provide accurate quantitation. Therefore, the quantitative PCR-based

methods were believed to be unattainable for a long time, and �rst handbooks on PCR did not

even mention the possibility of a quantitative assessment [60�62].

The main problem was the feasibility of the reaction. Initially, the heat-labile Klenow fragment

of the Escherichia Coli pol-1 DNA polymerase was used [63], and it had to be added in every

cycle of PCR. After changing it with the heat-stable polymerase Taq isolated from Thermus

Aquaticus [64, 65], the execution of PCR tests was dramatically simpli�ed. Since then, the Taq

polymerase was used as the basis or comparator of PCR [66]. This improvement allowed the

development of quantitative PCR (qPCR) techniques.

The crucial improvements that led to the development of modern qPCR techniques, were:

• the optimisation of the thermal conditions of a PCR cycle, which let to the development

of the rapid-cycle PCR (30s per cycle instead of 3-5 minutes) by Wittwer et al. [67], and

• the development of real-time detection using ethidium bromide (EtBr) for the monitoring

of the product synthesis [68].

In the meantime, the details of the reaction, and detection schemes have been improved [69].

These improvements are described in the following sections. The PCR techniques became auto-

mated and simpli�ed up to stage where they are used for routine tests in a form of the real-time

PCR.
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The real-time PCR [70�74], also known as the rapid-cycle real-time PCR, was developed in

1991 by the group of Wittwer and Garling [75] at University of Utah and Idaho Technologies

Incorporated. The reaction mixture was sealed in 1-10 µL volumes in capillary tubes that were

heated and cooled using compressed air. This shortened cycle times to less than 30 seconds.

The �rst attempt to use a real-time monitoring for quantitative analysis was made in 1993 by

Higuchi et al. [68, 76]. The increase of �uorescence from EtBr used as a detector was monitored

with a video camera. The authors explicitely stated that the procedure they proposed was an

improvement of PCR towards the automation and widespread use in the situations requiring

high sample throughput.

Figure 2.1: A schematic of a real-time PCR procedure.

Analogue assays based on the real-time PCR technique have found a wide variety of applications

in biochemistry and diagnostics and are used commonly for the assessment of concentration of

target DNA fragments. They present a range of advantages. First of all, they require a very

small sample and no (or very simple) partitioning for assessment and easily determine the relative

changes of a number of analyte particles or the concentration of the analyte. Analogue PCR

techniques are also relatively quick, as the whole analysis can take only up to one hour, and

relatively robust thanks to the detection based on the use of molecular probes.

Nowadays a wide range of real-time PCR instruments is available, yet the procedure of estimating

the concentration of the target nucleic acids is the same. It is based on recording the number of

PCR cycle after which a threshold value of signal was reached and referencing it to the signal

from an externally calibrated reference sample containing a known concentration of the target. In

practice, due to random and systematic changes in the choice of substrates, analyte particles, the

sensitivity of the sensor, the condition of the apparatus, etc., calibration needs to be performed

frequently. Importantly, the accuracy of the estimate of concentration obtained via real-time

PCR procedure depends on the quality of external calibration and cannot be assessed at the

point of measurement.

In spite of these limitations, real-time PCR remains the golden standard in quantitative PCR. The
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advantages include simple liquid handling protocols that do not require extensive partitioning of

the sample and straightforward mathematical procedures for obtaining the �nal result from the

measurements on the sample and from the calibration curve.

An alternative approach towards the quantitative PCR-based assessment, known as the digital

assay, roots from the works of Phelps in 1908 [77] McCrady in 1915 [2], when they introduced

a limiting-dilution assay made of fermentation tubes for counting bacteria. PCR was adopted

for digital quantitation in the beginning od 1990s by Sykes et al. [3] and then by Vogelstein

and Kinzler [4, 78, 79]. This solution is based on the partitioning of the sample into a large

number of partitions. These partitions are then treated separately for PCR (thermocycling) and

inspected for the occurrence of a binary (positive or negative) signal. The presence of an a priori

known threshold number of analyte particles (in case of digital PCR a single particle is enough

to give a positive readout), or a threshold concentration of the analyte in the inspected partition

is ampli�ed to obtain a measurable positive signal (positive value). The recorded signal is often

in a form of high/low �uorescence from DNA probes. However, the recorded signal may have a

di�erent physical nature, including the change of viscosity [80�82] due to the increasing amount

of large molecules during the progress of the reaction, change of turbidity [83�85], or scattering

parameters of the sample [86�89] etc. The concentration of analyte particles is assessed with the

use of appropriate statistical models on the basis of the count of positive signals from the total

of partitions of the sample.

Figure 2.2: A schematic of a digital PCR procedure.

With the development of digital assays, a new paradigm of quantitation was introduced to

analytical chemistry. It provides an absolute assessment of even very minute concentrations

of the analyte, and does not require calibration of the experimental set-up using standardized

samples. Moreover, the laboratory routines are simpli�ed as digital assays bene�t from the end-

point readout of a binary signal, compared to real-time tracking of signal in golden standard

qPCR systems, as is the mathematical interpretation of the results. However, the spread of

digital techniques is still limited due to the limitations they are a�ected.
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First of all, digital assays require a complicated partitioning of the sample: tens of thousands,

or even millions of partitions are needed to cover practically useful range of concentrations [90�

92]. Furthermore, the design of a digital assay is �xed and depends solely on the number of

partitions, i.e. it is impossible to tune the assay independently to cover a speci�ed dynamic

range or to provide a speci�ed precision. For example, it is not possible to design a digital assay

that provides a high precision of the assessment in a narrow range of concentrations, or a low

precision, but in wide range of concentrations.

Some solutions have been tried to overcome these problems. One possibility is the combination

of a number of digital assays, each of them providing assessment within a di�erent dynamic

range [5�7, 93]. In practice, such assays use multiple sets of identical compartments, while each

set is diluted in order to widen an achievable dynamic range. However, the multivolume (or

multidilution) approaches have not been optimized for the information gain, and its dependence

on the design of the assay, i.e. the number and parameters of compartments. In the following

chapters, this analysis will be presented and will lead to the formulation of equations for the

design of optimized digital assays.

2.2.2 PCR procedure

The experimental procedure of PCR comprises the steps of mixing a sample containing the

DNA template with DNA fragments that should be replicated, with a bu�ered solution of PCR

reagents, which contains deoxyribonucleotide triphosphates (dNTPs), primers, potassium ions,

thermally stable DNA polymerase and polymerase cofactors (mostly Mg2+ or Mn2+ ions). The

primers, called also starters, are short DNA fragments that typically have a length of 15-25 base

pairs, and determine the replicated sequence. There are two types of primers:

• the forward primer which has an identical sequence as the start section of the fragment

that should be replicated, and

• the reverse primer which has a complementary sequence to the terminal section of the

fragment that should be replicated.

The most commonly used enzyme for PCR is the thermally stable Taq polymerase, which was

isolated from the bacterium Thermus aquaticus. However, for some applications other enzymes

and their modi�cations should be used. For example, long DNA fragments can be ampli�ed

using Pfu polymerase isolated from Pyrococcus furiosis [94�96].
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The ampli�cation with PCR relies on the cyclic heating and cooling of the sample [75, 97, 98].

A single PCR cycle is composed of three stages:

• DNA denaturation stage - the sample is heated to approximately 96 degrees (depends

on the reaction), then the melting of DNA takes place and the double-stranded DNA

helix (dsDNA) is unwind to optain a single-stranded DNA (ssDNA). Usually, the �rst

denaturation (i.e. in the �rst PCR cycle) is longer than in further cycles.

• Annealing stage - the sample is cooled to the temperature of 45-60 degrees (depends on the

sequence and length of the primers used) and the primers anneal to the DNA template in

speci�ed places at the ends of the DNA fragment that should be replicated. The primers

should be designed in such a way that it anneals in only one location to the template.

• Elongation stage - the sample is heated to approximately 72 degrees and the replicated

DNA fragment is synthesised. The syntesis starts when the DNA polymerase bonding.

Then, new dNTPs are attached and the DNA fragment is extended.

Theoretically, after every PCR cycle, the number of target DNA fragments present in the sample

doubles. Therefore, after 30 PCR cycles, a single amplicon is transformed into one billion copies

of the replicated DNA fragment. This gigantic level of ampli�cation makes it easy to detect the

signal both for quanlitative and quantitative assays.

The number of copies Mn after n cycles of ampli�cation can be given by the equation:

Mn = M0(1 + E)n,

where M0 is the initial number of copies and E is the e�ciency of the ampli�cation. If the

ampli�cation is perfectly e�cient, it equals unity, i.e. E = 1. However, usually it is lower, i.e.

E ≈ 0.95. In this work, instead of the e�ciency of the ampli�cation E, the so-called ampli�cation

factor q will be used, which equals q = 1 + E.
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Figure 2.3: Scheme of a single PCR cycle. It comprises 3 phases: denaturation of the double-

stranded DNA, annealing of the primers to single-stranded DNA, and elongation of primers

with polymerase enzyme. Ideally, each PCR cycle allows to double the number of DNA copies,

therefore the increase of signal in time is geometric.

2.2.3 Optimisation of PCR

High e�ciency of the ampli�cation is one of the most important requirements for the successful

quantitation of the target DNA fragments. The optimisation of the reaction includes [99]:

• choice of target region of DNA and primer binding sites,

• extraction of DNA,

• concentration of bu�ers (containing Mg2+ and Mn2+ cations),

• temperature and duration of each stage of a thermocycle, and

• detection (detector probe).

The selected target fragment, as well as the primer and probe binding sites, should be unique

and not prone to mutations. Moreover, the target should not have any structures that could

in�uence the ampli�cation, and its structure should not obstruct the dissociation. It is highly

recommended that the primers have similar base ratios for similar binding curves, and undesirable

if the primers and probes bind to one another and give false signals. However, nowadays the

catalogs of popular nucleic sequences are available, and they simplify the right selection of the

sites.
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Also, the template must not be polluted or degraded [100]. Current methods for DNA puri�cation

are focused on fast and e�cient isolation of DNA fragments without any proteins or enzyme

inhibitors [101, 102]. The most important parts of the process are collecting and marking the

sample, its transport, storage, and isolation of DNA.

Enzymes that synthesise DNA play a key role in the reaction. Polymerases vary in e�ciency,

accuracy, and the proofreading capabilities of the synthesized DNA fragments [103, 104]. As

an example, the probability of building in a non-complementary nucleotide is usually between

1/10,000 and 1/100,000 nucleotides in case of Taq polymerase, and the probability of getting

errors increases with the number of cycles [105]. Also, the half-life of polymerase activity depends

on temperature [106, 107], and decreases from 2 hours in 92.5 degrees to 40 minutes at 95 degrees,

and even 5 minutes at 97.5 degrees.

2.2.4 Performance of PCR

The proper optimisation of the reaction, including the choice of the target region, binding sites,

and reagents, is required for the e�cient ampli�cation and quantitative assessment of the presence

of the targeted sequence. If the DNA fragments of interest are present in the sample, they are

quickly ampli�ed by the PCR reaction; the number of amplicons increases geometrically with

the number of PCR cycles. The increase of the number of DNA copies can be monitored in

every PCR cycle (real-time PCR), or at the end of the reaction (dPCR) by measuring the level

of �uorescence (from �uorescent probes). On the other hand, no �uorescence and therefore no

signal is a sign that no DNA fragments of interest were present in the sample at the beginning

of the reaction.

2.2.5 Conclusions

In the past 30 years since the introduction of PCR revolutionized the area of molecular diagnos-

tics, and 25 years since �rst attempts to quantitative PCR were made, the PCR-based molecular

techniques has been optimized and popularized to become a common tool in diagnostics. How-

ever, there is still a possibility of improvement, especially in the �eld of digital PCR assays,

that despite the obvious advantages, do not gain appropriate recognition as they are di�cult

to handle and not �exible. Moreover, the commonly used methods of quantitative PCR show

complementary features, but they have never been combined. The analogue qPCR techniques

gain advantage in simpli�ed partitioning of the sample (they require only a single partition of the
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sample), but require calibration of the experimental set-up. On the other hand, the digital PCR

requires complicated partitioning, but provide absolute assessment. A synergistic combination

of the two techniques may bring a new standard to quantitative assaying.
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Chapter 3

The aim of the work

3.1 Introduction

The popularization of DNA-, RNA- and immuno-diagnostics will require new techniques for

reliable detection and precise qualitative assessment in a wide range of concentrations. The

PCR-based methods play a central role in molecular biology and have become a common tool

in medical diagnostics. The digital PCR (dPCR) assays [4, 10] provide precise quantitation and

thanks to absolute nature of assessment, they alleviate the need for calibration. They encode

the information about the concentration of the analyte in the count of binary signals collected

from a large set of compartments (partitions of the sample) [4], simplifying the mathematical

and experimental routines. O�ering these attractive features, digital techniques are expected

to replace the golden standard real-time methods (qPCR). However, the popularity of digital

techniques is growing slowly because they need complicated partitioning of the sample (a large

number of partitions) for the assessment. This requires new complex devices and more con-

sumables compared to traditional methods, increasing the cost and limiting availability. Digital

analytical assays are typically parameterized by the precision of the assessment and the dynamic

range of assessed concentrations. These parameters depend on the mathematical and statistical

interpretation of the signals, which enforces di�erent methods of calculation of the result. The

proper understanding of the behavior of digital assays is also a starting point for their optimiza-

tion. In the following chapters, the analytical procedure will be explained, as well as the sources

of errors, which will subsequently lead to the proper (better) understanding of the estimate of

the concentration.
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Moreover, a proper understanding of the behavior of digital assays will be then a basis for the

optimization and the description of new, optimum (rational) design of digital and analogue-digital

assays, that will:

• provide for a lower number of compartments needed for the assessment of the concentration,

and

• allow the independent adjusting to the requested dynamic range and precision of the as-

sessment.

3.2 Systematic description and interpretation of digital assays

In the �rst chapter of the analysis (Chapter 5), the behavior of digital assays comprising identical

compartments (i.e. partitions of the sample, or test-volumes), which will be also referred as

classic digital assays, will be discussed. Their design will be rigorously investigated, concerning

the full analytical procedure and the sources of errors.

Also, the proper understanding of the estimate of the concentration of the target marker will be

given. Since digital PCR assays are primarily directed to the quantitation of small concentrations

of diagnostic markers it is important to understand how the estimates provided by the assays

represent the concentration in the source. In this chapter, the two alternative methods of analysis

of digital estimates and their signi�cant di�erences will be discussed explicitly, as well as the

propagation of errors in the analytical procedures. It will be also shown how to translate the

result referring to the concentration in the sample into the concentration in the source of the

sample, including the signi�cant change in the breath of the con�dence intervals, being the

result of di�erent statistical approach. The �ndings of this research will be then used to propose

an optimum design of digital assays to address the requested range of concentrations with the

required precision.

3.3 Optimisation of quantitation assays

A portfolio of optimum designs of analytical assays will be discussed in chapters 6-8.
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3.3.1 Analytical formulas for classic digital assays

Figure 3.1: Classic digital assay. The sample is split into a large number of identical compart-

ments, which are inspected for the presence of a binary signal.

In this chapter, the design of classic digital assays will be given with a detailed analysis of

the response of an assay. The design, including the requirement for the minimum number of

partitions and their recommended volume, depends signi�cantly on whether the assay is to

assess the concentration of the target analyte in the sample or in the source of the clinical

sample (e.g. a patient body), providing a given, requested precision. These results will be used

to design multivolume digital assays for a requested dynamic range and precision of the estimate

of concentration.

3.3.2 Multivolume digital assays

Figure 3.2: Multivolume digital assay. The sample is split into sets of identical compartments,

which are inspected for the presence of a binary signal. The compartments belonging to di�erent

sets vary in volume and/or dilution.

In the following, the calculated dependencies of dynamic range and standard deviation of the

estimate from the dependent and independent analysis will be used for the derivation of equations

that allow designing digital assays that address the requested dynamic range of concentrations

with the required precision. In short, this will be achieved by joining many classic digital assays.

Such approach will provide assays with the precision and dynamic range tuned independently
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and requiring a limited number of compartments. They will be most suitable for the assessment

that requires high precision (standard deviation of the estimate smaller than 10%).

3.3.3 Rational digital assays - the concept of active stripe

Figure 3.3: Rational design of digital assay. The sample is split into non-identical compart-

ments, which are inspected for the presence of a binary signal. All the compartments vary in

volume and/or dilution.

In the next chapter it will be shown that it is possible to design an assay which comprises

non-identical compartments that are uniformly distributed on the logarithmic scale (i.e. the

expected numbers of molecules of the analyte mi per compartment are uniformly distributed on

the logarithmic scale) [108]. Such approach provides assays with the precision and dynamic range

tuned independently and requiring a limited number of compartments. The method described

there minimizes the number of partitions and provides explicit formulas for the design of the assay

for the requested dynamic range and precision of the estimate. This optimization is achieved

via appropriate tuning of the expected number of molecules of the analyte (i.e. DNA molecules)

in the partitions. The algorithms there describe explicitly teach how to adjust the modi�cation

factor (i.e. the product of volume and dilution of the sample in each of the compartments). In the

rational algorithm, the chemical compartments are treated as bits of probabilistic information and

are arranged these in a fractional positional system. Thanks to the maximization of information

gain, the number partitions required to provide assessment within a requested dynamic range

and with a requested precision is reduced by by orders of magnitude.
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3.3.4 Synergistic assays - combining real-time and digital signals

Figure 3.4: Synergistic analogue-digital assay. The sample is split into non-identical compart-

ments, which are inspected for the presence of a real-time (analogue) signal (i.e. the increase of

the signal is traced and the number of PCR cycles after which a threshold value was reached, is

recorded). All the compartments vary in volume and/or dilution.

At the end, there will be a discussion of an analog-digital method that can be executed on

standard real-time PCR devices. The method synergistically combines the advantages of the

real-time and of the digital PCR and bypasses their drawbacks. In the synergistic PCR scheme,

the digital signals auto-calibrate the measurement while the analog measurements re�ne the

estimate of concentration. We also list a practical recipe how to design the assay for the required

dynamic range and precision of the estimate, and how to analyze the signals to extract the

estimate of concentration. The combination of the digital and analog information provides for

absolute quantitation with adjustable resolution. We also describe the procedure and derive a

prescription for designing synergistic digital-analogue PCR assays and for analyzing the results.
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Chapter 4

Methods

4.1 Mathematical methods

The outcome of the experimental procedure of digital assessment by means of ampli�cation

reactions like PCR, i.e. the ratio of positive and negative test-volumes of the sample, has to be

mathematically interpreted in order to provide the �nal result of the assessment, i.e. the value

of initial concentration (or number of copies) of the target analyte.

The �rst analytical descriptions of digital experiments (i.e. the experiment that provide a set of

yes/no results) date back to the �rst decades of the XXth century and the works of Phelps [77]

and McCrady [2]. They dealt with the estimation of the initial number of Escherichia coli using

tube dilution tests. The calculations based on the outcome from a set fermentation tubes that

provided only binary results.

In the Phelps' approach, the number of bacteria in the test was calculated as a reciprocal of the

smallest volume of sample (i.e. from the most diluted test-volume) for which the positive result

was recorded. However, in this approach, the interpretation of the results was confusing if the

sequence of signals from dilution was not regular (i.e. if the signals recorded from the sequence:

1111110110000000, where '1' means positive and '0' means negative readout).

Another approach was presented by McCrady in 1915, who presented a deeper mathematical

analysis of the experimental results. He estimated the initial concentration as a concentration

that yields the highest probability of obtaining the particular recorded outcome of the experiment

(i.e. ratio of positive and negative tubes).
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4.1.1 The Most Probable Number method

The method of getting quantitative data on concentrations of discrete items from positive/negative

data proposed by McCrady is now called the Most Probable Number (MPN) method [5�7, 109�

112], and is commonly used for quantitative analysis of various experiments, including growth of

microorganisms, enzyme action, or catalytic reactions. Since 1915 the method was elaborated,

although the original tables calculated by McCrady were still in use [113]. The MPN method is

usually used to for the quantitative assessment of large numbers of discrete entities (i.e. bacteria,

DNA fragments, proteins, etc.) that can be detected, usually via a sort of ampli�cation reaction

(PCR or the incubation of bacterial colony), but they are di�cult to count. The MPN method

requires dividing the sample into sets that vary (are diluted) by orders of magnitude (frequently

10-fold or 2-fold), and assessing presence of the assessed entities in partitions belonging to sets.

The dilution at which no presence of the assessed entities has to be recorded. Then, the initial

number of the entities is calculated as the number, for which the probability of obtaining a given

readout was the highest.

The MPN method can be also applied for problems of molecular biology and tests involving DNA

templates ampli�ed by the Polymerase Chain Reactions (PCR). Another application involves

enzyme-based immunoassays including ELISA (Enzyme-Linked ImmunoSorbent Assay) [114]

or anly other antibody cascade detection reaction, which allow the assessment of the initial

concentaion of a sought enzyme or antigen.

4.1.2 Bayes' probability

An alternative approach to the analysis of experimental data is based on the Bayes reasoning.

Bayes' formalism inverts the concentration dependent probability of the recorded result to yield

the probability distribution of a concentration having caused the result [115�117]. Such ob-

tained probability distribution provides the estimate of concentration together with its standard

deviation.

The Bayesian reasoning starts from the general case of m template molecules randomly dis-

tributed within N wells, and the number k is the count of the wells that yielded a positive

signal. The conditional probability p(k|m) that k signals were caused by m template molecules

can be calculated using combinatorical equations or Poisson statistics. A speci�c example of

digital signals will be discussed in detail in the next two chapters. Then, the procedure is
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implemented using the following steps:

1. If we assume a uniform probability distribution for m over a �nite range, from 1 to Mmax,

then the probability p(m) of any particular value ofm is constant and equals 1/MMax for all

m within that range. Substituting gives us the following equality: p(m|k) = p(k|m)/Mmax

2. Thus, given a table of p(k|m) values (from numerical simulations), we can readily compute

a table of p(m|k) values: for every pair m and k, we divide p(k|m) by the sum of p(k|i) for

i = 1 to Mmax; this sum converges for large Mmax, i.e. the result becomes independent of

the choice of Mmax

3. For any given k, E[m] is the weighted average obtained by summing the product of each

m value by the corresponding p(m|k) entry.

4. Con�dence intervals on E[m] can be derived by building a cumulative distribution function

table from the p(m|k) table.

5. Another useful uncertainty metric, the coe�cient of variance (CV), which equals the rela-

tive standard deviation of the estimate and will be also called the precision of the assess-

ment, is calculated as follows: σ = CV =
√
E[m2]− E[m]2/E[m].

In this work, we use the Bayes' formalism in the process of the formulation of optimum algorithms,

unless it is stated otherwise. Still, the conclusions are valid also for the MPN formalism.

4.2 Model assumptions

The analysis that leads to the optimisation of quantitation assays presented in this work is based

on three assumptions. First, the Bayes' probability is used to derive probability distribution of

the initial concentration C of the analyte. Second, for rational digital and synergistic algorithms

presented in chapters 7 and 8, the most probable outcome from an assay for a given concentration,

called also a microstate, will be used to calculate the precision of the assessment, which is given

as a the standard deviation of the probability distribution of the initial concentration C. Still,

we have tried also other approaches, including the determination the precision of the assessment

with the tools provided by the Information Theory: by the amount of Fisher Information [5]

and Shannon Entropy. In case of Fisher Information, the lower limit of the standard deviation

of the estimate is given by the Cramer-Rao bound. Unfortunately, in many cases the existence

of an ideal estimator is not determined, therefore our methods were based on the most probable
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precision of the estimate. Finally, we assumed a perfect ampli�cation of a single molecule, i.e. the

e�ciency of this ampli�cation is 100% and is independent form the parmeters of a compartment

(volume or dilution). Still, in the real samples the e�ciency may be lowered depending on the

surface-to-volume ratio the dilution of the sample. Therefore, is is advisable to run run a series

of control experiments �rst.

4.3 Numerical methods: Monte Carlo simulations

We used Monte Carlo simulations to establish the design formulas for quantitation assays. There

were run by means of the random number generators provided by the ROOT framework [118]. We

used the terms canonical and grand canonical Monte Carlo simulations analogically to canonical

and grand canonical ensembles to di�erentiate between two situations:

• The grand canonical Monte Carlo simulations used as an input the initial concentration CA

of the analyte in the assay of a total volume VA. Then, each compartment with volume v =

VA/N was treated individually, i.e. the each compartment gained randomly a positive signal

with probability p(s = 1) = 1−e−CAv or negative signal with probability p(s = 0) = e−CAv.

Therefore, there was a randomness of the distribution of the number of target moleculesMA

in the assay (i.e. Poisson distribution with expected value λ = CAVA) and the distribution

of these molecules among the compartments. These simulations were used to produce

probability distributions p(K|CA), where K is the count of positive compartments, that

were later used for Bayes' method.

• The canonical Monte Carlo simulations used as an input a hard-�xed initial number of

molecules of the analyte MA in the assay. Then, each molecule was randomly distributed

among the compartments with uniform probability. At the end, the compartments con-

taining at least one molecule of the analyte were given a positive signal or negative signal

otherwise. Therefore, there was a randomness only in the distribution of the molecules

among the compartments. These simulations were used to produce probability distribu-

tions p(K|MA), where K is the count of positive compartments, that were later used for

Bayes' method.
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4.4 Experimental methods

4.4.1 Experiment 1 - performance of rational digital and synergistic algo-

rithms

Materials

The reaction was performed in the volume of 20 µL, consisting of 4.5 µL of diluted plasmid DNA,

125 nM of forward and reverse primers. The forward primer sequenced TCTTGCCCTCTTTCT-

GCTTC and reverse primer sequenced GATCGGCTCGAGAATCATTGCG were used. Also 10

µL of SensiFAST SYBR No-ROX mix [119] was added to the reaction mixture.

Methods

We used the pJET1.2 plasmid with a fragment of LepA gene cloned from Mycobacterium smeg-

matis. The initial concentration of DNA was quanti�ed with the use of a NanoDrop device.

DNA used for all tests were stored in frozen aliquots.

A three-step ampli�cation protocol was performed in 7500 Fast Real-Time System [120]; an

initial denaturation was performed with one cycle at 95 degrees for 10 min. Subsequently, target

ampli�cation involved 50 cycles of 15 s at 95 degrees, 25 s at 62 degrees for annealing, then

extension for 15 s at 72 degrees. After ampli�cation cycles, PCR products were evaluated for

quality using melt curve analysis, which entailed 15 s at 95 degrees, 1 min at 70 degrees, 15 s at

95 degrees and 1 min at 55 degrees.

14 di�erent DNA concentrations were tested from 0.08 to 500,000 DNA particles in �rst well

(from 0.004 to 25,000 particles/µL). The geometric sequences of the modi�cation factors of

compartments comprising tested assays were made via multi-dilution approach, i.e. the volume

of all the compartments were same and the dilution factor changed geometrically.
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4.4.2 Experiment 2 - synergistic PCR assay is immune for initial sample

bu�er composition

Materials

All experiments were prepared on IVD certi�cated PCR kit for Cytomegalovirus detection [121].

Internal calibrator from the kit was used as a DNA template after 400 times diluted in water or 3

di�erent elution bu�ers from commercially available DNA isolation kits: AE elution bu�er from

QIAamp DNA Mini Kit [122], MBL5 elution bu�er from NucleoMag Blood [123] and MagJET

elution bu�er from Whole Blood Genomic DNA Kit [124] to obtain model samples with 25,000

copies of the target DNA per mL.

Methods

To compare the traditional RT-PCR with digital approach three-step ampli�cation protocol

was performed in 7500 Fast Real-Time System [120] according to Cytomegalovirus PCR kit

prescription: UGD decontamination 37 degrees for 2 min an initial denaturation at 95 degrees

for 10 min. Subsequently, target ampli�cation involved 45 cycles of 5 s at 95 degrees, 40 s at

60 degrees for annealing, then extension for 20 s at 72 degrees. After ampli�cation cycles, PCR

products were evaluated for quality using melt curve analysis, which entailed 15 s at 95 degrees,

1 min at 70 degrees, 15 s at 95 degrees and 1 min at 55 degrees.
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Chapter 5

Systematic description and

interpretation of digital assays

5.1 Introduction

In a classic digital assay, the sample is split into a large number of compartments, which are

then treated separately in order to obtain the signals from end-point readout. Then, the number

of target molecules, or the initial concentration of the analyte, is calculated from the fraction

of positive signals, which typically indicate a presence of at least one target molecule in the

inspected partition.

5.1.1 Applications

Digital assays are widely recognized as a promising method for the quantitative assessment of

low DNA concentrations because they represent a number of attractive characteristics [125�131].

First of all, they do not need any calibration with reference standards for the assessment because

it is intrinsically absolute. Moreover, they provide excellent precision and high sensitivity (from

1 molecule present in the sample). This made the digital assays a popular tool in diagnostic tech-

niques, including the oncology and any tests where the quantitative detection of extremely low

quantities of target molecules (i.e. DNA markers) is needed [125], or the Copy Number Variation

tests [132�135]. They are also expected to �nd use in diagnostic methods in the Point-of-Care

(PoC) format, especially for the identi�cation and quantitation of viral and microbial pathogens.

In the future, the spread of new chain and avalanche reactions used for the identi�cation of the
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presence of very minute quantities of the molecules of analyte may boost the popularization of

digital techniques in chemistry, biochemistry, and medicine [136].

5.1.2 Analytical procedure

The aim of the analytical procedure that bene�ts from digital methods is the assessment of

the concentration C of the analyte in the source of the sample (e.q. human body). First, a

sample of volume VS is drawn, which contains MS molecules of the analyte. The number MS

has a stochastic nature � it is a random variable with Poisson distribution with expected value

λ = C · VS , i.e. MS ∝ Pois(CVS) = (e−CVS · (CVS)MS )/MS !. Therefore, the local concentration

in the sample CS = MS/VS is also a random variable of the global concentration C and of VS :

CS = MS/VS ∝ 1/VS ·Pois(CVS) = 1/VS · (e−CVS · (CVS)MS/MS !. After the sample is collected,

it is puri�ed and the PCR reagents are added in order to run PCR. Therefore, the �nal, total

volume of the assay equals VA = Velution + VPCR. This volume is then partitioned into a usually

large number N of identical compartments with volume v = VA/N that are separately treated

for PCR. At the end, the outcome of an assay is collected, i.e. the number K of partitions that

yielded positive signals is count and then used to assess the initial local concentration of the

analyte in the assay E(CA) with precision σ(CA) determined as the relative standard deviation

of the estimate E(CA).

5.2 Mathematical routines

5.2.1 Mathematical procedures

As we described earlier in chapter 4, there are two mathematical procedures that are used for

the quantitative analysis of the outcome of a digital assay. They are based on the Most Probable

Number (MPN) [5�7, 109�112] or Bayes' method [115�117]. Either of them can be applied both

for the estimation of the concentration in the source C and the concentration in the sample CS

(the number of molecules in the sample M).

Here and in the following chapters, we base the analysis on the Bayes' formalism is used for

the analysis, unless it is stated otherwise. In the Bayes' methods, the information provided by

the outcome of an assay is used directly for the analysis. However, the conclusions raised here

remain valid for the MPN method of analysis.
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Figure 5.1: The protocol of running a digital assay. It consists of a medical and analytical

procedure. The upper section shows the medical procedure of drawing the sample and preparing

the PCR reactions. In the source of the sample (e.g. a human body), there is an unknown

concentration C of the analyte, which is also called the global concentration. Then, a small

sample (compared to the source) having a volume VS is drawn from the source. It contains MS

molecules. The local concentration of target in the sample CS = MS/VS is a stochastic variable

of C. After the collection of the sample, the nucleic acids are isolated and the �nal eluate,

which contains M ≤ MS target molecules, is mixed with PCR reagents. The �nal volume of

the mixture equals the volume of the assay VA. Then, the volume of the PCR-ready mixture

is partitioned into N partitions. The number of target molecules is stochastically distributed

between the compartments. After the treatment for PCR ampli�cation, the raw result of an

assay is the yield in the form of K positive signals from N compartments. The raw result is

then used for the mathematical analysis shown in bottom section of the �gure. It provides

the estimate ED(CA) which corresponds to the estimate E(CS) of local concentration within

a dependent scheme, or the estimate EI(CA) which corresponds to the estimate E(C) of the

global concentration of target within an independent. The mentioned estimated have di�erent

con�dence intervals.

5.2.2 Concentration of the analyte in the sample and in the source of the

sample

There are two approaches to the analysis of the outcome of an assay that will be discussed in

this chapter: dependent and independent approach.

Dependent approach

In the �rst approach, that will be called dependent, the number of particles found in one com-

partment depends on the content of all the other compartments of the assay. The total num-
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ber of molecules M in the assay volume is �xed and distributed among the compartments.

This approach provides the assessment of the local concentration of the analyte in the sample

E(CS) = αED(CA) with precision σ(CS) = σD(CA). The numerical constant α re�ects the

change of volume (from the volume of the sample to the volume of the assay) and the e�ciency

of isolation of DNA η = M/MS : α = (VA/VS)/η.

The estimate provided by the dependent approach is limited to the local concentration, or the

number of target molecules in the sample, the volume of which is small compared to the volume

of the source (human body). Therefore, the value of precision from the dependent approach,

which is most often used by the producers of digital PCR systems, might be misleading if the

global concentration (i.e. concentration in the human body) is of interest.

Independent approach

In the other approach, called (independent), the number of particles found in one compartment

is independent of the content of other compartments, as it was taken directly from the source.

Therefore, the total number of molecules M in the assay volume is not �xed but is a random

Poisson variable with expected value λ = C · VS .

This approach provides an estimate of the global concentration (i.e. concentration in the source):

E(C) = αEI(CA), and σ(C) = σI(CA), therefore in re�ects the actual situation in the human

body.

In this chapter, we discuss of how the two approaches to the analysis of the outcome of a digital

assay are used and the di�erence between the relative standard deviations σD and σI .

The di�erence between the two approaches (i.e. between the assessment of the concentration

in the sample and in the source) is revealed in the statistical character of a single partition

of an assay, which is represented as a binary random variable. In this chapter, we give the

interpretation of the outcome of digital assays in two approaches, which we will use later (in the

next chapter) to design assays that provide the requested estimate.

The analysis in the dependent approach focuses on counting the number of target molecules in

the sample (local concentration). The only stochasticity can be found in the location of each of

the M target molecules distributed among the compartments. As we mentioned, a �xed number

of target molecules forces the dependent probability of the occupancy of a single compartment.

It can be well visualized for an extremely low number of molecules in the sample. For example,
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Figure 5.2: (a) The response of a digital assays comprising N = 100 identical partitions to a

given global concentration (or local concentration in case of independent scheme). The response

in the independent approach (blue line) was calculated analytically, while the response in the

dependent (red points) represents an average from 10,000 Monte Carlo simulations. (b) Unlike

the average response of an assay, the spread of the results depends on the statistical formalism

used for the analysis. In case of low global concentrations, which correspond to a single, or a

few target molecules in the sample, the spread reaches 100% of the number of positive signals

(for independent analysis). In contrast, the spread of the number of positive signals in case of

dependent analysis converges to zero for low local concentration.

if only one target molecule is present in the whole sample (i.e. CA = 1
VA

), and it is distributed

between the compartments, and one of the compartments happens to contain the molecule, all

the others have to remain empty (the probability of �nding a target molecule there is exactly

zero). However, the knowledge on the global concentration is limited.

The second approach focuses on the concentration of the analyte in the source of the sample.

Here, we assume that each compartment is drawn independently from a large reservoir (i.e. source

of the sample; patient body) containing a global concentration CA of target molecules. Hence,

the probability of �nding particles in a compartment of volume v is independent of the presence

of particles in any of the other compartments and is only a function of CA: p = 1 − e−CAv.

For the global concentration equal to one partition per assay CA = 1/VA, the assay may yield

more than one positive signal (on the other hand, the result of no positive signals also cannot

be excluded) as well. Therefore, the spread of the outcomes of the assay is wider compared
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to dependent approach, and the estimate of the concentration has a higher relative standard

deviation. This corresponds to the concentration of target molecules in the source C.

5.2.3 Analytical description of the outcome of a digital assay

Figure 5.3: The comparison of the standard deviation of the estimate of concentration of

the analyte for the two approaches. The independent analysis provides the estimate of the

global concentration EI(CA) with standard deviation σI(CA) (blue points), which is the same

as the standard deviation σ(C) of the estimate E(C) of the concentration in the source. It is

signi�cantly higher than the standard deviation σD(CA) of the estimate of local concentration

ED(CA) (red points), which equals the standard deviation σ(CS) of the estimate E(CS) of

concentration in the sample.

We also decribed quantitatively the di�erence between the two approaches. As we noticed earlier,

the spread of the outcomes yielded by an assay is bigger for the independent approach than for the

dependent approach. The distribution of the number of positive signals in the dependent scheme

(i.e. the probability of observing exactly K positive signals from a total of N compartments if

there are M = α · CS · VS = CA · VA target molecules) is given by a combinatorial equation:

P (K|M,N) =

(
N
K

)∑K−1
i=0 ((−1)i

(
K
K−i
)
(K − i)M )

NM
.

For the independent scheme, the distribution of the outcomes (given the concentration CA) is

representad by:

p(K|CA, N) =

(
N

K

)
(1− e−CAv)K(e−CAv)N−K .

The latter distribution has a bigger variance, and the di�erence is particularly evident for small

values of CA. As a result, for the independent approach we observe a much bigger relative

standard deviation of the estimate of EI(CA) and E(C), compared to the standard deviation of

the estimate of EI(CA) and E(C) provided by the dependent approach (Fig. 5.3).
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5.2.4 Translation from dependent to independent analysis - convolution

It is possible to translate between the two estimates. If the estimate of the local concentration

(dependent approach) is available, and the volume of the sample is known, we can calculate the

estimate of the global concentration, with a higher standard deviation.

Figure 5.4: The translation between the dependent (local concentration) and independent

(global concentration) analysis calculated by means of mathematical procedure of convolution.

The translation between the estimates, i.e. between the distribution of the local concentration in

the sample provided by the dependent approach into the distribution of global concentration in

the source provided by the independent approach can be calculated by means of the procedure of

convolution. In short, the distribution of the possible outcomes K from an assay containing M

target molecules from dependent analysis has to be convoluted with the distribution of �nding

M molecules in the volume V of the assay for a given global concentration C.

Formally, this can be written as the following summation:

p(K|C) =
∞∑

M=0

p(K|M) · p(M |C),

where p(K|M) is the distribution of the outcomes provided by the dependent analysis, and

p(M |C) is the distribution of the number of molecules M , usually given by the Poisson distribu-

tion with expected value λ = CVS . It can be calculated that the estimate derived in this analysis

is equal to the outcome provided by the independent analysis (Fig. 5.4, green points, and blue

line, respectively).

Mathematically, the convolution (marked with the symbol *) requires the following integral

transformation of two functions (distributions), while one of the functions is shifted:

f(x) = (g ∗ h)(x) =

∫ ∞
0

g(τ)h(x− τ)dτ.

For the case of single-volume digital assays we discuss in this chapter, the distribution f rep-

resents the probability of the outcome K of positive partitions from an assay given the con-
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centration C: (K|C) (independent approach), the distribution g represents the probability of

observing K positive partitions in the assay given the number of target molecules in the sam-

ple M : P (K|M,N) (dependent approach), and distribution h represents Poisson distribution

p(M |C) = Pois(M,CVS). It is worth mentioning that the number of molecules M can adopt

only positive integer values. Finally, the translation between the estimates is given by:

p(K|C) =
∞∑
τ=0

p(τ |C)p(K|τ).

Here, the symbol of the integral was replaced by the summation because the variables M and τ

adopt only integer values.

5.2.5 Translation from independent to dependent analysis - deconvolution

There is also a possibility to translate the concentration in the source (independent analysis) into

the concentration in the sample (dependent). Provided the distribution p(M |C) (i.e. probability

that there are M molecules in the sample provided concentration in the source is C) is known,

one can recalculate the distribution p(K|C) to p(K|M).

Formally, the translation is done by means of the mathematical procedure of deconvolution. In

the previous section, the procedure of convolution from dependent to independent scheme was

shown; here the reverse process is discussed.

The probability P (si|C) of obtaining a recorded state of an assay (i.e. the count K of positive

signals from a total number N of compartments available: K =
∑N−1

i=0 si) given the global

concentration C in the independent also re�ects the probability that M molecules of the analyte

were present in the sample at the said global concentration C. In case of stable and uniform

solution of target molecules, the latter probability is described by the Poisson distribution with

parameter (expected value) λ = CVS .

However, the procedure described here does not reproduce the distribution p(K|M) ideally. The

di�erence stems from the fact that the Poissonian distribution Pois(M |CV ) and P (K|M) have

a non-zero covariance, especially for a small fraction of positive compartments (low M). Hence,

the dependent analysis should be used if the local concentration is in question (Fig. 5.4, red

line).
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5.3 Summary

In this chapter we decribed the two approaches to the analysis of the result of a digital PCR

assay that leads to the assessment of the concentration of the analyte either in the sample or in

the source of the sample. The di�erence between the approaches is manifested by the character

of random variables used for the statistical description of signals. This re�ects the qualitative

di�erence between the quantities assessed, i.e. the local and global concentration of the analyte.

This analysis is the starting point for the optimisation of single-volume digital assays for the

assessment of the requested dynamic range and providing a requested precision, as well as the

design of multi-volume digital assays described in the following chapters.
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Chapter 6

Optimized design of single-volume and

multi-volume digital assays

6.1 Introduction

The discussion of the response of an assay, i.e. the function p(K|C) describing the response of a

digital assay to global concentration and p(K|M) that concerns the local concentration, that we

presented in the previous chapter, allows the correct interpretation of the assessment by means

of a digital assay.

In this chapter, we will enhance this analysis with the analytical expressions describing the

behavior of digital assays, the precision of the assessment in particular. These equations allow

designing the digital assays that assess the concentration of the analyte within the requested

dynamic range with the required precision.

This subsequently leads to designing multivolume digital assays. Knowing the relation between

the dynamic range and the precision of the single volume assay comprising N compartments,

we can arrange a set of classic digital assays in a sequence di�ering in the volume of their

compartments. This allows to:

• increase the dynamic range of a classic digital assay, and

• tune the multivolume assay for the desired precision and dynamic range.

The multivolume digital assays were shown earlier by Ismagilov et al. [5�7] and Chiu et al. [137],
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although the mathematical procedures that led to presented designs were not discussed. Here we

demonstrate explicitely the procedure and show that it leads to optimum designs - i.e. designs

that o�er uniform precision across the whole dynamic range and require minimum number of

compartments.

6.2 Single-volume digital assays - new analytical solutions

6.2.1 Estimate of the initial concentration

Using the equations for the assay's response from the previous chapter, we can estimate the initial

global concentration or the number of molecules target molecules in the sample, using Bayes'

theorem [115] or Most Probable Number Method [5�7, 109�111]. The latter provides analytical

formula for the most probable concentration E(C) that caused a given outcome of an assay.

The analysis is done as following:

1. From every positive partition (i.e. si = 1) with volume v, a probability function pi is

constructed: pi = (si = 1|C) = 1− e−Cv

2. Also, the probabilities of obtaining negative signals for all negative compartments are

constructed: pi = (si = 0|C) = e−Cv

3. Then, the probability P (si|C) of obtaining the recorded state of a digital assay (e.g. the

recorded number of positive compartments K =
∑N−1

i=0 si out of all N compartments

constituting and assay) is calculated, which is a product of the probability functions for all

the compartments: P (si|C) = (1− e−Cv)K · (e−Cv)N−K

4. Then, we �nd the value of concentration in the assay C, for which the probability P (si|C)

has the largest value. To do that, we have to solve the equation: dP (si|C)/dC = 0.

5. The solution of this equation is the value of C for which the derivative of probability (si|CA)

equals zero, is:

E(C) = v−1ln(N/(N −K)).

As we showed in the previous chapter, the most probable outcome of an assay K is the same in

the independent � K(C) and dependent � K(M = C · V ) approach (Fig. 5.2a). Therefore, the
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estimate of the number of molecules in the sample E(M) averages to a similar logarithmic form:

E(M) = Nln(N/(N −K)).

The above equations are similar despite the di�erent statistical interpretation of signals because

here one operates only on the most probable outcomes of the assay and most probable initial

concentration (or a number of molecules). Therefore, the stochastic nature of the number M of

target molecules is not taken into account.

6.2.2 Precision of the estimate - new analytical formula

The derivation of formulas for the precision of the estimates is not as straightforward, as the

estimate of initial concentration, and therefore it was usually calculated numerically or by means

of Monte Carlo simulations. Still, it is obvious that the precision should scale with 1/
√
N ,

because each of the compartments is, in fact, an independent test. Also, the lower bound for the

standard deviation is determined by the Fisher Information and Cramer-Rao inequality [138�

143]: σ(C) ≥
√
K√

(N−K)(N+K(N−K))
· 1
E(C) . The �nal analytical expression for the precision of the

estimate is as following:

σ(C) =

√
K√

N(N −K)
· 1

E(C)
.

The variance in the independent scheme is, in the �rst approximation, the sum of the variance in

the dependent scheme and variance of Poisson distribution Pois(λ = M/N = ln(N/(N −K))),

which equals λ = M/N = ln(N/(N −K)) (still, form small values of C, it is not true because

the covariance matrix P (M |K) and Poisson distribution is non-zero). Therefore, the expression

for the precision of the estimate, in the dependent scheme, can be approximated with:

σ(M) =
√
σ2(C)− 1/M =

√
σ2(C)− (Nln(N/(N −K)))−1.

We can transform these equations into the expressions that bind the precision with the dynamic

range within which this precision is provided. In order to do that, they have to be represented

in terms of C and M = CV . Therefore, for the independent approach, we get the expression for

precision:

σ(C) =

√
eCv − 1√
N

· 1

Cv
.

For small values of initial concentration, i.e. Cv � 1, this can be approximated with

σ(C) ≈

√
Cv + (Cv)2

2 + (Cv)3

6√
NCv

,
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Figure 6.1: Numerical veri�cation of the equations for a single-volume digital assay in the

independent scheme. The precision of the estimate as the function of initial concentration

calculated analytically (red line) and compared to numerical results (blue line) and the value

calculated by means of the Fisher Information and Cramer-Rao inequality (green line). The

analytical formulas ideally match the numerical results. The value of the standard deviation of

the estimate determined by means of the Information Theory resembles the same qualitative

character, although quantitatively it is lower in the whole dynamic range; it represents the lower

(best) limit of precision for any achievable estimate.

and for high values of initial concentration, i.e. Cv ≥ 2, it can be approximated with:

σ(C) ≈
√
eCv√
NCv

.

These two functions are inversible, therefore one can retrieve the value of C− being the lower

limit of the dynamic range:

C− = (6σ2N −
√

3
√

1σ4N2 − 12σ2N − 5− 3)),

and C+ being the upper limit of the dynamic range:

C+ = −4W−1(
−1

2σ
√
N

),

where W−1 is the analytic continuation of product log (Lambert W ) function.

Finally, we obtain the expression for the dependence between the dynamic range Ω and precision

σ:

Ω(σ) =
C+

C−
= −4W−1(

−1

2σ
√
N

)/((6σ2N −
√

3
√

1σ4N2 − 12σ2N − 5− 3)).

For dependent approach σ(M = CV ), the lower bound is �xed in �rst approximation and equals

C− = 1/N , while the upper bound C+ equals, analogically for independent approach:

C+ = −4W−1(
−1

2σ
√
N

).
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Finally, for the dependent approach, one gets:

Ω(σ) =
C+

C−
= −4NW−1(

−1

2σ
√
N

).

Figure 6.2: Numerical veri�cation of the equations for a single-volume digital assay in the

dependent (red) and the independent (blue) schemes. The precision of the estimate as the

function of initial concentration calculated analytically (red line for dependent and blue line for

independent) and compared to numerical results (black dots). The analytical formulas almost

ideally match the numerical results for a wide range of digital assays.

6.3 Multi-volume digital assays

6.3.1 Derivation of the algoritms

We can use the newly derived expressions that bind the dynamic range with precision and give us

the full information about the behavior of single-volume digital assays as a basis for the design of

multi-volume digital assays. However, what remains to be determined, are the conditions under

which the assays work in their optimum mode. Here, we determine the so-called optimum mode

as the best compromise between the value of precision of the assessment and dynamic range for

which the precision is provided by an assay. In this section we give a reasonable candidate for a

de�nition of such compromise.

The derivation of the design of an assay design starts with introducing the optimum dynamic

range. Even after a super�cial analysis of the functions determining the standard deviation of

the estimates shown in Fig. 6.3a, it can be noticed that despite the obvious di�erences, the both
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Figure 6.3: (a) The geometrical interpretation of the dependence between the precision and the

dynamic range both for independent approach (blue dots, global concentration) and dependent

approach (red dots, local concentration). The threshold values for the relative standard deviation

of the estimate (σthreshold), which is unambiguously paired with the dynamic range Ω = C+/C−,

where C− and C+ determine the lower and upper limits of concentration range where the

precision of the assessment σthreshold) (or better) is provided. (b) The function Ω(σthreshold)

can be determined for any digital assay. However, it is vital to �nd a reasonable trade-o�

between the wide dynamic range and acceptable precision of the assessment. Such a trade-o�

can be determined by �nding a de�ection point(Ω∗, σ∗) (marked with stars) of the function

Ω(σthreshold). (c) The characteristic values Ω∗(σ∗) of an assay shown as a function of the

size of an assay (i.e. the number N of compartments). One can determine the analytical

dependence (dashed lines) from the numerical results (blue line represents the formula Ω∗(σ∗) =

0.9925 cot(σ∗)−2.065 and red represents the formula Ω∗(σ∗) = 0.1697 · (σ∗)−2.214

.

functions have a relative plateau near the minimum value. Then, one can observe a sharp increase

of the value of the relative standard deviation in the region of low (independent approach) and
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high concentrations (both dependent and independent approach). This plateau determines the

spread of the values of concentration for which the assay works in the optimum mode.

Generally, an optimized design of a digital assay provides the assessment in a dynamic range

Ω∗ = C+/C− (where C− and C+ are the lower and upper bounds of the dynamic range) a

standard deviation of the estimate smaller or equal to σ∗. As it can be seen in Fig. 6.3b,

a wider dynamic translates to worse precision of the assessment and vice versa. A candidate

for a de�nition of the optimum dynamic range could be the spread of the de�ection points

d2Ω/dσ2 = 0 → (Ω∗, σ∗) (however, other candidates can be given, as we know the functions

Ω(σ)). For σ > σ∗, the increase of the dynamic range is not justi�ed by the decrease of precision

of the estimate. Also, other de�nitions of the dynamic range, based on the Shannon entropy

(Section 6.3.4) or other measures of information should provide qualitatively similar results.

Choosing any unambiguous de�nition makes it possible to bind Ω∗ with σ∗ for any size of an

assay N , as it is shown in Fig. 6.3c.

Therefore, the characteristics of the assay can be tuned only by changing the number of compart-

ments. To verify this, we tested several digital assays with the new formulas and Monte Carlo

simulations. Indeed, we found a simple dependence between the precision σ of the estimate and

the size of the said assay N . From a simple algebraic �t to the numerical results, we established

the relation N ≥ aσ−b (Fig. 6.3).

As we mentioned earlier, digital assays behave similarly in dependent and independent approach.

Still, there is a quantitative di�erence coming from the fact that for the same number of com-

partments, the estimate of local concentration is more precise than the estimate of global concen-

tration. The same numerical data can be used to �nd the dependence between the characteristic

parameters of a digital assay (Ω∗, σ∗), determined according to the above-mentioned de�nition

of an optimum mode of working.

For the assessment of the global concentration (i.e. independent scheme), one gets

Ω∗(σ∗) = 0.9925 · (σ∗)−2.065,

while for the local concentration (i.e. dependent scheme) it is equal to:

Ω∗(σ∗) = 0.1697 · (σ∗)−2.214.

Finding the relationship between the dynamic range and the standard deviation of the estimate

is a basis for the derivation of an algorithm that allows the tuning of the number of compartments
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N required to provide estimate of the concentration within a requested dynamic range with a

requested precision.

The analytical equations given below use as an explicit input the dynamic range Ω = C+/C−

and the relative standard deviation of the estimate σ that the assay should provide. In case of

independent approach, both values of C− and C+ can be freely chosen (the only limitation is

that C+ > C−), and the design equations are as following:

N = max(NΩ;Nσ),

NΩ = 1.447Ω0.985,

Nσ = 1.436σ−2.033.

For dependent scheme, the lower bound of the dynamic range C− equals one molecule per assay

(i.e. C− = 1/VA), while C+ is equal to the maximum number of molecules Mmax that can be

found in the sample. Then, the design is given by:

N = max(NΩ;Nσ),

NΩ = 2.154Ω0.857,

Nσ = 0.454σ−1.912.

NΩ and Nσ determine the minimum size of an assay to cover the requested dynamic range or

to provide the required precision, respectively. In order to prepare a digital assay that provides

the requested assessment, the sample should be partitioned into at least the highest of the two

number of compartments. However, some digital PCR systems [144, 145] have a hardwired

number of compartments the sample is partitioned into. In such case, the equations provide

the value of the precision and the dynamic range the system provides in case of dependent and

independent analysis (Section 6.3.3).

6.3.2 The outcome of the assay reaching its optimum mode.

It is worth noticing that in the case of independent analysis, the assay reaches the optimum

mode (i.e. the precision reaches a plateau - Fig. 6.3a) while 20% of compartments yield positive

signal, regardless the size of an assay (Fig. 6.4). This observation is vital for the determination

of the volume of a single compartment. For a calculated number of compartments N , and the

lower bound of dynamic range C−, the volume of a single compartment equals v = log(1.25)
C− . This

determines the volume of the assay VA = Nv = N · log(1.25)/C−. Here, and in the following
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chapters, a simpli�ed situation is assumed that the volume of the sample equals the volume of

an assay. In practice, the volume of an assay is the sum the volume of the PCR mix of the

eluate and reagents. Therefore, the volume of the sample that is physically drawn has to be

recalculated concerning the puri�cation and isolation protocol, and the volume of PCR reagents.

Figure 6.4: The ratio of positive compartments in the assay reaching its optimum mode (i.e.

reaches the plateau of the standard deviation of the estimate) in the independent analysis.

The ratio saturates at 20% (best �t), which provides the condition for the volume of a single

compartment of the assay.

6.3.3 The standard deviation of the estimate and the dynamic range provided

by an assay comprising a �xed number of compartments.

If the number of compartments comprising a digital assay is hard-�xed by the dPCR system,

we can rearrange the equations for the design so they give the precision of the estimate (relative

standard deviation σ of the estimate) and dynamic range Ω provided by this system. The digital

assay comprising of N compartments provides, in the independent scheme, the relative standard

deviation of the estimate to be:

σ = 1.195 ·N−0.492

within the dynamic range:

Ω = 0.687 ·N1.015.

For the dependent scheme, the relative standard deviation of the estimate to be:

σ = 0.662 ·N−0.523

within the dynamic range:

Ω = 0.408 ·N1.167.

http://rcin.org.pl



6.3.4. Shannon Entropy as a measure of a digital assay's performance. 59

6.3.4 Shannon Entropy as a measure of a digital assay's performance.

Tools provided by the Information Theory [146�149] may be useful to determine the parameters

of an assay and can be used in the design procedure. For example, it is possible to determine

the amount of information gained from one compartment of an assay by means of the Shannon

Entropy, which is determined by

Hb = −
∑
i

pilog(pi),

where i counts all the possible outcomes from the compartments, i.e. positive and negative

signals. We can calculate that the amount of information given by a single compartment is

maximum if the initial concentration is equal to C = log(2)/v, where v is the volume of the

compartment. If the compartments are treated as independent random variables (independent

approach), the Shannon Entropy simply adds up, so it can be easily calculated analytically (Fig.

6.5). The dynamic range of an assay can be determined as the range of concentrations for which

the value Hb is higher than a given threshold, which is related to the requested precision of the

estimate.

Figure 6.5: The amount of information (Shannon Entropy Hb) gained from a N = 20, 000

compartments as a function of initial concentration. The higher the value Hb, the more infor-

mative is the outcome of an assay. The dynamic range of an assay can be determined as the

range of concentrations for which the value Hb is higher than a given threshold.

Another approach is to determine the lower bound for the standard deviation of the estimate by

calculating Fisher Information I [138�143]: :

I = E[(∂p/∂C)2],

where p is the probability of obtaining a given outcome of an assay K:

p =

(
N

K

)
(1− e−CAv)K · (e−CAv)N−K .
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According to the Cramer-Rao inequality, the variance of the estimate is higher or equal to

V ar(C) = σ2(C) > 1/I. Therefore it is possible to determine the lower bound of the relative

standard deviation of the estimate and base the design of an assay on this relation. However,

the upper bound remains unknown. Still, if the number N of compartments is higher than 200,

the value of variance given as a reciprocal of the Fisher Information: V ar(C) = σ2(C) = 1/I

agrees well with numerical results.

6.4 The design of multi-volume digital assays

The analysis of the behaviour of a single-volume digital assay, and the derivation of equations that

bind the parameters of the provided assessment (precision and dynamic range) allow designing

assays in the multivolume scheme, i.e. arranging a set of relatively small single volume digital

assays, called sub-assays (N ′ ≈ 102) that vary in volume or dilution, in a geometric sequence, to

cover a wider dynamic range.

The input parameters for the design procedure are the required total dynamic range of the assay

Ωtot and the required standard deviation of the measurement σtot in the whole dynamic range.

The equations that we list below provide the number of compartments in one sub-assay N ′, ratio

of products of volume and dilution factor for two consecutive sub-assays x and the number of

sub-assays Nlib. The design is performed as follows:

• The standard deviation provided by a single sub-assay σ′ must be equal to the required

standard deviation σtot, i.e. σ′ = σtot. Therefore, according to the methodology presented

in this chapter and the de�nition of optimum mode of working of a digital assay, the number

of compartments in a single assay is equal to N ′ = aσ−btot.

• Having established the number of compartments in a single assay, we have to calculate its

dynamic range Ω′ = c(N ′)d. The values a, b, c and d are constants of the order of unity,

di�erent for independent and dependent approaches. The ratio of volumes of compartments

in the consecutive sub-assays depends on the dynamic range of a single sub-assay: x = 1/Ω′.

• The number of sub-assays Nlib depends on the ratio of the required total dynamic range of

the assay and the dynamic range provided by a single sub-assay: Nlib = log(Ωtot)/log(ασ−βtot ).

Such constructed multivolume assay provides standard deviation of the measurement σtot in

the whole dynamic range Ωtot. It comprises Nlib single volume sub-assays, each comprising N ′
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compartments, with the ratio of volumes of consecutive compartments from two consecutive

sub-assays x. The values of Nlib, N ′ and x are given by the following formulas:

Nlib = log(Ωtot)/log(ασ−βtot )

N ′ = γσ−δtot

x = Ω
1/Nlib
tot

Where α, β, γ and δ are constants: α− 0.6813, β = 2.0966, γ = 0.9925 and δ = 2.065.

6.5 Performance

6.5.1 Performance of single-volume digital assays

We veri�ed numerically the performance of single-volume assays designed using the equations we

listed in the previous sections by means of canonical (dependent approach) and grand canonical

(independent approach) Monte Carlo simulations. We designed digital assays to provide the

assessment of the concentration within the dynamic range (i) Ω1 = 102, (ii) Ω2 = 5 · 102 and

(iii) Ω3 = 103. This required the partitioning into N1 = 135, N2 = 660 and N3 = 1305

compartments in independent scheme and N1 = 112, N2 = 443 and N3 = 802 compartments in

dependent scheme (Fig. 6.6).

6.5.2 Performance of multi-volume digital assays

The assays that we present here were tested numerically using canonical and grand canonical

Monte Carlo simulations. The equations we presented in this chapter were used to design digital

assays that comprise (Fig. 6.7):

• Ntotal = 96 compartments in 6 sub-assays, x = 0.087, that cover dynamic range Ω = 106

with precision σ = 30%, and

• Ntotal = 96 compartments in 2 sub-assays, x=0.027, Ω = 103, σ = 20%.
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Figure 6.6: The numerical veri�cation of the performance of digital assays in case of dependent

(red) and independent (blue) by means of Monte Carlo simulations. The assays are designed

to provide assessment within the same dynamic range (a, b - assays covering Ω = 102; c, d

- assays covering Ω = 5 · 102; and e,f - assays covering Ω = 103). (a, c, e) The estimate of

the local concentration in the sample, which equals the number of molecules in the sample

per the volume of the sample (dependent scheme), and the global concentration in the source

(independent scheme) are gievn as the function of the fraction of positive compartments from an

assay. The value of concentration is given in[1/v], where v is the volume of a single compartment

v = VS/N . (b, d, f) The precision of the estimate of concentration assessed by digital assays.

The standard deviation of the estimate of the global concentration in the source is always higher

or equal to the standard deviation of the estimate of the local concentration the in the sample

because of the randomness of the number of molecules actually present in the sample during

drawing it from the source.
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Figure 6.7: Numerical veri�cation of a multivolume digital assay. (a, c) The estimated concen-

tration of DNA as a function of known input concentration in the source C. Data points (blue

- multivolume digital assay comprising 96 compartments in 6 sub-assays, covering the dynamic

range Ω = 106 with requested precision 30%, red - multivolume digital assay comprising 96 com-

partments in 2 sub-assays, covering the dynamic range Ω = 103 with requested precision 20%)

represent 10 000 grand canonical Monte Carlo simulations. (b, d) Standard deviation of the

estimates within and outside the requested dynamic range The gray areas mark the requested

dynamic range of both assays.

6.6 Summary

The proper understanding of the behavior of digital assays allowed the derivation of new analyt-

ical formulas for designing analytical tests that provide the assessment of the concentration with

the requested precision within the requested dynamic range and with. We can use the mathemat-

ical formulas for the design were obtained both for the analysis of the local (dependent scheme)

and global concentration (independent scheme) to tailor digital tests for various applications.

Knowing the response of digital assays allows characterizing any assay by its characteristic pa-

rameters: dynamic range and precision. This subsequently leads to the optimization of the

assessment by combining many classic, single-volume assays in a multi-volume scheme.

The main advantages of the multi-volume scheme is the ability of simple widening of the dynamic

range, thanks to the logarithmic scaling of the number of compartments, and the possibility of

tuning the assay for speci�c user's requirements (given requested precision and dynamic range

of the assessment), one can design a multi-volume assay that comprises much fewer compart-

ments than a classic single-volume assay. The reduction of a number of compartments lowers
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technical requirements to run digital assays. Therefore, the design of the assay described here

can be treated as an alternative to state-of-art techniques that require extremely high numbers

of compartments.

The multivolume design that we presented here can be treated as a development of classic single

volume digital assays. In the design we described, the sets are large (usually tens or hundreds of

compartments), but require only coarse gradation, and therefore are reasonably easy to perform.

They usually comprise more compartments, but are easier to prepare and could be recommended

for very precise assessments (σ < 10%), similarly to classic digital assays.

The presented methodology and design of quantitative assays may lead to the development of

new, reliable and high-throughput devices for quantitative assaying and �nd use in the Point-of-

Care applications.
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Chapter 7

Rational design of digital assays

7.1 Introduction

The method that we describe in this chapter allows to fully bene�t from the information provided

by binary signals, which leads to the minimization of the number of partitions required for the

assessment. The optimization is physically performed by the tuning of volumes and/or dilutions

(more generally, the modulation factors) of the compartments comprising a digital assay. This,

in turn, modulates the expected number of target molecules in each of the compartments, and

therefore modulates the information gain. Also, we give the explicit analytical formulas for

the rational design of the assay providing the assessment of concentration within the requested

dynamic range and precision of the estimate (see Appendix B).

7.2 Mathematical routines

The result of a digital assay represented as a set of positive and negative signals yielded by the

partitions of the sample represents (i.e. codes) the initial concentration of the analyte or the

number of target molecules present in the sample. The simplest way of representing numbers is

with equally valued symbols, or bits. For example, the number 157 can be represented by 157

dots. This, in general (with some sophistication from Poisson statistics), is the scheme of coding

the concentration C (or the number of molecules) in a classic single-volume digital assay, where

positive signals act as bits. This results in the requirement of large number of partitions of an

assay to target practically large dynamic range of concentration of the analyte.
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The problem of e�cient representing large numbers can be solved by arranging bits in positional

systems. For example, using binary coding, only 8 digits are required to represent the said value

157. In a chemical assay, the signals yield by partitions (compartments) play the role of bits. The

di�erence is that they do not represent any �xed value, but the likelihood that a given partition

contains at least one molecule of the analyte. The signals yielded are positive or negative, so

they have Boolean character. This suggests the binary positional system to be used. It is also

worth mentioning that the signals in a digital PCR assay are stochastic variables of the initial

concentration C, and the parameters of the compartments: the volume (v) and the dilution factor

(d = Ccompartment/C) that produce the so-called modi�cation factor z = d · v. In this analysis,

we assume the perfect e�ciency of a single-molecule ampli�cation (100%), and neglect all the

e�ects regarding volume and/or dilution ratio, or surface e�ects of any particular compartment.

This means that the probability of obtaining a particular signal is based on Poisson distribution

and depends solely on the initial concentration C and parameters of the compartment v and

d. We can easily calculate from the Poisson distribution, that the probability of positive signal

equals: ppositive = p(m ≥ 1|C) = 1 − e−E(m), and the probability of negative signal equals

pnegative = p(m ≥ 0|C) = e−E(m), where E(m) = dvC is the expected number of molecules

in the compartment. Therefore, the signal carries only a probabilistic information about the

unknown initial concentration of the analyte that can be used for further calculations.

We can use the information retrieved from the probabilistic information by means of the Bayesian

formalism to build the probability ρ(C) that a given value of C has caused the recorded outcome

of the assay (i.e. the collection of signals si yielded by the compartments). No a priori knowledge

of the distribution of C can be represented by the constant density of probability ρ0(C) = 1/C∞,

which means a uniform probability of �nding any particular value of C between tC = 0 and an

arbitrary set upper bound C∞. Therefore, the information about C gained from a single digital

signal (with the notation used: s = 1 for positive or s = 0 for negative) is (Fig. 7.2a):

ρ(C|s = 1) = (1− e−Cdv)/(C∞ − (dv)−1),

and

ρ(C|s = 0) = dve−Cdv.

It is worth mentioning that all the information retrieved from the collection of signals is used

in building the probability distribution ρ. However, the density of this information (or the

information gain from compartments) is not uniformly distributed for all values of C. One can

use the concept of the Shannon Entropy Hb =
∑

i pilog(pi), where i counts all the possible
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Figure 7.1: (a) In a classic single-volume digital scheme, the number of target molecules is

determined using the count of positive signals from the total of the compartments, therefore

MmaxN . (b) In binary coding, the positional system comprising N bits allow coding numbers

as high as M = 2N . (c) Chemical bits are used as carriers of probabilistic information (each of

the two values � positive and negative � can be represented with a probability function) used

to build the hypotheses that C is larger (smaller) than some de�ned characteristic value C∗.

outcomes from the test (in this case, the two outcomes from a single compartment), to measure

the information gain. It achieves maximum value C∗ = log(2)/dv, which depends solely on

the physical characteristics of the compartment. Therefore, most information can be extracted

from a single signal s for the value of concentration near C∗, where the probability of obtaining

positive and negative signal is equal: p(s = 1|C∗) = 1/2 (Fig. 7.2b). On the other hand, the

same compartment carries much less (or even neglectable) information on much smaller C � C∗

or much larger C � C∗ concentrations.

The information provided by all the signals is combined to give the �nal information about

C. The product of probabilities given by the individual signals from compartments is equal (in

the independent approach used for this analysis) to the probablility of observing a particular

sequence of signals s1, s2, . . . , sN , which will be called the microstate µ of an assay:

p(s1, s2, . . . , sN = µ|C) =
N∑
n=1

p(sn|C).

Therefore, the probability distribution

ρ(C|µ) = p(µ|C)/

∫ ∞
0

p(µ|C)dC

conveys full information about the concentration C.
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Figure 7.2: (a) The probability p(s = 1|C) of �nding at least one target molecule in volume v.

Bayesian formalism translates the signal into probabilistic information ρ(C|s = 1) on C. (b) The

binary entropy function Hb(p) for a single Bernoulli (positive/negative) trial achieves maximum

at C∗: the signal provides most information about C ≈ C∗. (c) Information from multiple

compartments can be combined. For the set of identical compartments, the information gain is

large in a very narrow range of concentrations, while (d) for geometrical sequence of volumes

of compartments the information gain is almost constant in a wide dynamic range. (e) The

geometric sequence of compartments allows to tune the amount of information retrieved from

the assay (by tuning the common ratio x) for a wide range of concentrations - a feature that

cannot be achieved with identical compartments.

In case of identical compartments, the probability of obtaining a particular outcome, i.e. exactly

Np positive and Nn negative signals from the total of compartments, is given by the Bernoulli

distribution:

p(Np;Nn = N −Np = µ|C) =

(
N

Np

)
(p(1|C))Np(p(0|C))Nn .

However, the information about the concentration C provided by the single-volume digital assay

is qualitatively the same (has the same functional form) as the information provided by a single

compartment (�g. 7.2b,c). Therefore, the precision of the estimate provided by a single-volume

assay is not constant in the whole dynamic range. Moreover, obtaining reasonable estimates of

the high concentrations (or numbers of target molecules) requires partitioning of the sample into

massively large numbers of compartments.
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A constant information gain for all the values of concentration C within the dynamic range can

be provided by a sequence of compartments (i.e. their C∗ values) that are spread uniformly over

the axis of C. Typically, the quality of the assessment is determined by the coe�cieint of variance,

i.e. the relative standard deviation of the estimate (expressed in the percentage of the estimated

value). Hence, the distribution of compartments should be uniform along the logarythmic scale

of concentrations, so the values C∗i should form a geometric sequence.

7.2.1 Analytical model of a single compartment of the assay - digital mea-

surement

In the mathematical model of the behaviour of an assay, we can assume that the molecules of

the analyte form a uniform solution. In such a case, the expected number of molecules per one

partition (compartment) of an assay is equal to E(m) = Cdv, where C is the concentration of

the analyte, and v and d are the parameters of a single compartments: volume and dilution

respectively.

If the solution is uniform and stable, the probability of �nding a molecule of the analyte does not

depend on the time and other parameters, apart from the charateristics of the said compartment.

Therefore, the probability of �nding z target molecules in a given partition is expressed by the

Poisson distribution:

p(z|C) = (Cdv)ze−Cdv/z!

The PCR ampli�es the presence of any non-zero amount of analyte up to a readable signal, there-

fore one should determine the probability of �nding at least one molecule in a given compartment.

Again, this can be calculated from the Poisson distribution and equals:

p(z ≥ 1|C) =
∞∑
z=1

p(z|C) = 1− p(z = 0|C) = 1− e−Cdv.

The probability that no molecules were found in the compartment, which therefore yields a

negative signal, is given as:

p(z = 0|C) = e−Cdv.

The two probability functions that we described earlier are the basis for the mathematical in-

terpeataion of the positive and negative signals from compartments, which is vital for the math-

ematical model of the response of an assay. Here, we treat the compartments as binomal random

variables, and their state independent from each other (so-called independent approach decribed

in previous chapters). Therefore, the probability that a particular sequence of signals, which
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wille be called the microstate of this assay, was observed, equals the product of the probabilities

for all of the compartments.

Such methodology only allows to specify the conditional probability of observing a particular

sequence for a given concentration. To determine the concentration using solely the observed

sequence of signals, the conditional probability must be inverted.

In probability theory, the relationship between the inverse conditional probabilities for two events,

is described by the Bayes' theorem. Here, as an input the conditional probability p(s|C) of

observing the outcome s provided the concentration C is used. The wanted result of the procedure

is the conditional probability ρ(C|s) of a concentration C provided the signal s. Obiously, the

signal s has a discrete character, while C is a continuous variable, therefore the function ρ(C|s)

can be determined as:

ρ(C|s) = (p(s|C)f(C))/p(s),

where f(C) is the distribution of concentration C. However, no a priori knowledge about the

concentration is available, therefore f(C) is set to be uniform within the range of assessment,

i.e. f(C) = 1/C∞, for C ∈ (0, C∞). The function p(s) equals the total probability of obtaining

signal s, i.e. the sum of probabilites of obtaining s for all achievable concentration values:

p(s) =
∫ C∞

0 [p(s|C) · f(C)]dC. Then, the function ρ(C|s) can be given by:

ρ(C|s) = (p(s|C)f(C))/

∫ C∞

0
[p(s|C) · f(C)]dC = (s|C)/

∫ C∞

0
p(s|C)dC.

7.2.2 Estimation of concentration E(C) and the uncertainty of this estima-

tion σ(C) for the simplest digital assay comprising 2 identical compart-

ments.

Because the compartments belonging to an assay are intepreted mathmatically as independent

random variables, the probability of obtaining a non-trivial microstate form the simplest set two

compartments, one being positive and the other negative, is given by the product of conditinal

probabilities:

p21(s2 = 0, s1 = 1|C) = p(s2 = 0|C)p(s1 = 1|C) = e−Cdv(1− e−Cdv) = e−Cdv − e−2Cdv

The inversed probability ρ21(C|s2 = 0, s1 = 1), where C∞ → ∞ is, according to the Bayes'

therem, equal to:

ρ21(C|s2 = 0, s1 = 1) =
p21(s2 = 0, s1 = 1|C)∫∞

0 p21(s2 = 0, s1 = 1|C)dC
=
−e−Cdv + e−2Cdv

(2dv)−1
.
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This probability distribution is then used to determine the estimate E(C) of the initial concen-

tration of the analyte:

E(C) =

∫ ∞
0

C · ρ21(C|s2 = 0, s1 = 1)dC.

This, in turn, equals the following:

E(C) =
3

2dv
.

The precision of the assessment, which is given as the relative standard deviation of the estimate,

equals

σ(C) =
√
E(C2)− (E(C))2)/E(C).

This provides the �nal result:

σ(C) =
√

7/(2v2 − (3/(2v))2 =
√

(5)/3.

7.2.3 Analytical model of the microstate µ of the assay.

The quantitation of the initial concentation E(C) can be provided by the calculations basing on

the microstate µ = {si} of an assay, i.e. the sequence of positive and negative signals yielded by

compartments. This approach allows to simplify the mathematical routines and helps to reduce

the number of compartments actually needed to assess the initial concentration with a given

con�dence. It consists of calculating the product conditional probability of observing a given

microstate p(µ|C) provided the concentration C:

p(µ|C) =
N−1∏
i=0

(1− e−vidiC)si · (e−vidiC)1−si .

Then, this probability is inverted in order to get the distribution of concentration ρ(C|µ):

ρ(C|µ) = p(µ|C) · f(C)/

∫ ∞
0

p(µ|C)f(C)dC,

and using this distribution to calculate the estimate (expected value) of concentration E(C):

E(C) =

∫ ∞
0

C · ρ(C|µ)dC

and the precision ot estimate, i.e. the relative standard deviation σ(C):

σ =
√
E(C2)− (E(C))2/E(C)

where

E(C2) =

∫ ∞
0

C2 · ρ(C|µ)dC.
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For this calculation, the volumes {vi} and dilution ratios {di} for all the compartments must be

a priori known.

These calculations that lead to the estimate of initial concentration function E(C) = g(µ) can

be performed for any set of volumes and dilutions divi. The characteristics of the assay, i.e. the

dynamic range and precision of the estimates, depend on the set of values divi, and the total

number of partitions.

7.2.4 Distribution of standard deviation of the estimate of concentration

from di�erent microstates.

Figure 7.3: (a) The standard deviation of the estimate of concentration calculated using

two methods: summation of positive compartments and microstates for assays comprising test-

volumes arranged in geometrical sequence with common ratio x. In most cases, the standard

deviation of the estimate is higher for the summation procedure than for microstate analysis.

Moreover, the microstate approach provides much more frequent probing of concentration, i.e.

2N times instead of N times for summation algorithms.

Quite intuitively, every allowable outcome of an assay, i.e. the microstate of an assay, yields a

di�erent estimate E(C) of the initial concentration and di�erent σ. The distribution of the values

of σ from the microstates can be used for a quantitative description of the assay's performance.

In this analysis, the highest from the set values of the relative standard deviation of the estimate

from microstates de�nes the precision of the test. However, it is not the only possible solution.

Instead of using the maximum value of σ, we can use an average precision. We show the

distribution of standard deviation values in Fig. 7.4. We can closely approximate the average
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(expected) standard deviation of the estimate as a function of {divi} values that determine the

parameters if assay's compartments. For example, if the volumes (or dilutions) of compartments

follow a geometric sequence, the average standard deviation can be approximated as a polynomial

function of the common ratio x of this sequence:

E(σ) = −0.868x2 − 0.3208x+ 0.6765.

Figure 7.4: The distribution of the standard deviation of the estimate E(C), normalized by

the maximum standard deviation of the estimate of the concentration for the most probable

microstate, for all microstates of the assay de�ned by common ratio x. The distributions are

calculated using 1024 microstates (i.e. each assay contained 2·∆N+10 compartments). For each

microstate, the probability density p(µ|C) was calculated and inverted to get ρ(C|µ) needed to

calculate E(C) and σ(C). All the values σ(C) were then plotted in a histogram. For smaller

values of x the distribution of σ is wider, and for x = 0.68 or less it is divided into a set of

peaks, because of the big di�erence between 'microstate families', i.e. (100000...), (110000...),

(111000...), etc. and (101000...), (110100...), (111010...), etc.. In the inset the expected value of

σ(C) as a function of the common ratio x is shown.

7.3 Derivation of the algorithm

As we indicated earlier (Fig. 7.2b), the information yielded by single compartment is the largest

near the characteristic concentration determined by the properties of the said compartment.

Therefore, it should be possible to arrange the compartment of an assay in such a way, that

a steady, e�cient information gain is provided in the whole dynamic range. The setting of

compartments should be prepared with the following problems in mind:
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• most e�cient probing of unknown concentration with a set of compartment volumes and

dilutions, and

• the extraction of information from the signals yielded by the compartments.

The aim of this analysis is to determine the characteristics of the geometric sequence of com-

partments: the common ratio x, which determines the ratio modulation factor (i.e. ratio of the

product of volume and dilution of two consecutive compartments x = di+1vi+1

divi
), the value of the

�rst term v0d0, and the number of compartments N for a given requested dynamic range and

precision of the estimate of C.

7.3.1 Derivation of analytical formulas for assay design.

In order to �nd an optimum sequence of compartments, i.e the positional system that will be

used to code the concentration, we should choose an arbitrary input concentration Cinput and set

a compartment d0v0 = log(2)/Cinput (i.e. set C∗0 = Cinput), which is 'centered' at this concentra-

tion. The, on each side (i.e. higher and lower concentrations) of the said compartment we add

a number ∆N of compartments: divi = d0v0x
i, i ∈ (−∆N,∆N). Half of these compartments

is larger and half of them is smaller than the central one, and they are arranged in a geometric

sequence of modulation factors divi parametrized by the common ratio x. The probability that

an inspected compartment yields a positive signal depends solely on the volume and dilution of

the compartment: pi = 1− e−Cinputd0v0x
i
(Fig. 7.2a). All the relevant about the initial concen-

tration comes from the analysis of signals yielded by compartments surrounding the central one

that belong to the active stripe. We can notice, that adding more compartments to an assay

(or a �xed value of x), and therefore increasing the number ∆N , improves the precision of the

assessment (the standard deviation of the estimate decreases). However, this improvement is

limited, because at some point, the precision of the assessment saturates because new compart-

ments are too far from the actual concentration and the information increase is negligible. The

precision σ(C) saturates at a limit lim∆N→∞σ(x), which depends only on the common ratio x

(Fig. 7.6a).

The dependence of lim∆N→∞σ(x) on the common ratio x of the sequence of compartments can

be closely approximated with a function: lim∆N→∞σ(x) = a(1 − x)b, where a = 1.2739 and

b = 1.9895 (Fig. 7.6b) in a practically wide range of x and σ(x). In the design formulas, we use

the maximum allowable relative standard deviation σmax of the estimate as an input, therefore

the term lim∆N→∞σ(x) should be replaced with σmax. Then, the the equation should be inverted
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Figure 7.5: (a) For any Cinput only one compartment (here v0 = log(2)/Cinput) addresses this

concentration most closely. The progressively larger/smaller compartments carry less informa-

tion as the probability of obtaining a signal from these compartments approaches unity/zero.

The active stripe (gray area) comprises a set of volumes with a probability of yielding a given

signal signi�cantly di�erent than zero or one. (b) An active stripe yields stochastic combinations

of signals, or microstates (µi), in every run of the assay. Each microstate yields ρ(C|µi) that

provides more information on C than that retrieved from the sole number of signals S. Each of

the distributions ρ(C|µi) have di�erent standard deviation. Inset (c) shows the estimated con-

centrations and the standard deviations based on the analysis of all possible microstates (green

dots) of an active stripe comprising three compartments. The black triangles show the estimates

and standard deviations retrieved from the sum of positive signals (here either K = 1 or K = 2).

Inset (d) illustrates the same information for an active stripe comprising 15 compartments. The

shaded areas indicate the range of the estimates of concentration given by 70% (95%) of most

probable outcomes of the assay.

in order to allow �nding the common ratio x of the geometric sequence of compartments: x =

1− ασβmax for a requested precision.

Knowing the analytical formula for the determination of the common ratio x, we have to calculate

the number 2 ·∆Nx+1 of compartments belonging to the active stripe. Intuitively, the optimum

value of ∆Nx is the lowest integer ∆N , for which the precision of the assessment saturates
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Figure 7.6: (a) The precision (standard deviation) of the estimate of the concentration depends

on the number of compartments analyzed within the active stripe. The decrease of the standard

deviation is limited to a value given for an optimum count of the active stripe. This count

(∆Nx) is a well de�ned function of σ, and consequently of x. (b) The limit (for ∆N → ∞)

of standard deviation σ as a function of the common ratio x of the geometric sequence of the

factors divi of compartments in the active stripe. The data points calculated numerically from

the analytical model based on the Bayes formalism. The solid line shows the algebraic �t to the

data: lim∆N→∞σ(x) = a(1− x)b with a = 1.2739 and b = 1.9895.

(i.e. σ reaches lim∆N→∞σ(x)). Mathematically, it is the solution to the following equation

which the derivative dσ(∆N)
∆N = 0. Here, we calculated the value of ∆Nx, and the treshold value

for dσ(∆N)
∆N = 0 was set to 1/1000, so the further addition of compartments will not increase

signi�cantly the precision of assessment. The value of ∆Nx can be closely approximated with a

simple analytical function of x: ∆N = d∆Nxe = dδσ−2
maxεσ

−1
max − φe. Therefore, the equations

that allow determining the parameters of the active stripe are found and they depend solely on

the requested precision of the assay.

The above formulas allow us to determinine the common ratio of the geometric sequence of

modulation factors of compartments that assure the requested precision of the assessment is

provided. However, the assessment of concentration should be given withing the limits of dynamic

range Ω = C+/C− of concentrations requested. Being arranged in a geometric progression, the

sequence of modulation factors of compartments is self-similar, so the previously de�ned active

stripe can be just extended to cover the requested dynamic range C ∈ (C−, C+) by simply adding

a number logx(1/Ω) of compartments arranged in the same geometric sequence. The 'margins'

of the active stripe, each having ∆Nx compartments, should be kept in order to provide the

precision of assessment at the bounds of the dynamic range (Fig. 7.8). The most remote

compartment (from the central one) in the sequence should be shifted from the limit of dynamic

range (here, it is shifted from the lower bound, but same could be determined for the upper
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Figure 7.7: (a) The optimum number ∆Nx of compartments in the active stripe de�ned as

the lowest integer value at which the standard deviation σ(x) saturates at the limiting value

lim∆N→∞σ(x). (b) The graph of ∆Nx as a function of x. The data points calculated numerically

from data for relation σ(∆N, x) and from the condition dσ/d∆N = 0.001. The solid line shows

the algebraic �t to the data: ∆Nx = γ(1− x)−δ with δ = 0.798 and γ = 2.2819.

bound of concentration range) d−v− = log(2)/C− by the value x−∆N .

Figure 7.8: Construction of an assay. The number 2∆Nx+1 determines all the compartments

that carry useful information about C∗. If one takes all these compartments into account (the

whole active stripe) then the precision depends only on the value of x. Further, as the above is

true for any value of v0 (i.e. for any C∗) and since the geometric progression is self similar, if it

is wished to guarantee the same precision for all C's within a required range C ∈ (C−, C+), it

is enough to span the assay, keeping the required x and the required 'margins' of compartments

outside (d−v−, d+v+), with d+/−v+/− = log(2)/C+/−.

Finally, a complete design o an assay can be determined using the following equations. As use

explicitely as an input the requested dynamic range Ω = C+/C− and precision σmax of the

estimate E(C):

x = 1− ασβmax
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∆N = d∆Nxe = dγ(1− x)−δe

N = 2∆N + dlogx(1/Ω)e

d0v0 = log2 · x−∆N/C−

where α, β, γ and δ are positive constants:

α = 1.24, β = 1.9493, γ = 2.2815, and δ = 0.798.

7.3.2 Rational design of digital assays

The analytical expressions we derieved in previous section come from the close approximations

to Monte Carlo data, and they demonstrate how the precision of the assement depends on the

design of the active stripe and vice versa. They can be used for a practically wide range of

requested precision σmax < 0.89.

The procedure of designing the assays comprises the following steps:

1. calculation of N , ∆N and x for a given requested precision σmax and limits of the dynamic

range: C− and C+,

2. calculating the modulation factor d0v0 of the �rst compartment in the sequence using x

and ∆N , and

3. creating the geometric sequence of N compartments and volumes determined by: volume

divi = d0v0x
i for i = 1, . . . , N − 1.

7.3.3 Libraries

The gradation of the compartments x is usually much �ner than the precision of the estimate,

which can be formally expressed as x−1− 1� σ. Therefore, for the most precise assays, i.e. the

assays that provide the smallest relative standard deviation of the estimate, the quality of the

assessment stems just from a large number of compartments used, rather than the �ne gradation.

What is more, this �ne gradation (i.e. x > 0.95) can be technically challenging to perform. A

resonable solution is to use coraseer gradation, but supplement each compartment with a set

of copies with the same parameters {dici}. The sets of identical compartments will be called

libraries. This scheme is similar to the multi-volume assays described in previous chapter and

some state-of-art solutions, including a SlipChip device [5�7].
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Formally, each partition characterized by the dilution factor di and volume vi can be prepared

N ′i times, increasing the number of partitions of the assay up to Ntot =
∑N−1

i=0 N ′i . Also, the

de�nition of a microstate changes; now it is de�ned as a set of ratios of positive compartments

in each library divi instead of being just a collection of binary values.

If al the libraries contain the same number of compartments N ′, the standard deviation σ of the

estimate E(C) simply scales with 1/
√
N ′. Therefore, for the request precision of the assessment

σmax the value of x can be calculated from the following equation:

x = 1− α(σmax
√
N ′)β.

This also allows tailoring the assays to the capabilities of laboratory equipment, i.e. designing

assays that provide a requested precision of the assessment, but use only a preferable gradation

x of the compartments: N ′(x, σmax) (the detailed instruction for the design of such assays is

given in the Appendix B).

The equations we derive here allow the trade-o� oetween the gradation x and the number of

copies of compartments N ′ (Appendix B).

Figure 7.9: (a) The algorithm allows to independently tune the standard deviation σ of the

estimate and the dynamic range Ω of the assay as a function of the parameters N and x. The

graph shows how σ and Ω depend on N and x and � vice versa � can be used to estimate N and

x for a given pair of σ and Ω. (b) In addition, for any chosen dynamic range, and precision, the

factor x of geometric progression of volumes can be interchanged with the number N ′ of copies

of the compartments.

7.3.4 Detailed description of precision-varied assays

Some applications of digital assays require the assessment that varies in precision for di�erent

concentration ranges. A digital assay we describe here can be tuned to meet this requirement. In
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order to provide di�erent precision of the estimate, the common ratio x of the geometric sequence

modulation factors has to be changed. If the dynamic range of concentration to be assessed

(C−, C+) is divided into j subranges(C−n , C
+
n ), the sequence of divi covering each subrange has

a di�erent common ratio xn, whereas:

For σmaxn < σmaxn−1 :

xn = 1− (σmaxn/0.8955)1/0.513,

∆Nn = d2.2815(1− xn)−0.798e,

Nn = 2∆Nn + dlogxn(C−n /C
+
n )e,

dn0vn0 = log(2)x−∆Nn
n /C−n .

For σmaxn > σmaxn−1 :

xn = 1− (σmaxn/0.8955)1/0.513,

∆Nn = d2.2815(1− xn)−0.798e,

Nn = ∆Nn + ∆Nn−1 + dlogxn(C−n /C
+
n )e,

dn0vn0 = log(2)x
−∆Nn−1

n−1 /C−n ,

where C− is the lower limit of the dynamic range of concentrations,

C+ is the upper limit of the dynamic range of concentrations,

C−n is the lower limit of the n-th subrange,

C+
n is the upper limit of the n-th subrange,

σmaxn is precision of the estimate E(C) in the n-th subrange,

n is the number of subrange, and

i is the number of compartment of an assay.

7.4 Performance of Rational Digital assays

The design we present here is a powerful analytical tool. It allows an independent tuning of dy-

namic range and precision (Fig. 7.9a). The number of compartments required for the assessment
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is dramatically lowered: the assays require orders of magnitude less compartments than the clas-

sic digital assays to cover a given, requested dynamic range Ω with precision σmax. For example,

in order to cover the dynamic range Ω = 104 or Ω = 107 using single-volume digital assays, one

needs N = 2 · 103 or N = 2 · 103 compartments respectively. However, if the level of precision

σmax = 50% is satisfactory, the same dynamic range Ωs can be assessed with just N = 35 or

N = 47 compartments. If bettter precision of the estimate is expected, (e.g. σmax = 25% or

σmax = 10%) N = 140 and N = 795, or N = 192 and N = 1120 test-volumes are required.

The method we described here can be used to design exemplary digital assays that provide:

1. moderate precision of the assessment within a wide dynamic range, using a small numer of

compartments (e.g. Ω = 109 with σmax = 50% with N = 65),

2. high precision of the assessment within a wide dynamic range (e.g. Ω = 109, σmax = 10%,

N=1615), or

3. high precision of the assessment within a narrow dynamic range, again using a small number

compartments (e.g. Ω = 103 o�ering σmax = 30% can be realized with N = 80 and o�ering

σmax = 10% with N = 631).

7.4.1 Information loss caused by not tracking the compartments

So far we used the concept of a microstate, i.e. the combination of positive and negative sig-

nals coming from identi�able compartments, for the analysis. This requires the tracking of the

compartments during the ampli�cation, which is an additional complication compared to classic

digital assays, where the tracking is not needed. However, the algotirhms presented in this chap-

ter can be also used with non-identi�able compartments. This is associated with some loss of

the information stemming from the fact that there no linking between the signal and respective

compaerments. Fortunately, this loss of information is relatively small and can be qunatitatively

determined. Fistly, we can observe that the probability of observing a given sum of positive

signals equals the sum of probabilities of all the microstates comprising the same number of pos-

itive compartments. Secondly, the biggest input to this sum of probabilities, which dominates

the �nal result, is given by by the most probable microstates, which are also most regular (for

example, in a simple assay shown in Fig. 7.5b the contribution of the most probable microstate

is more than 60% of the �nal outcome).
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Figure 7.10: The performance of the assays designed to provide the requested precision of

the assessment for a given range of concentrations using both microstate analysis and summa-

tion of positive signals. Graphs (a-d) show the precision provided multivolume assays (all the

compartments have di�erent volume and dilution products) designed for the assessment with

σmax = 0.2 in the range of concentrations C ∈ (10, 105), i.e. Ω = 104 (a, b), and concentrations

C ∈ (10, 107), i.e. Ω = 106 (c, d). Graphs (e-h) show the precision provided assays (comprising

sets, each containing 10 identical compartments) designed for the assessment with σmax = 0.1 in

the range of concentrations C ∈ (10, 105), i.e. Ω = 104 (e, f), and concentrations C ∈ (10, 106),

i.e. Ω = 106 (g, h). Graphs (i-l) show the precision provided assays (comprising sets, each con-

taining 20 identical compartments) designed for the assessment with σmax = 0.1 in the range of

concentrations C ∈ (10, 105), i.e. Ω = 104 (i, j), and concentrations C ∈ (10, 107), i.e. Ω = 106

(k, l). Red data points represent the results of Monte Carlo simulations for microstate analysis

and blue data point represents the results of Monte Carlo simulations for summation analysis.

Black lines shows the requested value of σmax and gray regions represent dynamic ranges of the

assays.

Concerning these observations, we can conclude that the precision of the assessment provided by
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an assay operated on the sum of signals from unidenti�able compartments is only slightly lower

than the precision of the estimate provided by assays based on the microstate.

We determined quantitatively the drop of precision of the assessment for the situation when the

tracking of the compartments is not available, by the means of numerical calculations. For a set of

active stripes, we compared the precision of the assessment with the tracking of the compartments

σmax (used as an input in design formulas) with the numerically established precision σK of the

assessment without the tracking of compartments. The relation between the two parameters

σK(σmax) is can be closely approximated. For σmax < 0.55, this function is linear and equals

σK ≈ 1.023σmax + 0.021. Therefore, the design formulas of an assay for the assessment based on

the sum of positive signals instead of a microstate are qualitatively the same, but the term σmax

is replaced by 0.978σmax−0.02. The performance of assays based on microstates and summation

of positive signals is given in Fig. 7.10.
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Figure 7.11: The comparison between the analysis based on the microstate of the assay and

sum of positive compartments (macrostate of the assay). (a) The precision provided by an assay

for summation approach as a function of the precision provided by microstate approach. The red

line shows 1:1 relation. The precision σK of the assessment based of summation approach was

calculated for a set of active stripes designed to provide the assessment with requested precision

σmax for microstate approach. For a wide range of values of precision σK is a linear function of

σmax (b) and can be determined as σK ≈ 1.023σmax + 0.021. (c) The loss of information due to

not tracking the compartments translates into a slightly higher number of compartments needed

to assess the initial concentration with the same precision. The graph shows the comparison

between the number of compartments needed to assess concentration with the required precision

σmax in the range of concentrations Ω = 104 (red lines) and Ω = 106 (blue lines) using both

microstate (dotted lines) and summation (continuous lines) approaches.

In conclusion, the information loss is relatively small. Therefore, in order to keep a precision of

the assessment for microstate analysis, the necessary increase the number of compartments is

usually much smaller than 100% (Fig. 7.11c). Practically, for many applications, it seems to be

easier just to double the number of compartments and alleviate the need to track them, especially

in micro�uidic systems which allow generating a large number of partitions, thermocycling them

together, and simply counting the number of positive compartments.

7.4.2 Resolution of the assays.

The procedure we described here enables the design of assays for a particular precision and

dynamic range. However, in many practical applications, it is useful to know the resolution of
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an assay, i.e. the ability of an assay to distinguish di�erent input concentrations, with a set

con�dence. Therefore, it is useful to assess the resolution of an assay. The resolution can be

determined as the smallest relative di�erence between the two concentrations that is noticed with

a given con�dence: 70% (1-fold resolution), 90% (2-fold resolution), or 95% (3-fold resolution).

The resolution of an assay is therefore closely related to the previously de�ned precision. The

1-fold resolution equals the change of the standard deviation, so the concentrations are distin-

guished with 70% con�dence. The 2-fold or 3-fold resolution requires the discrimination with

90% and 95% con�dence, or two or three standard deviations, respectively.

The performance of an analytical assay can be assessed using many parameters. One of the

possibilities is the precision σ(C) of the estimate, i.e. the relative standard deviation, which

is used in this work. Another is the accuracy of the test, which is determined by the spread

of outputs, i.e. the values of concentrations calculated from the set responses of the assay

for a constant input concentration. Hence, it determines the repeatability of the assay. The

distribution of outputs values (δ(C)) yielded by the assay for the same input concentration can

be calculated numerically using Monte Carlo simulations. Also, we can determine the relative

di�erence between the input and calculated concentration γ(C).

We carried the analysis of the performance of digital assays designed the formulas derived in

previous sections. The tested assays were design to cover the dynamic range Ω = 106 and

provide the precision of the assessment varying in the range σ(C) ∈ (15%, 50%) (Fig. 7.12).
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Figure 7.12: (a) The spread δ(C) of the output values E(C) given by the same assay for the

same concentration of the analyte may be used to determine the precision of this assay. The

precision of the assay designed using the rational digital PCR algorithm was tested for assays

with σ(C) ∈ (15%, 50%) via Monte Carlo simulations. The simulations were run 10000 times

for each value of concentration for each assay design. The values of the spread are close to

predetermined values of σ(C), which means that the precision of assay δ(C) can be determined

using the precision σ(C) of the estimate of the concentration. (b) The di�erence γ(C) between

the estimate of concentration E(C) calculated from the state of the assay and the real value

of concentration C is another useful factor that characterizes the accuracy of this assay. The

accuracy of the assay designed using the rational digital PCR algorithm was tested for assays

with σ(C) ∈ (15%, 50%) via Monte Carlo simulations. The simulations were run 10000 times

for each value of concentration for each assay design. For the majority of assays, the values of

the accuracy are lower (E(C)) is closer to the real value of (C) than the predetermined values

of σ(C) and are constant for the whole dynamic range of the assay.
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7.5 Complete list of design protocols

Figure 7.13: Block diagram for e�ective design of the assay depending on the method of

analysis and technical means of partitioning of the sample. If it is possible to construct a

device that can track all the compartments during ampli�cation and readout (assays designed

for practical purposes can comprise up to hundreds of compartments), the optimal assay would

be designed using instructions for identi�able compartments. Otherwise, the user should use the

protocols that describe the assays comprising non-tractable compartments . Although assays

with the smallest number of compartments are designed using instructions for �ne gradation

of compartments, they may be challenging in the execution of the �ne gradation of volume

or dilution factors of compartments (the common ratio of the sequence of volume or dilution

of compartments is close to unity). To overcome this di�culty, the user can set the �nest

(optimum) gradation achievable using available equipment (i.e. set the maximum value of the

common ratio of the sequence of volume or dilution of compartments) and enhance the precision

of the assessment by making sets of copies of each compartment (libraries).

The algorithms that we described in this chapter provide the formula for the partitioning of

the sample for assays that assess the concentration within a requested dynamic range with a

requested precision. The digital assays designed using the algorithms can be divided into four

groups by di�erent design protocols, depending on the method of analysis (identi�able and non-

identi�able compartments) and technical possibilities for the preparing of the partitions (i.e.
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limitation in the minimum dilution factor). The procedure of choosing the right design protocol

is based on a set of decisions visualized in Fig. 7.13 and concerns:

• tracking of the compartments during ampli�cation (tracking of the compartments increase

the information gain from the outcome of the assay, although it may be experimentally

challenging), and

• gradation of the modulation factor (the optimum value determined using the formulas for

assay design might be too close to unity and therefore di�cult to obtain; hence, one can

input the limitations on the gradation of modulation factors, which provides design of an

assay with more compartments, but easier to realize in practical conditions.

7.6 Experimental and numerical veri�cation of Rational Digital

algorithm

7.6.1 Numerical veri�cation of the algorithms.

We veri�ed the design of digital assays presented here whether it meets the requirements concern-

ing the precision of the assessment and dynamic range and compared to state-of-art multivolume

digital assays [5�7]. In the Fig. 7.14b-d the performance of a set of assays is shown. The assays

are designed to cover the dynamic range of Ω = 7650, providing the precision of the assess-

ment σmax = 17%, similarly to the state-of-art multivolume design described by Kreutz [5] (Fig.

7.14a). The design described here o�ers more uniform precision in the whole dynamic range and

uses fewer compartments comparing to Kreutz's solution (N = 348,360 or 350, depending on the

design). Using the same number of compartments, it is possible to design an assay providing the

precision improved to σmax = 11% (Fig. 7.14e-f).
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Figure 7.14: Comparison of the performance of assays designed using the described protocol

and state-of-art method (Kreutz et al. Slip Chip design [5�7]). The comparison was done via

grand canonical Monte Carlo simulations. The SlipChip assay [5] slightly overestimates the

dynamic range and underestimates the precision in a fragment of the dynamic range. The

distribution of precision is not �at (it is equal to 8% in the middle of the declared dynamic

range and more than twice that at both ends). Our model allows designing an assay that covers

the same declared dynamic range (Ω = 7650) and precision (σmax = 17%) using nearly twice

fewer compartments (350) with a �at pro�le of precision, exactly as requested. The design of

SlipChip [5] can also be improved by using the same number of 640 compartments and providing

a uniformly precise estimate (σmax = 11%) over the entire requested dynamic range.
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Figure 7.15: Numerical veri�cation of the algorithm. (a, b) an assay built with N = 45

compartments with x = 0.68 and declared Ω = 106 and σmax = 50%, (c, d) N = 297, x = 0.95,

Ω = 106 and σmax = 15%, (e, f) N = 65, x = 0.68, Ω = 109 and max = 50%, (g, h) N = 422,

x = 0.95, Ω = 109 and σmax = 15%. For each assay 10,000 trials were done with random

input concentration Cinput ∈ (C−, C+). The relation between the input concentration and

concentration calculated from the assay response is shown (a, c, e, g) as the distribution of the

precision of the concentration estimation (b, d, f, h).
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7.6.2 Experimental veri�cation of the algorithms.

We also veri�ed experimentally the performance of the assays(Fig. 7.16 and Fig. 7.17). A set

of N = 16, 32, 48 and 96 compartment assays were designed. Each of the assays was meant to

provide the assessment within the dynamic range Ω = 104. The precision σmax varied from 70%

to 30%. The results were compared with Monte Carlo simulations. The experimental results, as

well as numerical veri�cation, prove that the performance of the assays agrees with analytical

predictions.

Figure 7.16: Experimental veri�cation of a 16-compartment digital assay. (a) The estimated

concentration of DNA as a function of known input concentration. Each data point is averaged

over 12 runs of the assay and error bars indicate the standard deviation of the estimates. The

solid line is a power �t to the results. The gray lines indicate the region of expected outputs

of the digital assay, given by nominal input concentration plus/minus one standard deviation.

The green region marks the dynamic range. The circles mark the output of the digital assay

when all the signals were either positive or negative indicating the concentration that with 95%

con�dence is higher (lower) than Cinput. (b) The standard deviation of the estimates with the

solid line showing the expected value within the dynamic range. The assays are shown in Fig.

7.16 and in Fig. 7.17 are designed to cover the same dynamic range with a di�erent precision of

the assessment. This feature is accomplished by changing (i.e. increasing, for better precision)

the number of copies of each compartment. Fig. 7.16, shows the performance of an assay that

has only one copy of each compartment, while Fig. 7.17 shows the performance of the assays

comprising 2, 3 or 6 copies of each compartment. The common ratio of the sequence of products

of volume and dilution ratios are the same.
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Figure 7.17: Experimental veri�cation of the algorithm. (a, c, e) The estimated concentration

of DNA as a function of known input concentration used in the experiments. Each data point is

an average of the number of independent runs of the same assay design for each concentration

value (e.g. for 32-partition assays, the data point is an average over 6 results, for 48-partitions

assays an average over 4 results, and an average over 2 results for the 96-partition assays). Error

bars indicate the standard deviation of the estimate, calculated over the set of results, drawn as

one standard deviation away from the point (i.e. corresponding to the 68% con�dence interval).

The solid black line is a power �t to the averaged results. The gray lines indicate the region of

expected outputs of the digital assay, given by nominal input concentration plus/minus one stan-

dard deviation expected from the assay. The green-shaded region marks the designed dynamic

range of the assay. Black circles mark the output of the digital assay for the situation when

all the compartment yield positive signal (left side of the graph) or all the compartments yield

negative signal. These data points indicate that with 95% probability the input concentration

was higher (for all positive) or lower (for all negative) than the value marked. For these cases,

the standard deviation is not calculated. (b, d, f) Standard deviation of the estimates from

our algorithms as a function of the input concentration, while the black solid line marks the

expected standard deviation for a given digital assay, within the dynamic range (again, marked

with the gray shade).
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7.7 Summary

In this chapter, we presented the algorithm for designing optimized multivolume digital assays.

They require orders of magnitude fewer partitions to cover the same dynamic range compared to

single-volume digital assays and allow to tune independently key parameters of the assessment.

It bene�ts from the optimized use of information provided by the analysis of all the possible

stochastic realizations of digital assays.

Moreover, it is possible to design assay that provides di�erent precision of the assessment for

di�erent sub-ranges of the dynamic range, which can be useful in cases where there is no need

for precise assessment of very high and very low concentrations, but the exact estimates are

clinically informative for intermediate concentrations.

The technical requirements of the digital assays are minimized thanks to a drastic reduction of

the number of partitions needed for the assessment. Moreover, the design protocol can be tailored

depending on the method of analysis and technical means of partitioning of the sample. Such

features are important for the popularization of digital techniques for the reference-free, absolute,

quantitation of DNA and increase the availability of digital PCR and digital immunoassays.

This is also the reason why digital methods may be used more frequently in the quantitative

identi�cation of viral and microbial pathogens in the Point-of-Care applications.
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Chapter 8

Synergistic analogue-digital design of

quantitation assays

8.1 Introduction

The existing methods of quantitative PCR present complementary features, that have not yet

been combined. The analog real-time PCR techniques o�er relatively facile handling of samples.

The sample is typically mixed with the PCR kit into one well. The increase of the real-time

�uorescent signal is then compared with a calibration curve obtained from a reference sample.

The method o�ers high information gain via analog resolution of the signal yet relies heavily on

calibration - an e�ect that may introduce signi�cant errors in accuracy of the result. The digital

assays alleviate the need for calibration, yet due to the intrinsically low (binary) information

content of the signal from any single partition, the classic digital assays that use identical com-

partments require large numbers of them. While the number of required partitions of the sample

in a digital assay can be minimized while using only binary (yes/no) signals, further reduction of

the number of partitions of the sample or, alternatively, an enhancement of the precision of the

assessment, can be obtained via a synergistic analysis of both the digital and analogue signals

recorded on a real-time PCR instrument.

In this chapter, we present how the combination of the digital and analog information provides for

absolute quantitation with adjustable resolution. Also, we give the description of the procedure

and derive a prescription for designing synergistic digital-analogue PCR assays and for analyzing

the results.

http://rcin.org.pl



8.1. Introduction 95

The analog-digital method that can be executed on standard real-time PCR devices is presented.

The method synergistically combines the advantages of the real-time and of the digital PCR

and bypasses their drawbacks. The protocols described here provide for a small number of

partitions in comparison to digital techniques and for absolute quantitation, therefore they are

not in�uenced by the change of details of reaction procedure (i.e. change of the bu�er in the

isolation protocol or aging of reagents). In the synergistic PCR scheme, the digital signals auto-

calibrate the measurement while the analog measurements re�ne the estimate of concentration.

There is also listed a practical recipe how to design the assay for the required dynamic range and

precision of the estimate, and how to analyze the signals to extract the estimate of concentration.

It is demonstrated that it is possible to:

• execute digital assays on standard real-time PCR devices, and to

• synergistically extract the advantages of the analog and digital schemes.

Figure 8.1: A scheme of the analytical procedures. (a) Digital and analog real-time PCR

assays. Digital assays require the division of the sample into a large number of partitions, even

thousands to millions, but they provide assessment without calibration. Real-time assays require

only one partition but need calibration using standardized samples to give an absolute result.

(b) Synergistic assays described in this paper require simpli�ed partitioning of the sample - only

tens of non-identical partitions are needed - and provide absolute assessment without calibration.

In previous chapters, we described and thoroughly investigated an alternative technique called

digital PCR. Digital assays o�er an absolute and calibration-free assessment of the concentration.

However, they require complicated partitioning of the sample into a large number of partitions.

However, in Chapter 7, a method for optimization of information gain from digital signals and
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for an optimum (rational) design of assays that minimizes the number of compartments required

to obtain a given precision over a requested dynamic range was presented. The protocol o�ers

dramatic reduction (by orders of magnitude in comparison to classic digital methods) of the

number of partitions. These end-point digital assays could be run on real-time PCR devices that

use the strips (32) or (96, 192 or 384) well plates.

8.2 Mathematical routines

The discussion in this chapter focuses on the application of digital methods to the real-time

PCR assays. Digital assays provide only a qualitative information from a single test-volume (i.e

the yes/no answer, usually called digital) on whether at least a threshold amount of particles

(threshold concentration) m ≥ mtr was present in the said test-volume (which is re�ected by

a positive signal). To extract this information, the test-volumes are inspected for the presence

of signal after a large number of PCR cycles has been performed (i.e. an end-point signal). In

the synergistic assays, the iterative measurements of the signal from test-volumes are performed

(real-time readout). Similarly to real-time PCR assays, the number of the cycle after which an

inspected test-volume yields signal higher than the threshold is collected.

Therefore, in the synergistic scheme, the information from digital and analog readouts are col-

lected and used to improve assessment of the concentration of the analyte.

8.2.1 Analytical model of one compartment of the assay - combination of the

real-time and the digital measurement

The analysis of the behavior of synergistic assays starts similarly to the analysis of rational digital

assays given in the previous chapter. It is assumed that the sample contains a stable and uniform

solution of the molecules of the analyte. Therefore, the expected number of molecules to be found

in a single partition depends only on the parameters of the partition: E(m) = Cdv, where C is

the concentration of the analyte, and v and d are the parameters of the partition: the volume

and the dilution, respectively. Because the distribution of the target molecules is not dependent

on any other parameters (i.e. time, temperature, the size of target molecules), the probability

of �nding a given number z of molecules in this partition is given by the Poisson distribution:

p(m) = e−CdvCdvm

m! . This provides the analytical formulas for the probability density function

that a given initial concentration of the analyte has caused the positive signal yielded by the
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partition: ρi(C) = 1− e−Cdivi
∑mtr−1

j=0 (Cdivi)
j/j!, while the negative signal yielded is translated

into another probability density function ρi(C) = e−Cdivi
∑mtr−1

j=0 (Cdivi)
j/j!. If the threshold

number of molecules equals one mtr = 1, which is usually the case for PCR, the positive signal

from a partition can be calculated represented with the function ρi(C) = 1− e−Cdivi , while the

negative signal is represented by: ρi(C) = e−Cdivi . It is worth mentioning, that both probability

density functions reach the value 1/2 for the concentration that is determined solely by the

parameters of the partition. In this case, it equals C∗ = log(2)/(vidi).

The above-mentioned probability functions determine the conditional probability of obtaining

a recorded outcome of an assay (microstate) for a given concentration. However, the aim is to

assess the initial concentration given the recorded microstate, therefore the said probabilities

have to be inverted.

The inverse probabilities concerning two events can be related using the Bayes' theorem. Here,

the input conditional probability is p(s|C), and the expected output is the probability distribu-

tion of concentrations C yielding the signal s: ρ(C|s). If s has a discrete character, and C is

continuous, the distribution ρ(C|s) is given by:

ρ(C|s) = p(s|C) · f(C)/p(s),

where f(C) is the distribution of C. Here, this distribution is unknown because it was assumed

that no prior knowledge about concentration is given, therefore f(C) is constant in the arbitrary

bounds, i.e. f(C) = 1/C∞, for the range C ∈ (0, C∞). The function p(s) is the total probability

of obtaining a signal s for any concentration and can be given as p(s) =
∫ C∞

0 p(s|C)f(C)dC.

Finally, since f(C) = const, the distribution of concentration ρ(C|s) can be written as:

ρ(C|s) = (p(s|C) · f(C))/

∫ C∞

0
p(s|C)f(C)dC = p(s|C)/

∫ C∞

0
p(s|C)dC.

8.2.2 Analogue signals - di�erence in time determines the ratios of numbers

of molecules

As we mentioned earlier, the assessment in the synergistic scheme requires a real-time measure-

ment of the signal yielded by the test-volume to determine the number of the cycle after which

the signal reaches a higher level than a given threshold, which is usually unknown.

The real-time (analog) measurement allows assigning a real number of cycle (cti) to the i-th

compartment which yielded positive signal. Knowing the cycle numbers of any two compartments

allows calculating the ratio of numbers of molecules initially present in the two compartments,
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i.e. mi/mj = qcti−ctj , where mi and mj are the initial numbers of molecules of the analyte found

in the two compartments, and q is the ampli�cation factor q = 1+E. However, the measurement

of cycle numbers provides only the ratio of the numbers of molecules of the analyte, without the

absolute quantitation. This is the reason why classic real-time PCR assays require calibration

for the assessment.

In the synergistic scheme, this requirement is omitted. Here, the collection of digital signals

is used for the initial auto-calibration, and then the assessment of the initial concentration is

re�ned using the cycle numbers cti recorded from the positive compartments. The source of the

re�nement is the change of probability density functions used to interpret the positive signals,

using information from real-time (analog) readout. In essence, the hypotheses on the threshold

numbers of target molecules in positive compartments are changed, i.e. mi > 1.

Practically, from the set of recorded cti values yielded by positive compartments, we choose the

highest one (the corresponding compartments will be indexed ω). This compartment initially

contained the smallest number of molecules of the analyte.

It is assumed that in the reference (ω) at least a threshold number of molecules of the analyte

was present, i.e. mω ≥ mtr. Therefore, the i-th compartment contained, which yielded real-

time signal cti, contained at least mi = mωq
ctω−cti target molecules instead of mi ≥ mtf .

E�ectively, this is represented by the shift of the sigmoidal probability density functions ρi(C) =

1 − e−Cdivi towards the actual concentration. As a result, the precision and accuracy of the

assessment is improved thanks to the improved probabilistic interpretation of the result of the

assay: P (s0, s1, . . . , sN−1|C) =
∏N−1
i=0 ρ(si|C).

In essence, the methodology that we present here changes the threshold number of molecules of

the analyte contained by any of the positive compartments from mi ≥ 1 to mi ≥ A, where the

threshold value A = q∆cti is determined using the collection of {cti} readouts (Fig. 8.3a). The

new sigmoid functions for di�erent thresholds di�er in shape, although this change can be easily

calculated analytically. As they are qualitatively similar, the concept of active stripe presented in

the previous chapter can be used to derive the formulas for the synergistic assay design. Again,

in order to provide the constant precision of the assessment in the whole dynamic range, the

products of volume and dilution divi of the compartments should be arranged in a geometrical

sequence, the parameters of which depending solely on the required precision and dynamic range.
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8.2.3 Information content of a synergistic signal

The observation that an inspected compartment contained (or not) at least a threshold number

of target molecules yields some probabilistic information about the initial concentration C. We

can write the probability density function that represents the positive signal recorded as:

ρi(C|mi ≥ mtr) = 1− e−Cdivi
∑mtr−1

j=0 (Cdivi)
j/j!.

In the simplest case, i.e. mtr = 1:

ρi(C|mi ≥ mtr) = 1− e−Cdivi .

The observation of a negative signal can be represented with another probability function:

ρi(C|mi < mtr) = e−Cdivi
∑mtr−1

j=0 (Cdivi)
j/j!.

If mtr = 1, this probability equals ρi(C|mi < mtr) = e−Cdivi . As was described qualitatively in

previous sections, if the threshold number of molecules increases thanks to the real-time readout,

the resulting probability function is shifted towards the actual value of concentration. Also, the

characteristic concentrations C∗ is shifted (Fig. 8.2a). However, it still depends solely on the

parameters of compartments.

The quantitative measure of the information gain assessed with the readout from the inspected

compartment (Bernoulli trial) can be determined with tools provided by the Information Theory.

One of the measures applicable here is the Shannon EntropyH =
∑

i pilog(pi), where i indexes all

the possible possible outcomes (in this case, there are only two outcomes: positive and negative;

Fig. 8.2b).

Ideally, the digital PCR provides the 100% e�ciency of ampli�cation of even very minute

concentrations of the analyte in the given compartment. With this assumption, the informa-

tion gain measured by the Shannon Entropy H reaches its at the characteristic concentration

C∗ = log(2)/(vidi). The information gain is highest for concentrations close to the characteristic

concentration, where p(s = 1|C = C∗) = 1/2 (Fig. 8.2a), and much lower for 'far' concentrations

(i.e. much smaller or much larger).
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Figure 8.2: (a) Probability p(s = 0|C) (grey line) of not �nding any target molecules in a

test-volume (negative digital signal s = 0) and probabilities p(s = 1|C) (blue lines) of �nding

at least a threshold number of molecules in a test-volume (positive digital signal s = 1). For

digital PCR, the threshold number of molecules is typically equal to one (m ≥ 1). Using

synergistically information from digital and analog readout, one can interpret positive signals as

the threshold number was higher, which e�ectively shifts the probability functions towards the

real value of initial concentration. Bayesian formalism translates the signal into probabilistic

information ρ(C|s = 0) and ρ(C|s = 1) on C, later used for the more precise calculation

of the estimate of initial concentration. (b) The Shannon (binary) Entropy function Hb (p)

quanti�es the information gain from a single Bernoulli trial (i.e. a test with that provides

only a positive/negative answer). Each trial provides most information at a speci�c value of

concentration C∗i , which depends solely on the volume and dilution of a test-volume divi, and a

threshold number of moleculesmtr (i.e. formtr = 1, C∗i = log(2)/(divi). (c) Measurement of the

real-time signal. In the real-time PCR, the level of signal (i.e. �uorescence) that is proportional

to the number of copies of the amplicon in the compartment is measured at prede�ned time

intervals, preferably at the end of every PCR cycle. The procedure returns an approximation

(or estimation) of the real (non-integer) number of the cycle at which the signal from a given

compartment crosses the pre-set threshold. Such identi�ed threshold cycle number corresponds

to a given, �xed (unknown, but same for all positive compartments) number of copies of the

amplicons in that compartment. This allows using simple calculations to determine the ratios

of initial numbers of molecules in these compartments as a function of their threshold cycle

number cti.
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Figure 8.3: (a) The e�ect of using real-time signal. (a) a set (assay) of compartments with

geometrical sequence of modulation factor divi. Larger compartments yield positive digital sig-

nals while the other yield negative digital signals. (b) Digital signals from compartments can

be used to determine the probability density function of the concentration of the analyte that

caused such state of the assay. (c) If the digital measurement is accompanied with analogue

measurement, sigmoidal functions of probability for positive compartments can be shifted to-

wards the real value of concentration. Hence, they all contribute to the estimation of initial

concentration and provide for higher precision. (d) The new probability density function of

concentration can be calculated, which is narrower than the function based solely on digital

measurement, and therefore provides higher precision (lower relative standard deviation) of the

estimate of concentration.

8.3 Derivation of analytical formulas for assay design

8.3.1 The architecture of the synergistic assay

We start the considerations that lead to the formulation of the design of a synergistic assay

from the concept of active stripe, which we described in the previous chapter. It determines the

number of compartments that actually particitapte in the assessment of the initial concentration

and contribute signi�cantly to the information gain. Again, we can observe that the probability

density functions related to the outcomes from assay's compartments are centered (i.e. the

probability equals 1/2, and the information gain is maximum) at characteristic concentrations

that depend on the parameters of compartments (volume and dilution), and thershold number of

target molecules. Therefore, only a fraction of the compartments take part in the assessment; the

rest is too 'far' to provide signi�cant information (the probability functions given in Fig. 8.3a).

This means that highly diluted, or very mall compartments provide no signi�cant information

about small concentrations, as they are always negative, and large (or less diluted) comparments
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are not useful in the assessment of high concentrations, as they are alwas positive. The fraction

of compartments of an assay that actually provide useful information about initial concentration

C is called the active stripe. The parameters of the active stripe have to be determined in order

to provide the design of a synergistic assay and test the methodology presented in this chapter.

8.3.2 Derivation of analytical formulas for assay design

The vital point of the derivation of design formulas is �nding the gradation of the geometric

sequence of mudulation factors (i.e. the products of volume and dilution) of the compartments

constituting a synergistic assay. The gradation, i.e. the common ratio x of the geometric sequence

should be an unambiguous function of the requested precision of the assessment.

The analysis starts from centering an assay on a known input concentration Cinput, i.e. seetting

one compartment d0v0 = log(2)/Cinput (which is equvalent to setting C∗0 = Cinput). Then, the

compartment is assissted with a number ∆N of additional compartment at each side (i.e. adding

a number ∆N of larger/less diluted compartments and ∆N smaller/more diluted compartments).

Their modulation factors are arranged in a geometric sequence with the common ratio x =

di+1vi+1/divi. The probability that an inspected compartment yields a positive signal depends

on the volume and dilution of the said compartment: pi(∆cti|C) = e−Cdivi
∑mi−1

j=0 (Cdivi)
j/j!

(Fig. 8.2). The useful information about the initial concentration is provided by the subset of

compartments surrounding the central one that belong to the active stripe. For a �xed value of

x, adding more compartments to the assay, i.e. increasing the number ∆N allows to improve

the quality of the assessment (i.e. lower the standard deviation of the estimate), although this

improvement is limited. At some point, adding more and more compartments does not improve

the quality of the assessment because the compartments are too small or too large to provide

any useful information about Cinput. Hence, the precision of the assessment σ(C) saturates at a

limit lim∆N→∞σ(x). This limit depend only on the common ratio x.

We can approximate the relation between the value at which the precision saturates lim∆N→∞σ(x)

and the common ratio x in a practically wide range with a function: lim∆N→∞σ(x) = ax2−bx+c,

where a = 0.439, b = 1.3458 and c = 0.9960. For the design formulas, the limit lim∆N→∞σ(x)

has to be replaced with the reqired precision of the estimate σmax and the whole equation has

to be inverted. This results in the formula that determines the common ratio x of the geometric

sequence of compartments as a function of σmax only:

x = ασ2
max + βσmax + γ.
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Then, having established the analytical formula for the common ratio x, what remains to be

determined is the number ∆Nx of compartments belonging to the active stripe. It equals the

lowest integer ∆N for which the standard deviation σ(∆N) reaches minimum. In other words,

the derivative of σ(∆N) with respect to ∆N equals zero. In this analysis we calculated the

value ∆Nx numerically, therefore it was set that the derivative should be no more than 1/1000.

Again, the values of ∆Nx can be closely approximated with a simple analytical function: ∆N =

d∆Nxe = dδσ−2
maxεσ

−1
max − φe.

At this point, the analytical formulas allow to design an assay that provides the requested

precision of the assessment. The estime E(C) should be provided within the requested dy-

namic range of concentrations. As the geometric sequence of modulation factors of compart-

ments is self-similar, it is enough to span the previously de�ned active stripe by adding a nu-

mer of compartments arranged in the same geometric sequence to cover the requested range

of concentrations C ∈ (C−, C+). Also, the 'margins' of the compartments (d−v−, d+v+), with

d+/−v+/− = log(2)/C+/−) outside the dynamic range have to be kept in order to provide the

precision of assessment at both ends of the dynamic range.

Finally, in order to design a synergistic assay that provides the assessment of the initial concen-

tration with a requested precision σmax within the requested dynamic range Ω = C+/C−, it is

enough to follow a simple recipe that uses a set of analytical equations. The requested dynamic

range Ω = C+/C− and precision σmax of the estimate are used as an input:

x = ασ2
max + βσmax + γ

∆N = d∆Nxe = dδσ−2
maxεσ

−1
max − φe

N = 2∆N + dlogx(1/Ω)e

d0v0 = log(2)x−∆N/C−

with α, β, γ, δ, ε and φ being positive constants:

α = 0.5540, β = 1.6504, γ = 1.1135, δ = 2.0533, ε = 1.3220, and φ = 1.9601.

8.3.3 Designing synergistic PCR assay

The formulas determining the parameters of the sequence of compartments, i.e. x and ∆N , are

derieved using close approximations to the numerical data. Therefore, the equations are useful

for a practically wide range of requested precision σmax ∈ (0.06, 1). Still, we can improve the
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quality of the assessment (i.e. the standard deviation of the extimate can be lowered) by using a

number of copies of each compartment. This sets of copies of compartments are called libraries.

The recipe for a synergistic library design is given in detail in the following sections and Appendix

C.

Finally, the equations we list earlier allows designing a synergistic assay in the following steps:

• determining the parameters of the sequence of compartments: x, N and ∆N for a requested

precision σmax of the assessment and dynamic range Ω = C+/C−,

• determining the modulation factor of the �rst compartment in the sequence: d0v0, and

• determining a geometric sequence of modulation factors, which comprises N terms divi =

d0v0x
i for i = 0, . . . , N − 1.

The step-by-step instructions for the design of synergistic assay and the instructions for the

analysis of the outcome of such assays are given in the Appendix C.

8.3.4 Detailed decription of precision-varies synergistic assays

Some diagnostic applications of analytical assays require the assessment with varied precision

in di�erent concentration subranges. The design of a synergistc assay can be tuned to meet

such requirement. In order to provide di�erent precision of the estimate, we have to change

the common ratio x of the geometric sequence modulation factors. If the dynamic range of

concentration to be assessed (C−, C+) is divided into j subranges(C−n , C
+
n ), the sequence of divi

covering each subrange has a di�erent common ratio xn, whereas:

For σnmax < σn−1max:

xn = ασ2
max + βσmax + γ

∆Nn = d∆Nxe = dδσn−2
maxεσn

−1
max − φe

Nn = 2∆Nn + dlogxn(1/Ω)e

d0nv0n = log(2)x−∆Nn
n /C−

with α, β, γ, δ, ε and φ being positive constants:

α = 0.5540, β = 1.6504, γ = 1.1135, δ = 2.0533, ε = 1.3220, and φ = 1.9601.
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For σnmax > σn−1max:

xn = ασ2
max + βσmax + γ

∆Nn = d∆Nxe = dδσn−2
maxεσn

−1
max − φe

Nn = ∆Nn + ∆Nn−1 + dlogxn(1/Ω)e

d0nv0n = log(2)x
−∆Nn−1

n−1 /C−

with α, β, γ, δ, ε and φ being positive constants:

α = 0.5540, β = 1.6504, γ = 1.1135, δ = 2.0533, ε = 1.3220, and φ = 1.9601.

Where C− is the lower limit of the dynamic range of concentrations,

C+ is the upper limit of the dynamic range of concentrations,

C−n is the lower limit of the n-th subrange,

C+
n is the upper limit of the n-th subrange,

σn is precision of the estimate E(C) in the n-th subrange,

n is the number of subrange, and

i is the number of compartment of an assay.

8.4 Experimental and numerical veri�cation of the synergistic

alorithm

8.4.1 Experimental veri�cation of the synergistic assay

We compared the synergistic assays with purely digital single-volume assays [108] and multi-

volume assays described in the previous chapter by means of experimental and numerical data.

To test the performance of synergistic multivolume digital assays, we designed and tested a set

of N = 16 compartments. It is enough to build an assay that should cover the dynamic range

Ω = 104 and provide the precision of the estimate σ = 70% in the end-point (digital) scheme and

σ = 60% in the synergistic scheme, making it a promising tool for Point-of-Care applications.

We tested experimentally the performance of the assays for 12 input concentrations within and
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outside the dynamic range. Each experiment was repeated 12 times. We proved that the assays

o�er a linear response, i.e. the linear relationship between the input concentration and the cal-

culated concentration (Fig. 8.4a). Then, we supplemented the assays with sets of copies of each

compartment in order to improve the precision of the assessment (Fig. 8.5).

Figure 8.4: Comparison of the synergistic analogue-digital assay and current state-of-art dig-

ital methods. (a) Experimental results for 16-compartment multivolume digital (blue points)

and synergistic analogue-digital (red points) assays. The value of concentration calculate from

the outcome of the assay as a function of a real value of initial concentration is given. Data

point shows the averaged results from 12 runs of the assay. The error bars show the standard

deviation. The dynamic range of the assays is marked with the gray region. (b) The precision

of multivolume digital (blue) and synergistic analogue-digital (red) assays given as the relative

standard deviation of the estimates within and outside the dynamic range. The dotted lines

show the required precision of the assays. (c) The comparison of the performance of large digital

and synergistic assays. To provide 10% precision of the assessment within 6log dynamic range,

multivolume digital assays (blue) require 1120 compartments, while using synergistic scheme

(red) requires only 332 compartments. If one uses the same number of compartments, the

precision of the assessment is improved.
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Figure 8.5: Experimental veri�cation of the synergistic algorithm.(a, c, e) The estimated

concentration of DNA as a function of known input concentration used in the experiments.

Each data point is an average over the number of independent runs of the same assay design

for each concentration value (e.g. for 32-partition assays, the data point is an average over 6

results, for 48-partitions assays an average over 4 results, and an average over 2 results for the

96-partition assays). Error bars indicate the standard deviation of the estimate, calculated over

the set of results, drawn as one standard deviation away from the point (i.e. corresponding to

the 68% con�dence interval). The solid red line is a power �t to the averaged results. The dotted

red lines indicate the region of expected outputs of the digital assay, given by nominal input

concentration plus/minus one standard deviation expected from the assay. The grey-shaded

region marks the designed dynamic range of the assay. (b, d, f) Standard deviation of the

estimates from our algorithms as a function of the input concentration, while the red dotted

line marks the expected standard deviation for a given digital assay, within the dynamic range

(again, marked with the gray shade).
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8.4.2 Numerical veri�cation of the synergistic assay with Monte-Carlo sim-

ulations

We also tested a range of synergistic assays using Monte Carlo simulations. We used the analyt-

ical formulas presented earlier to design assays that cover the dynamic range Ω = 106, providing

the precision of the assessment σ = 10%. To meet these requirements, we need a multivolume

digital assay that comprises N = 1125 compartments or a synergistic assay with only N = 332

compartments. Increasing the number of compartments to the said N = 1125 would result in a

2-fold improvement in the precision of the assessment. Such reduction simpli�es the preparation

of the sample and laboratory routines needed to run the assay. The performance of the above-

mentioned digital and synergistic assays was tested numerically. The results of this analysis are

given in Fig. 8.4c. It is worth mentioning that in order to cover the same dynamic range, a

classic single-volume digital assay would require N = 200, 000 compartments.

As we mentioned earlier, synergistic assays are also a promising tool for Point-of-Care diagnos-

tics. Moreover, they can be easily implemented in stock real-time PCR devices. To test the

applicability, the assays that provide the assessment within the dynamic range Ω = 103 with

precision σ = 40% (N = 32, x = 0.54), Ω = 106 with σ = 52% (N = 16, x = 0.4) and Ω = 108

with σ = 10% (N = 200, x = 0.9) were designed and tested (Fig. 8.6a; the blue lines visualize

the trends approximated from the results of 10,000 Monte Carlo simulations), and they meet the

set requirements.

These results are a starting point for a general comparison of the methods described in this

work, including classic single-volume and multivolume digital PCR assays. If the number of

compartments is �xed, classic digital assays cannot be tuned for precision or the dynamic range

of the assessment, which is possible for more �exible multivolume digital and synergistic schemes.

Moreover, thanks to the reduction of the number of compartments needed to cover the same

dynamic range, the multivolume digital and synergistic assays reduce the cost of assessment.

8.4.3 An example of the use of a synergistic PCR assay: synergistic PCR

assay is immune for initial sample bu�er composition

The synergistic assays provide a reduction of the number of compartments needed for the assess-

ment compared to digital assays, but compared to the golden standard real-time PCR scheme,

the partitioning of the sample is still more complicated. The analog techniques, such as real-time
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Figure 8.6: Comparison of the synergistic analogue-digital assay and current state-of-art digital

methods: single-volume assay and multi-volume rational digital PCR assay. (a) The geometrical

sequence of volumes/dilutions of compartments described in the synergistic design provides

constant information gain in a wide dynamic range, therefore every synergistic assay o�ers

the constant precision of the assessment. (b) The performance of the 100-compartment assays.

Classic digital assay (black point) o�ers only one value of precision and dynamic range for a given

number of compartments and cannot be tuned. On the other hand, the multi-volume (rational

digital PCR; blue line) design allows to 'trade' the precision of the assessment for the dynamic

range and therefore is more �exible. Synergistic design (red line) o�ers the same �exibility, but

thanks to analog readout, provides a better precision of the assessment. (c) Another advantage

of multivolume designs is lower technical requirements in comparison to classic digital assays. In

classic digital methods (black line), the number of compartments required for the assessment is

directly proportional to the dynamic range, while in digital multivolume (rational digital PCR;

blue line) and synergistic (red line) designs this number is proportional to the logarithm of the

dynamic range (therefore, it is lowered by orders of magnitude).

PCR, require only one compartment for the assessment. However, the result has to be compared

with the calibration curve, which needs additional 15-25 experiments and use of standardized

samples. Here, the synergistic assays gain advantage thanks to the absolute character of the

measurement. Moreover, the real-time assays are optimized for a set of reagents and are sensi-

tive to even minor changes in the preparation procedure and prone to errors. The synergistic

assays should be insensitive to such problems.

In the real-time scheme, even changing the bu�er used for the isolation of DNA in�uences the
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reaction which then produces highly scattered results. To quantify this e�ect, we run four real-

time assays in order to determine the initial concentration. The only di�erence between the

reactions were the samples, which were prepared by diluting reference DNA in various elution

bu�ers: water, AE elution bu�er QIAamp DNA Mini Kit [122], MBL5 NucleoMag Blood 200uL

[123] and MagJET Whole Blood Genomic DNA Kit [124]. The samples contained 25,000 DNA

copies, but the real-time assays provided highly scattered results, ranging from 24 967 [1/mL]

for the MagJET bu�er, 29 684 [1/mL] for the MBL5 bu�er, up to 79 368 [1/mL] for the AE

bu�er and 96 514 [1/mL] for water. Hence, the change of readout was almost 400%.

The spread of the results is caused by PCR inhibitors present in the bu�ers containing DNA.

For the analysis, the standardized samples were diluted 100 times. Then, if the water was

used to dilute the sample, the (Fig. 8.7a, blue point), the inhibitors were diluted up to the

point they were negligible, which is observed as a higher readout. The inhibiting agent was the

ethylenediaminetetraacetic acid (EDTA) [150, 151]. It was added in the bu�er in order to reduce

the degradation od DNA by neutralizing DNases. It also reduces the amount of free Mg2+ ions,

a�ecting the operation of primers.

Synergistic assays seem to this problem thanks to the absolute character of the calibration-free

assessment. In order to prove it, a synergistic assay was used to determine the concentration in

the samples diluted with bu�ers that earlier yielded the biggest spread of outputs: water and

MagJET bu�er (Fig. 8.7b). We used a set of assays comprising N = 16 compartments. Each

experiment was repeated 12 times, making a total of 24 synergistic PCR runs. The values of

initial concentration assessed by a synergistic assay for both samples are similar and close to the

actual value of concentration: for the samples diluted with water, the calculated concentration

equaled 23 355 copies/mL, which is 6.6% o� the reference, while for samples diluted with the

MagJET bu�er the calculated concentration was 25 163 copies/mL (0.65% o� the reference).

8.5 Summary

Analytical assays bene�ting from a combination of digital and real-time measurements may

become an attractive solution for DNA/RNA diagnostics. They provide an absolute, calibration-

free assessment, but allow a simpli�ed sample preparation (reduced number of compartments),

minimizing the technical requirements for running quantitative assays.

The synergistic design that we described in this chapter proved to be reliable and insensitive
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Figure 8.7: Experimental veri�cation of a 16-compartment digital assay with comparison to

the performance of real-time PCR assays. (a) The graph shows the result of 24 runs of the

synergistic assay, each on 16 partitions of the ampli�cation mix. Two series of 12 assays were

conducted on the two elution bu�ers (1 and 4) that provided the largest di�erence in the result

of the conventional real-time PCR analysis. The gray line shows the expected distribution of

results from the synergistic assay used in the experiment, which should provide 30% precision

of assessment. This distribution was also veri�ed using 10,000 Monte-Carlo simulations. (b)

Same amount of reference DNA suspended in di�erent elution bu�ers and quanti�ed with con-

ventional real-time PCR and with the synergistic PCR algorithm. Tests performed on Applied

Biosystems 7500 Fast RT System on the IVD Cytomegalovirus PCR kit (GeneProof) according

to the prescription. Elution bu�ers: (1) water, (2) AE elution bu�er QIAamp DNA Mini Kit

(Quiagen), (3) MBL5 NucleoMag Blood 200uL (MACHEREY-NAGEL), (4) MagJET Whole

Blood Genomic DNA Kit (Thermo Scienti�c). The gray line shows the expected distribution of

results for real-time assay.

to minor changes in the reaction procedure. Moreover, its �exibility allows tuning for speci�c

requirements � dynamic range and the precision of the assessment � of various scienti�c and

practical applications, including Point-of-Care diagnostics. Importantly, thanks to the reduced

number of compartments needed for the assessment, the synergistic assays can be readily run in

standard real-time PCR devices, in a standard well plate format. Moreover, a standard 96-well

plate can be utilized to run multiple synergistic assays , including Point-of-Care applications.

For example, it allows to run:

• 3 assays that provide the assessment within the dynamic range Ω = 106 and with precision

σ = 50%, or

• 4 assays providing Ω = 104 and σ = 55%, or

• 6 assays providing Ω = 104 and σ = 60%.
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Chapter 9

Discussion

9.1 Analytical description of digital assays

Figure 9.1: A schematic of a analytical procedure with a classic digital assay.

The proper mathematical description and interpretation of the outcome (i.e. the ratio of positive

compartments) of an assay is vital for the reliable assessment of the initial concentration of the

analyte. In the Chapter 5 we presented the two approaches to the analysis, concerning the

assessment of local concentration in the sample (dependent approach) and global concentration

in the source of the sample(independent approach). The two methods di�er in the mathematical

treatment of the signals yielded by the compartments of an assay and relations between the said
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signals. This analysis can be used for the interpretation of the results obtained from state-of-art

digital methods and was a starting point for the optimization of quantitation assays described

in this work.

9.2 Optimized digital assays

Figure 9.2: A schematic of an optimized classic digital assay.

We used the analysis of the response of single-volume digital assays for the derivation of new

analytical formulas that allow retrieving from the outcome of a digital assay the estimate of

initial concentration of the analyte and the precision of this estimate, which previously needed

time-consuming calculations by means Monte Carlo simulations.

This, in turn, allowed the derivation of analytical formulas that bind the most important char-

acteristics of the assessment � dynamic range and precision � with the size (i.e. the number

of compartments) of a digital assay, which was used to design tailor analytical tests for various

applications. The derieved the formulas for assay design both for dependent and independent

analysis.

9.3 Multivolume digital assays

The derivation formulas for the design of single-volume digital assays leads to the optimization

of the assessment by combining many them in a multi-volume scheme. The subsequent assays

di�er in volume or dilution, which provides a simple widening of the dynamic range, which is

a logarithmic function of the total number of compartments. It is also possible to tune multi-

volume assays to meet the speci�cations needed (dynamic range and precision). This design

lowers the technical requirements for running digital assays because it allows to cover wider
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Figure 9.3: A schematic of an optimized multivolume digital assay.

dynamic range with fewer compartments, therefore it is an alternative to currently available

systems, where the dynamic range widened by dividing the sample into extremely high numbers

of compartments.

In the multi-volume scheme that we described, the sets of compartments (subassays) are relatively

large (usually N > 100), but the gradation of the subsequent subassays (i.e. the ratio of the

volume or dilution) is very coarse, making them easier to prepare. They could be recommended

for precise assessments (σ < 10%), similarly to classic single-volume digital assays.

9.4 Rational digital assays

In the next chapter, concerning multivolume digital assays, where all the compartments di�er

in volume or dilution, we showed how to extract all the information from the realization of the

result of a digital assay. The analysis of the information gain leads to the further reduction

of the number of compartments required to the assessment, compared to the multi-volume and

multi-dilution systems. Compared to the single-volume scheme, Rational Digital algorithm o�ers

digital assays with the number of compartments lowered by orders of magnitude. The algorithms

that we derived in Chapter 7 allowed designing assays with independently tuned dynamic range

and precision of the assessment (the range of acceptable inputs was large compared to multi-

volume scheme from Chapter 6, especially for moderate and low precision).
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Figure 9.4: A rational design of a digital assay: the compartments are arranged in a geometric

sequence of volumes and/or dilutions.

Moreover, it is possible to design assays that provide di�erent precision of the assessment in

various subranges of the dynamic range.

Most importantly, the dramatic reduction of the number of compartments allows running digital

assays on standard multiwell plates in stock PCR machines, widening the �eld for practical

applications of this technology and adds to the popularization of digital techniques.

9.5 Synergistic analogue-digital assays

The possibility of running digital assays in stock PCR creates opportunity: the use of real-time

readout to increase the information gain from compartments and enhance the quality of the

assessment. We showed that the use synergistic combination of digital and analog techniques is

bene�cial and in further perspective may bring a new standard in quantitative assaying. Using

information from digital and analog (real-time) signals, it is possible to run quantitative assays

that provide an absolute and precise measurement. Also, the technical requirements concerning

the partitioning of the sample minimized thanks the reduction of the number of compartments.

The algorithms presented in Chapter 8 also allows to tune independently the dynamic range

and precision of the assay, and design synergistic assays that provide di�erent precision of the

assessment in various subranges of the dynamic range.

As synergistic PCR assays are run on standard real-time PCR devices, they can �nd use in
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Figure 9.5: A synergisitc analogue-digital design of an assay: the compartments are arranged

in a geometric sequence of volumes and/or dilutions. The increas of the signal yielded by each

of the compartments is traced.

the assessment of the samples with high accuracy, where the proper calibration is di�cult or

impossible to achieve.

Looking further, the combination of the methodology of synergistic assays with simpli�ed de-

tection schemes and ampli�cation methods would allow introducing complete system o�ering

precise and absolute quantitation within minutes from the collecting of the sample for Point-of-

Care applications, or high-throughput systems [152�155] for the analysis of a large number of

samples.

9.6 Practical applications of the algorithms

The dramatic reduction of the number of compartments required to assess the concentration

provided by the algorithms presented in this work and the �exibility of the multivolume schemes

allows designing digital and synergistic PCR assays that can be used in various practical appli-

cations.
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9.6.1 Point-of-Care applications

For example, we can use the algorithms to design assays for Point-of-Care applications [156�160]

that can be run in stock thermocyclers and PCR devices in a standard 96-well plate format.

This allows to run tests that provide the assessment of the DNA concentration:

• with the precision σ = 28% within the dynamic range Ω = 106 (synergistic algorithm), and

• with the precision σ = 36% within the dynamic range Ω = 106 (rational digital algorithm).

9.6.2 Multiple assays on a single 96-well plate

If a narrower dynamic range is required, or the con�dence intervals of the assessment can be

loosened, it is possible to run many multiple independent assays in the same 96-well plate format,

lowering the cost of a single assessment. The following sets can be run using 96 PCR reactions:

• 6x rational digital assay which provides the precision of the assessment σ = 70% within

the dynamic range Ω = 104,

• 4x rational digital assay which provides the precision of the assessment σ = 60% within

the dynamic range Ω = 104,

• 2x rational digital assay which provides the precision of the assessment σ = 50% within

the dynamic range Ω = 106,

• 3x synergistic assay which provides the precision of the assessment σ = 50% within the

dynamic range Ω = 104, and

• 2x synergistic assay which provides the precision of the assessment σ = 50% within the

dynamic range Ω = 106.

9.6.3 Copy Number Variation

As we mentioned in the Chapter 5, one of the key applications of classic digital assays is the

testing of Copy Number Variation [132�135]. This requires high precision of the assessment

that is unreachable for real-time PCR. However, it can be achieved with rational digital and

synergistic schemes. For example, the rational digital scheme provides for the discrimination

http://rcin.org.pl



9.7. The possible application of the algorithms for digital counting of bacteria 118

between:

• 2 and 3 copies with 90% con�dence within the dynamic range Ω = 106 using 730 compart-

ments,

• 9 and 10 copies with 90% con�dence within the dynamic range Ω = 106 using 4700 com-

partments, and

• 17 and 18 copies with 90% con�dence within the dynamic range Ω = 106 using 15000

compartments.

Such assays cannot be run using standard well plated and require tailored PCR devices. The

sample handling can be preferably done by means of micro�uidic techniques, such as serial

dilution systems. Also, the analysis can be simpli�ed by using the end-point readout only and

skipping the tracking of the compartments. This results in the 2- or 3-fold increase in the number

of compartments needed for the assessment. However, such a facilitated design is easier to run

and has been already tested for a similar assessment of the number of bacteria [161].

9.7 The possible application of the algorithms for digital counting

of bacteria

The quantitative detection of the presence of speci�c bacterial strains is widely discussed and

well established. As an example of such detection system is the BacChip system described by

Ho et al. [162]. The method is based on using speci�c growth media for culturing bacteria. If a

colony is observed in one medium, the presence of a speci�c bacterial strain is con�rmed. The

method is very sensitive; it is possible to observe positive readout from 1 colony-forming unit

(CFU) in the sample. The signal measured is the presence of the colony growing in the medium,

therefore it is a two-state variable (the presence of the colony is interpreted as a positive signal,

otherwise, the negative value is adopted), and the positive signal refers to the presence of at least

one CFU.

Such method of detection resembles qualitative measurement based on PCR or other ampli�ca-

tion reaction. Therefore, it is possible to use � with minor changes � the algorithms described

in this work to create assays for the quantitative assessment of the presence of bacteria. The

dynamic range and precision of the assessment should be tunable, similarly to PCR tests. Phys-

ically, such tests would be executed in a set of chambers containing growth medium and diluted
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partition of the sample. The sequence of diluted partitions of the sample could be introduced

to chambers using a pipette or a network of micro�uidic channels. Then, the chip would be

incubated and inspected for the signal readout. The chambers containing colonies would be

attributed with positive signal while the rest would be attributed with a negative signal. On

the basis of the sequence of signals, the initial number of CFUs in the sample would be assessed

using the methodology described in Chapter 7.

The above procedure is general and can be applied for the quantitative assessment of bacteria,

fungi, and other microorganisms.

Moreover, one of the algorithms that we described in this work in Chapter 8 bene�ts from the

digital and analog (real-time) readout. This requires the real-time tracking of the growth of

signal (or the growth of bacteria colony). Such methods are also well known and were applied

in micro�uidic systems.
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Appendix A

Single-volume digital assays

A.1 Step by step instruction on how to analyze the results of a

digital PCR assay

A.1.1 Independent scheme, Bayes formalism

Here, detailed instructions for the qualitative analysis of the readout from a single-volume digital

assay, based on the independent random variables, with the use of the Bayes' formalism is given.

A positive signal yielded by an inspected compartment of a digital assay means that the said

compartment contained at least threshold number of molecules of the analyte. For PCR-based

digital methods, it is assumed that the threshold equals mtr = 1. Therefore, the presence of a

positive signal if an i-th compartment having a volume v can be translated into the following

probability density, which is a function of initial concentration in the assay CA:

pi = p(si = 1|CA) = 1− e−CAv.

Then, a negative signal yielded by an inspected compartment of the volume v can be interpreted

as a situation, when the said i-th partition did not contain any molecules of the analyte. This

can be translated into the following probability distribution, being also a function of initial

concentration CA:

pi = p(si = 0|CA) = e−CAv.

The analysis of the outcome of the assay starts with collecting all the digital readouts si from

all the compartments of the assay. Then, the procedure is as following:
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1. Every partition with volume v, which yields a positive signal (i.e. si = 1) is assigned with

a probability density pi:

pi = p(si = 1|CA) = 1− e−CAv

2. Analogically, all the negative compartments are assigned with a respective probability

density:

pi = p(si = 0|CA) = e−CAv

3. The probability P (si|CA) of recording a given outcome of a digital assay, i.e. the sum K

of positive compartments out of the total of N compartments of the assay K =
∑N−1

i=0 si,

is a combination product of the probability densities assigned to all the compartments:

P ({si}|CA) =

(
N

K

)
(1− e−CAv)K · (e−CAv)N−K

4. Then, this product probability is inverted using the Bayesian formalism in order to obtain

the distribution P (CA|si) of the initial concentration CA, given the recorded outcome of an

assay (it is assumed that no a priori information, i.e. the distribution p(CA), is available):

P (CA|{si}) = P ({si}|CA)/

∫ ∞
0

P ({si}|CA)dCA

for the numerical calculations of the integral, the upper limit can be �nite, although it

should be reasonably larger (by at least one order of magnitude) than the highest initial

concentration to be assessed

5. Having calculated the distribution P (CA|si), the estimate of the initial concentration can

be calculated as the expected value of this distribution:

EI(CA) =

∫ ∞
0

CA · (CA|si)dCA

again, for the numerical calculations of the integral, the upper limit can be �nite, although

it should be reasonably larger than the highest initial concentration to be assessed

6. Then, the precision of the estimate is given as a relative standard deviation of the distri-

bution P (CA|si):

σI(CA) =
√
EI(C2

A)− (EI(CA)2/EI(CA),

where

EI(C
2
A) =

∫ ∞
0

C2
A · (CA|si)dCA
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7. Finally, knowing the estimate of the initial global concentration E(CA) and the precision

σI(CA), the estimate of the concentration C in the source can be calculated as:

E(C) = αEI(CA)

σ(C) = σI(CA),

where a factor α is determined by the e�ciency of the isolation protocol η = M/MS and the

di�erence between the volume of the sample and the volume of the assay: α = (VA/VS)/η.

A.1.2 Dependent scheme, Bayes formalism

This instruction details how to analyze the readout from a digital assay in the dependent scheme,

using Bayes' formalism. In digital methods, the positive signal yielded by a compartment or

partition v states, that in the said partition the number of molecules of the analyte is at least

one. Unlike independent scheme, here the probability of obtaining a positive signal in one

partition a�ects the probability of obtaining a positive signal in any of the rest of compartments

constituting the assay. Therefore, the probability of obtaining a given outcome is not the product

of probability functions of the compartments, but gets a combinatorial form.

To analyze the results of the assay, �rst, the binary values (digital readouts) of si for the partitions

must be collected.

Then, the analysis is done as follows:

1. We calculate the probability P (si|M) of obtaining the recorded state of a digital assay (e.g.

the recorded number of positive compartments K =
∑N−1

i=0 si out of all N compartments

constituting and assay), which is a combinatorial function of the number of copies in the

assay M :

P (K|M,N) =

(
N
K

)∑K−1
i=0 ((−1)i

(
K
K−i
)
(K − i)M )

NM

2. Then, we use Bayesian formalism to inverse the product probability to the probability

distribution P (M |si) of the initial number of copies M in the sample (under the condition

that any a priori information about the distribution of M is available): P (M |K,N) =

P (K|M,N)/
∑∞

M=0 P (K|M,N); for practical reasons (numerical calculation), the upper

limit of summation can be �nite but should be at least one order of magnitude larger than

the upper limit of the dynamic range of the assay
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3. Knowing the distribution P (M |K,N), one can estimate the initial number of copies in the

assay as the expected value of this distribution: ED(M) =
∑∞

M=0M · P (M |K,N); again,

the upper limit of integration can be �nite but should be at least one order of magnitude

larger than the upper limit of the dynamic range of the assay

4. The precision of the estimate can be calculated as the spread (relative standard deviation)

of the distribution P (M |K,N): σD(M) =
√
ED(M2)− (ED(M))2/ED(M), where

ED(M2) =

∞∑
M=0

M2 · P (M |K,N)

5. Knowing the estimate of the initial number of copies in the assay M and the relative

standard deviation σD(M) of this estimate, one can determine the initial concentration of

the analyte in the assay:

ED(CA) = ED(M)/(N · v)

and

σD(CA) = σD(M)

6. If the calculated precision of the estimate is worse than required (i.e. σD(CA) > σmax,

where the value σmax was used to design the assay), the assay should be repeated. Higher

than expected value of σD(CA) is a sign of a very improbable outcome of the assay, so the

result cannot be trusted.

7. Finally, having calculated the estimate of the concentration in the assay CA and the relative

standard deviation σD(CA), one can determine the estimate of the concentration CS in the

sample: E(C) = αED(CA), and σ(C) = σD(CA), where α is a numerical factor re�ecting

the change in the volume between the sample and the assay and the e�ciency of isolation

η = M/MS : α = (VA/VS)/η.

A.1.3 Independent scheme, Most Probable Number method

This instruction details how to analyze the readout from a digital assay in the independent

scheme, using the Most Probable Number (MPN) method. In digital methods, the positive

signal yielded by a compartment or partition v states, that in the said partition the number of

molecules of the analyte is at least one. This can be interpreted as a probability of obtaining a

positive signal, which is a function of initial concentration in the assay CA:

pi = p(si = 1|CA) = 1− e−CAv
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On the other hand, the negative signal yielded by a compartment or partition v states, that in

the said partition there were no particles of the analyte, which can be interpreted with another

probability function of CA:

pi = p(si = 0|CA) = e−CAv

To analyze the results of the assay, �rst, the binary values (digital readouts) of si for the partitions

must be collected.

Then, the analysis is done as follows:

1. From every positive partition (i.e. si = 1) with volume v we construct probability function

pi:

pi = p(si = 1|CA) = 1− e−CAv

2. We also construct probabilities of obtaining negative signals for all negative compartments:

pi = p(si = 0|CA) = e−CAv

3. Then, we calculate the probability P ({si}|CA) of obtaining the recorded state of a digital

assay (e.g. the recorded number of positive compartments K =
∑N−1

i=0 si out of all N

compartments constituting and assay), which is a product of the probability functions for

all the compartments:

P ({si}|CA) = (1− e−CAv)K · (e−CAv)N−K

4. Then, we �nd the value of concentration in the assay CA, for which the probability (si|CA)

has the largest value. To do that, we have to solve the equation: (d({si}|CA))/(dCA) = 0.

The solution of this equation is the value of CA for which the derivative of probability

({si}|CA) equals zero, is:

EI(CA) = v−1log(N/(N −K))

5. Finally, having calculated the estimate of the concentration in the assay CA, one can

determine the estimate of the concentration C in the source: E(C) = αEI(CA), where α

is a numerical factor re�ecting the change in the volume between the sample and the assay

and the e�ciency of isolation η = M/MS : α = (VA/VS)/η.
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A.1.4 Dependent scheme, Most Probable Number method

This instruction details how to analyze the readout from a digital assay in the dependent scheme,

using the Most Probable Number (MPN) Method. In digital methods, the positive signal yielded

by a compartment or partition v states, that in the said partition the number of molecules of the

analyte is at least one. Unlike independent scheme, here the probability of obtaining a positive

signal in one partition a�ects the probability of obtaining a positive signal in any of the rest of

compartments constituting the assay. Therefore, the probability of obtaining a given outcome is

not the product of probability functions of the compartments, but gets a combinatorial form.

To analyze the results of the assay, �rst, the binary values (digital readouts) of si for the partitions

must be collected. Then, the analysis is done as follows:

• We calculate the probability P (si|M) of obtaining the recorded state of a digital assay (e.g.

the recorded number of positive compartments K =
∑N−1

i=0 si out of all N compartments

constituting and assay), which is a combinatorial function of the number of copies in the

assay M :

P (K|M,N) =

(
N
K

)∑K−1
i=0 ((−1)i

(
K
K−i
)
(K − i)M )

NM

• Then, we �nd the value of the number of copies in the assay M , for which the probability

P (K|M,N) has the largest value. To do that, we have to solve the equation:

dP (K|M,N)/dM = 0.

The solution of this equation is the value of M for which the derivative of probability

P (K|M,N) equals zero. It is advisable to calculate this value numerically.

• Knowing the estimate of the initial number of copies in the assay M , one can determine

the initial concentration of the analyte in the assay:

ED(CA) = ED(M)/(Nv).

• Finally, having calculated the estimate of the concentration in the assay CA and the relative

standard deviation σD(CA), one can determine the estimate of the concentration CS in the

sample:

E(CS) = αED(CA),

where α is a numerical factor re�ecting the change in the volume of the sample and the
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assay and the e�ciency of isolation η = M/MS :

α = (VA/VS)/η.
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Appendix B

Rational digital assays

B.1 Practical guideline how to design a digital assay that provides

the required dynamic range and precision of the assessment

The formulas for the design of rational digital assays described in Chapter 7 use as an explicit

input the values of the precision and range of concentrations to be assessed by an assay.

Rational digital assays can be divided into four groups, depending on the way of execution and

limitations stemming from the available laboratory equipment. Firstly, the distinction comes

from the fact that the compartments can be tracked during ampli�cation or not. Tracing of the

compartments means that if each of the compartments can be identi�ed and its parameters, i.e.

the volume and dilution factor, are known and can be assigned to the signal recorded. This pro-

vides bigger information gain from the signals, and therefore lowers the number of compartments

needed to assess the concentration within a requested dynamic range with a requested concen-

tration. However, the tracking of the compartments can be technically demanding, especially

for large assays (in practice, these are assays that cannot be executed using a standard 384-well

plate).

Alternatively, the compartments can be ampli�ed together and inspected for signal in any order.

This may dramatically lower the technical requirements, but in order to provide assessment with

requested parameters, a larger number of compartments is needed.

Another distinction is a result of technical limitations of the generation of compartments; espe-

cially the generation of �ne gradations (i.e. x ≈ 1), where the consecutive compartments vary
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by less than 5%, is demanding. As it was stated, such di�cult assays can be simpli�ed by using

sets of copies (libraries) of identical compartments, where the gradation of the sets is coarse.

In the following subsections, designs of assays for any combination of the abovementioned criteria

are given. In the �rst subsection, the design for an assay with trackable compartments is given.

In the second section, the library scheme of trackable compartments is presented. In the third

subsection, the design of assays with compartments that are not tracked is given, and in the last

subsection similar assays comprising libraries are shown.

B.1.1 Design of an assay with tracking of the identity of each of the com-

partments.

Here, the design of a rational digital assay is given in detail. It is not constrained by any technical

restrictions on the preparation, including the gradation of volumes, and the compartments are

tracked during the process of ampli�cation and signal readout.

In order to design an assay, the parameters of the assessment, i.e. the precision σmax of the

estimate and the range of concentration C ∈ (C−, C+) should be determined.

These parameters are used as input for the design formulas. The common ratio x of the geometric

sequence of modulation factors of compartments (gradation between the compartments):

x = 1− ασβmax,

where α = 1.24 and β = 1.9493.

This equation can be used to determine the common ratio x for the requested standard deviation

of the estimate limited by σmax < 0.89. If the gradation S of compartments calculated using the

above equation cannot be performed with the available laboratory equipment, a preferred value

of gradation should be chosen and the instructions for library scheme in the next subsection

should be used.

Then, the number of compartments comprising an active stripe is calculated:

∆N = dγ(1− x)−δe,

where γ = 2.2815 and δ = 0.798.

The active stripe is span in order to cover the requested dynamic range Ω = C+/C− by adding

dlogx(1/Ω)e compartments in the same geometric sequence. Therefore, the �nal number of
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compartments of the assay is given by:

N = 2 ·∆N + dlogx(1/Ω)e

The �rst compartment in the geometric sequence is parametrized by the modulation factor

z0 = d0v0 given by the equation:

d0v0 = log(2) · x−∆N/C−.

Having established the parameters of the geometric sequence of compartments, starting from the

�rst compartment d0v0, what remains is the preparation of the partitioning of the sample into

the said series of compartments. It can be can be obtained in a number of ways:

• Changing only the volumes vi of partitions in order to form a geometric sequence with

common ratio x: vi = v0zi = v0x
i−1.

• Changing only the dilutions di of partitions in order to form a geometric sequence with

common ratio x: di = d0zi = d0x
i−1.

• In general, any combination of the above can be used as long as a geometric sequence

of modulation factors (zi = divi) with common ratio x is established: divi = d0v0zi =

d0v0x
i−1.

Such partitioning of the sample for a digital PCR assay provides the assessment of the concen-

tration with a requested standard deviation σmax in the requested dynamic range C ∈ (C−, C+).

B.1.2 Design of an assay, with a limitation on minimum gradation of com-

partments, with tracking of the identity of each of the compartments.

Here, the design of a rational digital assay, with the compartments tracked during the process

of ampli�cation and signal readout, but with a limited gradation of compartments is discussed

in detail. The compartments are tracked during the process of ampli�cation and signal readout.

The �ne gradation of compartments is replaced with a coarse gradation of libraries.

In order to design an assay, the parameters of the assessment, the range of concentrations C ∈

(C−, C+) should be determined. In addition, two out of three following parameters should be

�xed:

• precision of the assessment σmax of the initial concentration,
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• preferable gradation of compartments comprising consecutive libraries x (common ratio of

the geometric progression of modulation factors), given by the laboratory equipment, and

• the number N ′ of identical compartments in a single library, determined by the laboratory

equipment.

After �xing two parameters, the third one has to be determined using the following formulas:

• for a �xed precision σmax and gradation x, the number N ′ of compartments belonging to

a single library has to be determined:

N ′ = d1/(1σ2
max((1− x)/α)2/βe,

where α = 1.24 and β = 1.9493, and this formula is correct for precision σmax < 0.89 and

gradation x ∈ (0, 1);

• for a �xed precision σmax and number N ′ of compartments belonging to a single library,

the gradation x has to be determined:

x = 1− α · (σmax
√
N ′

β
,

where α = 1.24 and β = 1.9493, and this formula is correct for precision σmax and for the

number of copies N ′ which satis�es the requirement
√
N ′ < 0.89/σmax;

• for a �xed gradation x and number N ′ of compartments belonging to a single library, the

maximum precision σmax of the estimate to be determined:

σmax = 1/
√
N ′((1− x)/α)1/β,

where α = 1.24 and β = 1.9493, and this formula is correct for gradation x < 1 and the

number N ′ of compartments belonging to a single library N ′ ≥ 1.

Then, the number of libraries comprising an active stripe is calculated:

∆N = dγ · (1− x)−δe,

where γ = 2.2815 and δ = 0.798.

The active stripe is span in order to cover the requested dynamic range Ω = C+/C− by adding

dlogx(1/Ω)e libraries in the same geometric sequence. Therefore, the �nal number of compart-

ments of the assay is given by:

N = 2 ·∆N + dlogx(1/Ω)e.
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Compartments belonging to the �rst library in the geometric sequence are parametrized by the

modulation factor z0 = d0v0 given by the equation:

d0v0 = log(2) · x−∆N/C−.

Having established the parameters of the geometric sequence of libraries, starting from the �rst

library d0v0, what remains is the preparation of the partitioning of the sample into the said series

of libraries. It can be can be obtained in a number of ways:

• Changing only the volumes vi of partitions in consecutive libraries in order to form a

geometric sequence with common ratio x: vi = v0zi = v0x
i−1.

• Changing only the dilutions di of partitions in consecutive libraries in order to form a

geometric sequence with common ratio x: di = d0zi = d0x
i−1.

• In general, any combination of the above can be used as long as a geometric sequence

of modulation factors (zi = divi) with common ratio x is established: divi = d0v0zi =

d0v0x
i−1.

Such partitioning of the sample for a digital PCR assay provides the assessment of the concentra-

tion within a requested dynamic range C ∈ (C−, C+) and meeting the additional requirements

set by the user.

B.1.3 Design of an assay without tracking of the identity of each of the

compartments.

Here, the design of a rational digital assay, with the compartments not being tracked during the

process of ampli�cation and signal readout, is discussed in detail. It is not constrained by any

further technical restrictions on the preparation, including the gradation of volumes.

In order to design an assay, the parameters of the assessment, i.e. the precision σmax of the

estimate and the range of concentration C ∈ (C−, C+) should be determined.

These parameters are used as input for the design formulas. The common ratio x of the geometric

sequence of modulation factors of compartments (gradation between the compartments):

x = 1− α · (βσmax − γ)δ,

where α = 1.24, β = 0.978, γ = 0.02 and δ = 1.9493.
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This equation can be used to determine the common ratio x for the requested standard deviation

of the estimate limited by: σmax < 0.89. If the gradation S of compartments calculated using

the above equation cannot be performed with the available laboratory equipment, a preferred

value of gradation should be chosen and the instructions for library scheme in the next subsection

should be used.

Then, the number of compartments comprising an active stripe is calculated:

∆N = dε(1− x)−θe,

where ε = 2.2815 and θ = 0.798.

The active stripe is span in order to cover the requested dynamic range Ω = C+/C− by adding

dlogx(1/Ω)e compartments in the same geometric sequence. Therefore, the �nal number of

compartments of the assay is given by:

N = 2 ·∆N + dlogx(1/Ω)e.

The �rst compartment in the geometric sequence is parametrized by the modulation factor

z0 = d0v0 given by the equation:

d0v0 = log(2) · x−∆N/C−.

Having established the parameters of the geometric sequence of compartments, starting from the

�rst compartment d0v0, what remains is the preparation of the partitioning of the sample into

the said series of compartments. It can be can be obtained in a number of ways:

• Changing only the volumes vi of partitions in order to form a geometric sequence with

common ratio x: vi = v0zi = v0x
i−1.

• Changing only the dilutions di of partitions in order to form a geometric sequence with

common ratio x: di = d0zi = d0x
i−1.

• In general, any combination of the above can be used as long as a geometric sequence

of modulation factors (zi = divi) with common ratio x is established: divi = d0v0zi =

d0v0x
i−1.

Such partitioning of the sample for a digital PCR assay provides the assessment of the concen-

tration with a requested standard deviation σmax in the requested dynamic range C ∈ (C−, C+)

without the requirement of tracking the compartments during the procedure.
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B.1.4 Design of an assay, with a limitation on minimum gradation of com-

partments, without tracking of the identity of each of the compart-

ments.

Here, the design of a rational digital assay, with the compartments not being tracked during the

process of ampli�cation and signal readout, but with a limited gradation of compartments is

discussed in detail. The �ne gradation of compartments is replaced with a coarse gradation of

libraries.

In order to design an assay, the parameters of the assessment, the range of concentrations C ∈

(C−, C+) should be determined. In addition, two out of three following parameters should be

�xed:

• precision of the assessment σmax of the initial concentration,

• preferable gradation of compartments comprising consecutive libraries x (common ratio of

the geometric progression of modulation factors), given by the laboratory equipment, and

• the number N ′ of identical compartments in a single library, determined by the laboratory

equipment.

After �xing two parameters, the third one has to be determined using the following formulas:

• for a �xed precision σmax and gradation x, the number N ′ of compartments belonging to

a single library has to be determined:

N ′ = d1/(βσmax)2((1− x)/α)1/δ + γe,

where α = 1.24 and β = 1.9493, and this formula is correct for precision σmax < 0.55 and

gradation x ∈ (0, 1);

• for a �xed precision σmax and number N ′ of compartments belonging to a single library,

the gradation x has to be determined:

x = 1− α · (βσmax
√
N ′ − γ

δ
,

where α = 1.24, β = 0.978, γ = 0.02 and δ = 1.9493, and this formula is correct for

precision σmax and for the number of copies N ′ which satis�es the requirement
√
N ′ <

0.55/σmax;

• for a �xed gradation x and number N ′ of compartments belonging to a single library, the
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maximum precision σmax of the estimate has to be determined:

σmax = 1/(β
√
N ′)(((1− x)/α)1/δ + γ),

where α = 1.24, β = 0.978, γ = 0.02 and δ = 1.9493, and this formula is correct for

gradation x < 1 and the number N ′ of compartments belonging to a single library N ′ ≥ 1.

Then, the number of libraries comprising an active stripe is calculated:

∆N = dγ · (1− x)−δe,

where γ = 2.2815 and δ = 0.798.

The active stripe is span in order to cover the requested dynamic range Ω = C+/C− by adding

dlogx(1/Ω)e libraries in the same geometric sequence. Therefore, the �nal number of compart-

ments of the assay is given by:

N = 2 ·∆N + dlogx(1/Ω)e.

Compartments belonging to the �rst library in the geometric sequence are parametrized by the

modulation factor z0 = d0v0 given by the equation:

d0v0 = log(2) · x−∆N/C−.

Having established the parameters of the geometric sequence of libraries, starting from the �rst

library d0v0, what remains is the preparation of the partitioning of the sample into the said series

of libraries. It can be can be obtained in a number of ways:

• Changing only the volumes vi of partitions in consecutive libraries in order to form a

geometric sequence with common ratio x: vi = v0zi = v0x
i−1.

• Changing only the dilutions di of partitions in consecutive libraries in order to form a

geometric sequence with common ratio x: di = d0zi = d0x
i−1.

• In general, any combination of the above can be used as long as a geometric sequence

of modulation factors (zi = divi) with common ratio x is established: divi = d0v0zi =

d0v0x
i−1.

Such partitioning of the sample for a digital PCR assay provides the assessment of the concentra-

tion within a requested dynamic range C ∈ (C−, C+) and meeting the additional requirements

set by the user without the requirement of tracking the compartments during the procedure.
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B.2 Step by step instruction on how to analyze the results of a

rational design PCR assay

Here, detailed instructions for the qualitative analysis of the readout from an optimized digital

assay, based on the independent random variables, with the use of the Bayes' formalism is given.

A positive signal yielded by an inspected compartment of a digital assay means that the said

compartment contained at least threshold number of molecules of the analyte. For PCR-based

digital methods, it is assumed that the threshold equals mtr = 1. Therefore, the presence of a

positive signal if an i-th compartment having a volume v can be translated into the following

probability density, which is a function of initial concentration in the assay CA:

pi = p(si = 1|CA) = 1− e−CAv.

Then, a negative signal yielded by an inspected compartment of the volume v can be interpreted

as a situation when the said i-th partition did not contain any molecules of the analyte. This

can be translated into the following probability distribution, being also a function of initial

concentration CA:

pi = p(si = 0|CA) = e−CAv.

The analysis of the outcome of the assay starts with collecting all the digital readouts si from

all the compartments of the assay. Then, the procedure is as following:

1. Every partition with volume v, which yields a positive signal (i.e. si = 1) is assigned with

a probability density pi:

pi = p(si = 1|CA) = 1− e−CAdivi

2. Analogically, all the negative compartments are assigned with a respective probability

density:

pi = p(si = 0|CA) = e−CAdiv−i

3. The probability P ({si}|CA) of recording a given outcome of a digital assay, i.e. microstate

of the assay, is a product of the probability densities assigned to all the compartments:

P ({si}|C) =

N−1∏
i=0

pi(si|C).
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Therefore, the �nal probability equals:

P ({si}|C) =

N−1∏
i=0

(1− e−Cdivi)si · (e−Cdivi)1−si .

4. Then, this product probability is inverted using the Bayesian formalism in order to obtain

the distribution P (CA|{si}) of the initial concentration CA, given the recorded outcome

of an assay (it is assumed that no a priori information, i.e. the distribution p(CA), is

available):

P (CA|{si}) = P ({si}|CA)/

∫ ∞
0

P ({si}|CA)dCA

for the numerical calculations of the integral, the upper limit can be �nite, although it

should be reasonably larger (by at least one order of magnitude) than the highest initial

concentration to be assessed

5. Having calculated the distribution P (CA|{si}), the estimate of the initial concentration

can be calculated as the expected value of this distribution:

EI(CA) =

∫ ∞
0

CA · P (CA|{si})dCA

again, for the numerical calculations of the integral, the upper limit can be �nite, although

it should be reasonably larger than the highest initial concentration to be assessed

6. Then, the precision of the estimate is given as a relative standard deviation of the distri-

bution P (CA|{si}):

σI(CA) =
√
EI(C2

A)− (EI(CA)2/EI(CA),

where

EI(C
2
A) =

∫ ∞
0

C2
A · P (CA|{si})dCA

7. Finally, knowing the estimate of the initial global concentration E(CA) and the precision

σI(CA), the estimate of the concentration C in the source can be calculated as:

E(C) = αEI(CA)

σ(C) = σI(CA),

where a factor α is determined by the e�ciency of the isolation protocol η = M/MS and the

di�erence between the volume of the sample and the volume of the assay: α = (VA/VS)/η.
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Synergistic analogue-digital assays

C.1 Practical guideline how to design a synergistic assay that

provides the required dynamic range and precision of the

assessment

The formulas for the design of synergistic digital-analogue assays described in Chapter 8 use as

an explicit input the values of the precision and range of concentrations to be assessed by an

assay.

Synergistic assays can be divided into two groups, depending on the limitations steming from

the available laboratory equipment. The distinction is a result of technical limitations of the

generation of compartments; especially the generation of �ne gradations (i.e. x ≈ 1), where the

consecutive compartments vary by less than 5%, is demanding. As it was stated, such di�cult

assays can be simpli�ed by using sets of copies (libraries) of identical compartments, where the

gradation of the sets is coarse.

In the following subsections, designs of assays for the abovementioned criteria are given. In the

�rst subsection, the design for an assay with non-identical compartments is given, while in the

second subsection, the library scheme is presented.
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C.1.1 Detailed description of the design of an optimum synergistic assay.

Here, the design of a synergistic assay is given in detail. It is not contrained by any technical

restrictions on the preparation, including the gradation of volumes, and the compartments are

tracked during the process of ampli�cation and signal readout.

In order to design an assay, the parameters of the assessment, i.e. the precision σmax of the

estimate and the range of concentration C ∈ (C−, C+) should be determined.

These parameters are used as input for the design formulas. The common ratio x of the geometric

sequence of modulation factos of compartments (gradation between the compartments):

x = ασ2
max − βσmax + γ,

where α = 0.5540, β = 1.6504 and γ = 1.1135.

This equation can be used to determine the common ration x for the requested standard deviation

of the estimate limited by: σmax ∈ (0.07, 1). If the gradation S of compartments calculated using

the above equation cannot be performed with the available laboratory equipement, or a more

precise assessment is needed, a preferred value of gradation (and precision) should be chosen and

the instructions for library scheme in the next subsection should be used.

Then, the number of compartments comprising an active stripe is calculated:

∆N = dδσ−εmaxe,

where δ = 2.0532 and ε = 1.3220.

The active stripe is span in order to cover the requested dynamic range Ω = C+/C− by adding

dlogx(1/Ω)e compartments in the same geometric sequence. Therefore, the �nal number of

compartments of the assay is given by:

N = 2 ·∆N + dlogx(1/Ω)e.

The �rst compartment in the geometric sequence is parametrized by the modulation factor

z0 = d0v0 given by the equation:

d0v0 = log(2) · x−∆N/C−.

Having established the parameters of the geometric sequence of compartments, starting from the

�rst compartment d0v0, what remains is the preparation of the partitioning of the sample into

the said series of compartments. It can be can be obtained in a number of ways:
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• Changing only the volumes vi of partitions in order to form a gemoetric sequence with

common ratio x: vi = v0zi = v0x
i−1.

• Changing only the dilutions di of partitions in order to form a gemoetric sequence with

common ratio x: di = d0zi = d0x
i−1.

• In general, any combination of the above can be used as long as a gemoetric sequence

of modulation factors (zi = divi) with common ratio x is established: divi = d0v0zi =

d0v0x
i−1.

Such partitioning of the sample for a synergistic PCR assay provides the assessment of the

concentration with a requested standard deviation σmax in the requested dynamic range C ∈

(C−, C+).

C.1.2 Detailed description of the design of an assay, with a limitation on the

minimum gradation between the compartments.

Here, the design of a synergistic assay, with the compartments tracked during the process of

ampli�cation and signal readout, but with a limited gradation of compartments is discussed in

detail. The �ne gradation of compartments is replaced with coarse gradation of libraries.

In order to design an assay, the parameters of the assessment, the range of concentrations C ∈

(C−, C+) should be determined. In addition, two out of three following parmeters should be

�xed:

• precision of the assessment σmax of the initial concentration,

• preferable gradation of compartments comprising consecutive libraries x (common ratio of

the geometric progression of modulation factors), given by the laboratory equipement, and

• the number N ′ of identical compartments in a single library, determined by the laboratory

equipment.

After �xing two parameters, the third one has to be determined using the following formulas:

• for a �xed precision σmax and gradation x, the number N ′ of compartments belonging to

a single library has to be determined:

N ′ = d(
β −

√
β − 4α(γ − x)

ασmax
)2e,
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where α = 0.5540, β = 1.6504 and γ = 1.1135, and this formula is correct for precision

σmax < 1 and gradation x ∈ (0, 1);

• for a �xed precision σmax and number N ′ of compartments belonging to a single library,

the gradation x has to be determined:

x = α(σmax
√
N ′)2 − βσmax

√
N ′ + γ,

where α = 0.5540, β = 1.6504 and γ = 1.1135;

• for a �xed gradation x and and number N ′ of compartments belonging to a single library,

the maximum precision σmax of the estimatehas to be determined:

σmax =
β −

√
β − 4α(γ − x)

α
√
N ′

,

where α = 0.5540, β = 1.6504, and this formula is correct for gradation x < 1 and the

number N ′ of compartments belonging to a single library N ′ ≥ 1.

Then, the number of libraries comprising an active stripe is calculated:

∆N = dδσ−εmaxe,

where δ = 2.0532 and ε = 1.3220.

The active stripe is span in order to cover the requested dynamic range Ω = C+/C− by adding

dlogx(1/Ω)e libraries in the same geometric sequence. Therefore, the �nal number of compart-

ments of the assay is given by:

N = 2 ·∆N + dlogx(1/Ω)e.

Compartments belonging to the �rst library in the geometric sequence are parametrized by the

modulation factor z0 = d0v0 given by the equation:

d0v0 = log(2) · x−∆N/C−.

Having established the parameters of the geometric sequence of libraries, starting from the �rst

library d0v0, what remains is the preparation of the partitioning of the sample into the said series

of libraries. It can be can be obtained in a number of ways:

• Changing only the volumes vi of partitions in consecuteive libraries in order to form a

gemoetric sequence with common ratio x: vi = v0zi = v0x
i−1.
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• Changing only the dilutions di of partitions in consecuteive libraries in order to form a

gemoetric sequence with common ratio x: di = d0zi = d0x
i−1.

• In general, any combination of the above can be used as long as a gemoetric sequence

of modulation factors (zi = divi) with common ratio x is established: divi = d0v0zi =

d0v0x
i−1.

Such partitioning of the sample for a synergistic PCR assay provides the assessment of the

concentration within a requested dynamic range C ∈ (C−, C+) and meeting the additional

requirements set by the user.

C.2 Step by step instruction on how to analyze the results of a

synergistic PCR assay

Here, detailed instructions for the qualitative analysis of the readout from a synergistic analogue-

digital assay, based on the independent random variables, with the use of the Bayes' formalism

is given. A positive signal yielded by an inspected compartment of a digital assay means that

the said compartment contained at least treshold number of molecules of the analyte. For PCR-

based digital methods, it is assumed that the threshold equals mtr = 1. Therefore, the presence

of a positive signal if an i-th compartment having a volume v can be translated into the following

probability density, which is a function of initial concentration in the assay CA:

pi = p(si = 1|CA) = 1− e−CAv.

Then, a negative signal yielded by an inspected compartment of the volume v can be interpreted

as a situtation, when the said i-th partition did not contain any molecules of the analyte. This

can be translated into the following probability distribution, being also a function of initial

concentration CA:

pi = p(si = 0|CA) = e−CAv.

However, in synergistic assays, the analogue readout is used to increase the minimum (i.e. new

threshold) number mi > 1 of molecules in the inspected positive compartment. This trans-

lates into a modi�ed probability of obtaining a positive signal, which is a function of initial

concentration CA, is given by:

pi(si = 1|CA) = 1− e−CAdivi

mi−1∑
j=0

(CAdivi)
j/j!.
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The analysis of the outcome of the assay starts with collecting all the digital readouts si and

analogue readouts ctu from all the compartments of the assay. They are used to determine the

values mi for positive partition. The procedure is as following:

1. from the analogue readouts from positive partitions cti, the highest value, which refers to

the latest appearance of the treshold level of signal, is chosen, and the respective compart-

ments is called the reference compartment ω with readout ctω

2. the vector of mi values is build by using the following formula:

mi = q∆cti = qctω−cti ,

where q is the ampli�cation factor of the reaction, which is a priori known, or can be

calulated from experimental data, as it is described in the next section

3. after the calculation of the values mi, each positive compartment is assigned with a prob-

ability density pi:

pi(∆cti|C) = 1− e−Cdivi
mi−1∑
j=0

(Cdivi)
j/j!

4. Analogically, all the negative compartments are assigned with a respective probability

density:

pi = p(si = 0|CA) = e−CAdivi

5. The probability P (si|CA) of recording a given outcome of a synergistic assay, i.e. microstate

of the assay, is a product of the probability desities assigned to all the compartments:

P ({si}, {cti}|C) =

N−1∏
i=0

pi(si|C).

6. Then, this product probability is inversed using the Bayesian formalism in order to obtain

the distribution P (CA|si) of the initial concentration CA, given the recorded outcome of an

assay (it is assumed that no a priori information, i.e. the distribution p(CA), is avaialable):

P (CA|si) = P (si|CA)/

∫ ∞
0

P (si|CA)dCA

for the numerical calculations of the integral, the upper limit can be �nite, although it

should be resonably larger (by at least one order of magnitude) than the highest initial

concentration to be assessed
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7. Having calculated the distribution P (CA|si), the estimate of the initial concentration can

be calculated as the expected value of this distribution:

EI(CA) =

∫ ∞
0

CA · P (CA|si)dCA

again, for the numerical calculations of the integral, the upper limit can be �nite, although

it should be resonably larger than the highest initial concentration to be assessed.

8. Then, the precision of the estimate is given as a relative standard deviation of the distri-

bution P (CA|si):

σI(CA) =
√
EI(C2

A)− (EI(CA)2/EI(CA),

where

EI(C
2
A) =

∫ ∞
0

C2
A · P (CA|si)dCA

9. Finally, knowing the estimate of the initial global concentration E(CA) and the precision

σI(CA), the estimate of the concentration C in the source can be calculated as:

E(C) = αEI(CA)

σ(C) = σI(CA),

where a factor α is determined by the e�cency of the isolation protocol η = M/MS and the

di�erence between the volume of the sample and the volume of the assay: α = (VA/VS)/η.

C.3 Calculation the ampli�cation factor q

The use of real-time signals also allows us to determine the ampli�cation factor q (the average

of the ratio of the numbers of particles analyte in the test volume after two subsequent cycles

or time intervals), if it is not a priori known. The advantage is, that this factor is determined

speci�cally for the current sample and current substrate or apparatus, and each measurement is

treated separately.

The calculation of the ampli�cation factor q is done in the following steps:

1. for a known sequence of divi, the numbers of cycles cti, after which threshold signal (level

of �uorescence) is observed, are measured

2. observing threshold level of �uorescence is a sign, that the current number of particles in

the compartments is equal to some constant value (possibly unknown), hence we can state
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that mobs = miq
cti , where mobs is the threshold number and mi is the initial number of

particles

3. the expected value of mi is equal to diviC, where C is constant (it is the real value of

concentration) and unknown

4. then, from the measurement of {cti} and a priori knowledge of {divi}, one can plot cti =

f(log(divi))

5. the gradient of the linear �t to this data is equal to a = f(q) = 1/log(q), hence q = e−1/a.

Figure C.1: Determination of the ampli�cation factor q = 1 + E. The value of q can be

retrieved from the slope of the linear �t to the points (log(divi), cti). This procedure allows to

determine the e�ciency of the reaction in every run of a synergistic PCR alorithm, therefore it

an be used even for poorly optimized reactions.
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