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14 L. Starkel

the long-term transformations of both the physical and the biotic components
of the environment.
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Fig. 1. Interrelations of various elements of the geoecosystems and types of human activity from
paleolithic hunter to the global warming conneced with the greenhouse effect (after Starkel
1993b). The width of arrows indicates the intensity of impact. Full or half-shaded circles indi-
cate the degree of degradation or pollution due to human intervention

At first, the appearance of Homo sapiens did not cause any substancial
changes in the natural system. The pre-Neolithic tribes formed an integral part
of the geoecosystems. The introduction of agriculture, soil cultivation and
grazing, combined with the degradation of the natural habitats, caused an
acceleration in the exchange of energy and matter, first on a local and next on
a regional scale (Fig. 1). The industrial revolution disturbed the energetic
balance of the Earth by introducing new energies and matter into the cycle.
Man of the present-day era of atomic energy and biochemical revolution has
begun to act as one of the main factors of global change. Therefore, we may
speak of the Man and the Earth system. In this system there exist connections
and feed-backs not only between the natural components (elements of the
ecosystems, land-ocean interrelations), but also between the natural struc-
tures and the defined human activities (agriculture, settlement, industry, min-
ing, etc.). The initial influences, acting on a local or regional scale, have been
changed at present into a chain of cause and effect on global scale, leading to
an increase of gases, manifested in the rise of the greenhouse effect, to the
ozone hole, as well as to the expansion of the arid zone and the shift of other
ecotones.
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Fig. 2. Place of geographical sciences in studies of the Man and the Earth system
1 — the area of studies controlled by geography departments in Poland

problems. There are several theoretical approaches of individual scientists (A.
S. Kostrowicki 1992), but these directions are still not present in the
dissertations and team studies of our geographers. This situation is slowly
changing, of course. A much better situation exists in this field in several
western countries such as Great Britain (Goudie 1977, Gregory and Walling
1987, Clark et al. 1987). In fact, our knowledge in the field of the related
sciences (even geographical ones!) is very poor and, therefore, frequently we
put very superficial questions and we are not able to follow the teams from the
geophysical and biological sciences.

Parallel to that we have observed for decades a disintegrational tendency
and specialization (an expert on the suspended load, on railway transport, etc.).
The widest research fields: the study of the Man and the Earth system and the
evaluation of natural resources has been left for others (Boer and de Groot
1990).

The representatives of physical geography are experts in typological classi-
fications (Richling 1992), but they investigate mainly, small fragments of the
natural environment in detail, sometimes including human intervention.
Preserving the historical and genetic approach, they may be able to join the
studies on global environmental structures, but, only after a modernization of
research methods (Gregory, Walling 1987, Clark et al. 1987).
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Fig. 3. Monitoring of environmental parameters in different time and spatial scales. Use of
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30 R. Riley, A. Niznik
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Fig. 1. Change in clothing shops 1989-1993, Piotrkowska street, L4dz



Retailing and urban managerialism... 31

been drawn up for the city. The inner zone, strefa 0, comprises properties facing
on to Piotrkowska between Plac Wolnosci to the north and Zwirki-Wigury to
the south (making it the same as the study area). Strefa 0 and part of strefa 1
are mapped in Figure 1.

As may be seen in Table 1, there are different minima for particular retail
functions. The divisions are purely arbitrary, but as a result it is likely that
restaurants, bookshops, picture galleries, opticians, hairdressers and even
milk bars will be more numerous in L6dz than would have been the case had
all retail outlets attracted the same minimum rate. The situation is compli-
cated further by the existence of vertical rent differentiation. Basements,
second floors and above in strefa 0 are classified asbeing in strefa 1, while yards
and courtyards in strefa 0 are treated as being in strefa 2. It is apparent from
Table 1 that for standard shops there is a substantial differential between
strefa 0 and 1, offering considerable advantages to sites on roads entering
Piotrkowska. In the reverse direction it seems that the urban managers want
to attract restaurants, bookshops, picture galleries, opticians and hairdressers
to Piotrkowska since the differential between strefa 0 and 1 is small. A further
constraint on the "free market” is the managers’ decision to ensure that
groceries retain their function even when they are privatised. Should the
minimum price not be reached at the auction, the site is advertised again at a
lower price. Four months’ rent in advance is a condition of the lease. Although
no information is available on the methods employed by tenants to raise the
necessary finance, it is clear that the requirement to find rent in advance and
cash for stock introduces the role of the bank manager as a gatekeeper. He
must assess the creditworthiness of the prospective retailer, whose request
may be rejected.

TABLE 1. Minimum bid prices, ’000zt per m? per month (1993)

Strefa 0 Strefa 1 Strefa 2
Standard shop 200 25-50 20-35
Restaurants 70 35-65 35-60
Bookshops, picture galleries, 50 20-40 15-30
opticians, hairdressers
Milk bars 12 9 (]

Source: Zarzgd Miasta Lodzi

Potential tenants must weigh up the merits and demerits of this rent
framework, and clearly not all will come to the same conclusion. Additionally,
an important random element is present, for particular sites are selected Yor
leasing at particular times, and are likely to be taken by people who happen
to be in the market at that time. A futher behavioural complication is that the
framework described is subject to change. Thus the managers admit that while
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Retaiiing and urban managerialism... 33

active, some 80% changing the goods sold. Doubtless in the new economic
climate the shopkeepers could see that it would be foolish to continue selling
the relatively unprofitable items supplied to them by the former regime. Even
65% «f the remaining state shops changed their products.

CHANGZE IN SHOP TYPE

Dzta under this heading appear in Table 2. Because of the discrepancy of
data jor each period it is more productive to consider the percentage scores.
The similarity between the two sets of percentages is quite remarkable,
suggesting a relatively stable situation. However, when shops with smaller
numkers are considered, there is evidence that higher order functions are
increesing: the number of jewellers, pharmacies, cosmetic shops and florists
actualy doubled. In the reverse direction a number of low order functions have
disapreared: greengrocers, dairies, hardware shops, bread shops and dry
cleaners. It is justifiable to argue that the retention of a substantial number
of fool shops is a result of the urban managers’ policy of trying to retain such
functions.

TABLE 2. Principal shop types, Piotrkowska street

Former % Present %
Clothirg 49 22.1 69 24.5
Food 22 9.9 23 8.2
Electrral 12 54 16 5.7
Shoes 11 4.9 12 4.3
Books 11 4.9 12 4.3
Bars 9 4.0 13 4.6
Total 222 100.0 281 100.0

Source Survey

CHANGE IN GOODS SOLD, BY SHOP

In Fable 2 shop types are aggregated and stability is suggested. But when
each thop is considered individually a very different picture emerges. Thus
althoigh the share of electrical shops in the two time periods is very similar,
it canbe seen from Table 3 that the shops which now sell electrical goods are
effectively not the same shops which sold such goods previously. In other words,
92% o electrical shops have only recently begun to sell these goods. Clothing
is notsuch an extreme case, but more than half the shops now selling clothes
did ndt previously do so, while a similar proportion of former clothing shops
now stl something else. The situation is fairly similar for shoes. A more stable
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situation is to be found in food shops, although halfithe former number have
ceased this activity, but only in bookselling is there real stability. Such
dramatic changes are to be expected in a period of rapid political and economic
change, but these powerful processes at the national scale have been modified
by the urban managers who have drawn up special rules for food retailers and
bookshops.

TABLE 3. Change of functions by individual shops

% (clothing) shops % (clothing) shops
ceasing to sell starting to sell
(clothing) (clothing)
Clothing 59 63
Food 45 25
Electrical goods 93 92
Shoes 45 40
Books 10 18

Source: Survey

The dynamism of these changes at the level of the shop is emphasised by
Figure 1 which depicts the clothing sector. One block (Jaracza-Narutowicza)
completely lacks stability, while three others have only a single shop whose
function is unchanged. The Traugutta-Tuwima block has the greatest mix of
opening, closure and continuity, but the map does suggest that the greatest
gains have been made in the pedestrianised sector between Tuwima and
Nawrot. The hand of the urban managers must once again be considered as an
influence.

KIOSKS

The 6 former Ruch kiosks have been privatised, but of more significance
has been the appearance of 35 new kiosks of a standard format approved by
the gatekeepers. Unlike the Ruch kiosks, which sold a variety of goods, the new
kiosks are much more specialised, no less than 19 selling food and drink; 5 sell
tapes, and 4 clothing. Now that street traders have largely been banished, the
kiosk represents the easiest way of entering the retail business, and is there-
fore at the base of the hierarchy (unless this is regarded as the market stall in
a covered or non-covered market). The location of the kiosks is readily
controlled by the gatekeepers, and the spatial patterns, namely the notable
clusters at the north end of Piotrkowska (15 kiosks) and at the opposite end,
south of the pedestrianised precinct (18 kiosks), is a further indication of the
control process operated by the urban managers.
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Recent bioclimatological studies in Poland 39

1992b). Its nondimensioned values vary from 0.01 (extremely unfavourable) in
the winter on the peaks of Tatra and Sudety Mts to 0.84 in the summer in
Lower Silesian region.

The longest duration of the period with predomination of very favourable
weather conditions (from May or even April till October) occurs in the south of
Poland and the shortest one (no more then three summer months) is observed
on the north and northeast (Fig. 1).

The period with predomination of unfavourable weather is noticed through-
out 1-4 months of winter season only in the eastern Poland as well as on a
seaside, in Wielkopolska and in the top parts of mountains (Fig. 2).

An analysis of frequency and stability of different weather classes was a
basis for delimitation of 9 regions with individual structure of weather condi-
tions (Fig. 3). With the comparison to the Central region which characterizes
average weather conditions (relatively favourable weather occurs from March
till December and very favourable — from May till September; in the winter
weather conditions are mild) other regions are distinguishable by: very big
seasonal variability of weather and short (1-2 months) period with predo-

T O o T 596

Fig. 1 Duration of very favourable weather conditions; useful for all forms of human activity
outdor (by Blazejczyk 1992b): 1 — no more than one month, 2 — two-three summer months,
3 — three months at spring and/or autumn, 4 — from June till September, 5 — from May
(or June) till September (or October), 6 — from May (or April) till October
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Fig. 2 Duration of unfavourable weather conditions (by Btazejczyk 1992b); relatively
unfavourable weather: 1 — three-four months between November and March, 2 — one-two
months between December and February; extremely unfavourable weather: 3 — three-four

months between November and March, 4 — one-two months between December and February;
5 — without predomination of unfavourable weather conditions

o . 7a \‘r""’i o X

...........

Fig. 3 Bioclimatic regions of weather conditions of: Poland (by Btazejczyk 1992a)
a — Seashore, b — Northeastern, c — Central, d — Western, e — Wielkopolian, f — Lower-
silesian, g — South-eastern, h - Sudethian, i — Carpathian
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PE——

Fig. 4 Bioclimatic regions of Poland (by Kozlowska-Szczesna 1991b); I — mostly influenced by
the Baltic sea (subregion Ia — with the most stimulativity), II — bioclimate softer than in the
region I, IIT — the coolest (besides mountains) bioclimate, IV — with moderate bioclimatic con-
ditions (subregions: IVa — with a weak stimuli, IVb — with a relatively strong stimuli due to
air pollution), V — the hotest bioclimate (subregion Va — with the strongest thermal stimuli),
VI — sudethian, VII — carpathian (region VI and VII have very differentiated bioclimatic
conditions)

values are expressed in W-m™ 2. Absorbed solar radiation was computed
taking into account a vertical cylinder as an analog model of man.

Spatial differentiation of mean monthly values of Icl index was analyzed
for the coolest (January) and the warmest (July) month in Poland (Krawczyk
1992). In Jauary clothing insulation keeping heat comfort of man fluctuates
from 3.9 clo in mountain basins to 5.3 clo on Tatra and Sudety peaks (Fig. 5).
The lowest (during the year) values Icl index (0.9 - 1.5 clo) is observed in Poland
in July (Fig. 6). Only at the seaside and mountain areas the annual minimum
of Icl values occurs in August. It is necessary to add that on Tatra and Sudety
peaks required clothing insulation in the summer is even 3.0 - 3.2 clo.

An analysis of the human heat balance was a basis of bioclimatic typology
of Poland as well. Spatial units with similar structure of the human heat
balance were distinguished through the use of the following criteria. First were
annual amplitudes of an index of thermal clothing insulation requirements (A
Icl), i.e. difference between the highest and the lowest mean monthly values of
Icl index. Increasing of annual amplitude of clothing insulation means that
man needs more different clothing garments in his disposal. On the territory
of Poland A Icl values vary from 2.2 clo on Kasprowy Wierch to 3.6 clo in
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Fig. 5 Insulation of clothing (in clo) required for thermal comfort of standing man
(N= 70 W - m™), January, mean values for the period of 1961-1970, 13:00 official time
(by Krawczyk 1993)

Fig. 6. Insulation of clothing (in clo) required for thermal comfort of standing man
M=70W. m'z), July, mean values for the period of 1961-1970, 13:00 official time
(by Krawczyk 1993)
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Fig. 7 The types of bioclimate of Poland (by Krawczyk 1993) 1.1 — very small differentiation of
clothing insulation ( Alcl) throughout the year and slight load of thermoregulative system due to
evaporation (EC+E+L+Res)), 1.2 — very small Alcl and very small E/(C+E+L+Res),

2.1 — small Alcl and very smallEAC+E+L+Res), 2.2 — small Alcl and small E/(C+E+L+Res),
2.3 — small Alcl and moderate EAC+E+L+Res), 3.1 — moderate Alcl and small
E/(C+E+L+Res), 3.2 — moderate Alcl and moderate E/(C+E+L+Res), 4.1 — considerable Alcl
and small EXC+E+L+Res)

northeast Poland. The second criterion was share of evaporative heat losses —
which occur with heat equilibrium of man — in their total amount. The
E/(C+E+L+Res) values point to intensity of a heat load of thermoregulative
system. Differentiation of E/(C+E+L+Res) is rather small and fluctuates from
0.20 at the mountain peaks to 0.27 in southern and western Poland. Thus 8
types of bioclimate of Poland was established (Fig. 7).

BIOCLIMATIC STUDIES IN LOCAL SCALE

The Silesian Plateau was chosen as an example of an area with environ-
ment strongly changed by industrial activity of man (Kozlowska-Szczesna
1990a, 1990b). Air pollution and transformed by man earth surface (settle-
ments, waste-dumps, colliery excavations) are the main factors modifying
bioclimatic conditions in this region.

Comparing mean annual values of meteorological parameters inside and
outside Silesian agglomeration it was noticed that bioclimate of agglomeration
characterizes by:
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Fig. 8 Topoclimatic assessment map of Jastrzebie Zdréj (by Kozlowska-Szczesna 1990b)

1 — favourable areas: 1.1 — for agriculture, 1.2 — for location of housing, 1.3 — for recreation;
2 — less favourable areas: 2.1 — for agriculture, 2.2 — for location of housing, 2.3 — for recrea-
tion; 3 — unfavourable areas: 3.1 — for agriculture, 3.2 — for location of housing, 3.3 — for
recreation; a — areas of the greatest air pollution, b — extremely polluted rivers, c — forests

— reduction of solar radiation income of 20 - 25%,

— decreasing of sunshine duration of about 15%,

— increasing of air temperature of about 2°C (daily means) or 5°C (minimal
air temperature),

— decreasing of air temperature amplitudes of about 7°C,

— decreasing of air humidity of 2-5%,

— increasing of atmospheric precipitation of 5 - 10%),

— enlargement of a frequency of stormy days of 5 - 10 per year and foggy
days of about 30% (in the summer) or 100% (in the winter),
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— reduction of wind speed of 20 - 30% (as an effect of big number of calm
days and specific city system of air motion),

— worsening of air quality, especially at SW winds blowing from Ostrava,
the Czech industrial region.

Local differentiation of bioclimatic conditions was presented on topo-
climatic map made by J. Grzybowski (with the use method proposed by
d. Paszynski 1980, 1983) and on biotopoclimatic map made by K. Btazejczyk
(with the use of his own method). Evaluation map of bioclimate, made by
T. Kozlowska-Szczesna and B. Krawczyk, based on both maps mentioned
above. Additionally maps deal with distribution of air pollution (dust fall,
condensation of Pb, S, NO,) were analyzed.

Topoclimatic studies show that local differentiation of bioclimatic con-
ditions of the Silesian Plateau depends mainly on kind and intensity of human

RRRERZZ]

AN O 0 O 07777 e
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Fig. 9 Biotopoclimatic map of Mazurian Lakeland (a fragment) — northeast Poland
(byBlazejezyk 1993); thermal conditions: I — mild, II — slightly loaded, IIT — loaded,
IV — strongly loaded; types of man-environment heat exchange: a — convective, b — radiative,
¢ — evaporative, d — mixed
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activity and secondly on relief and ground cover. The worst bioclimatic
conditions prevail in the central part of the Uppersilesian Industrial Region
as well as in the environs of Rybnik, Raciborz, Jastrzebie, Tychy, Siersza,
Zawiercie and Tarnowskie Gory.

On the territory of the Silesian Plateau only one health resort is situated
— Jastrzebie (Fig. 8). Unfortunately this city lies in a zone with the greatest
pollution of air, soil and water. Degradation of environment is here the most
intensive as an effect of industrial development and increase of population.
Thus Jastrzebie lost its therapeutic advantages (Kozlowska-Szczesna 1990b).

An another example of detail bioclimatic research performed in local scale
are studies of the human heat balance and heat load in man outdoor, in
different weather conditions and in different types of landscape of the
Mazurian Lakeland (Btazejczyk 1991, 1993).

In this purpose a new model of man-environment heat exchange in non-
stationary, fluctuating outdoor climate (MENEX) was developed (Btazejczyk
1992¢, 1993). General, mathematical form of the model is following:

M+R+C+L+E+Res=8S (2)

where S is net heat storage (surplus or deficit); another symbols are the same as
at equation (1). Asjust as in thermophysiological investigations a vertical ellipsoid
is assumed as an analog model of man in upright posture (Btazejczyk et al. 1993).

The MENEX model may be used for estimation of heat state of man outdoor
(structure and quantity of heat exchange, net heat storage, heat load) as well
as for assessment of maximal time of exposure (MTE). MTE value defines time
not threatening man with overheating or overcooling of an organism.

Heat load of man, which is a function of net heat storage and absorbed solar
radiation, is a measure of thermal state of an enviroment. Classification of heat
load consists of 6 classes (Table 1).

TABLE 1. Classification of heat load of man

7 Net heat storage ‘Absorbed solar radiation (W - m™2)
W-m™®) <15.0 15.1 - 30.0 >30.1
>90.1 Hazard of organism overheating
451 - 90.0 Loaded conditions Strong]'y']oaded
conditions
20.1 - 45.0 Slightly loaded conditions Loaded conditions
-200 - +200 Mild conditions

-450 - -199 Loaded conditions Slightlyloadsg.eondikions

Strongly loaded

-90.0 - -449 conditions

Loaded conditions

< -90.1 Hazard of organism overcooling
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54 B. Obribska-Starklowa, Z. Olecki, J. Trepiiska
TABLE 1. Statistical characteristics of air temperature ranges in Cracow in 1863-1992
(in °C)

Variable RAT DATI DAT VII
Average 23.2 54 10.4
Standard deviation 3.24 0.76 1.29
Standard error 0.28 0.07 0.11
Maximum value 32 7.6 14.5

1929 1881 1880
Minimum value 16.2 3.4 7.9

1990 1923 1980
Range 15.8 4.2 6.6
Upper quartile 24.9 5.9 11
Lower quartile 214 5 9.6

RAT — annual range of air temperature; DAT I — mean daily range of air temperature in
January; DAT VII — mean daily range of air temperature in July.

It results from the above regression equation that the annual temperature
range has decreased by more than 1°C for 100 years and by 1.36°C for 130
years.

The annual ranges of temperature, smoothed by running averages with 20
year period, prove the appearance of oceanity (decrease in RAT value) and
continentality (increase in RAT value) periods.

The period of oceanity of climate in Cracow started at the end of the second
half of 19th century and ended in late 1920s and early 1930s (period /1/). In
the following years (till 1960s) the phase of continentality of climate existed.
In recent years the phase of oceanity may again be noticed, with small
fluctuations in the value of RAT (Fig. 2). Such a classification is supported by
calculated regression equations and linear regression coefficients between
mean 20-year values of RAT:

/1 txy=-0.86 y=90.7 — 0.075x
/2] rxy=0.96  y=0.15x — 120.6
/3/  rxy=-0.94 y=77.4—0.056x

years 1863-1928

years 1923-1958

years 1959-1992

where:

ry y — linear correlation coefficient between x and y;

x — the middle year of each 20-year period for the years 1863-1992, without
the leading 1000(110 values);

y — the value of RAT for each 20-year period in the years 1863-1992.

The general trend in the course of RAT values was decreasing in the
examined period (Fig. 1), which has already been mentioned.
The course of daily temperature ranges in January and July was different.
The ranges in January revealed a constant decreasing trend, which may be
described by the equation:
y = 5.597 - 0.00257x
Txy = -0.49 (for 20-year means)
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where: x — values from 1 to 130 (years),
y — values of DAT I for all the years.

It must be mentioned that the decrease was not very big; it amounted to
0.28°C in the 130 years (0.26°C/100 years). However the continuity of the
decrease since the end of the 19th century is worth noticing (Fig. 2).

In July the daily range took yet another course. After a period of distinct
decrease in the phase of climate oceanity, a period of slightly diversified course
existed, and later — a slight increase. The general trend was decreasing (Fig. 1),
which is shown by the following trend equation:

y = 11.09 - 0.0112x
rx,y = -0.754 (for 20-year means)

It results from the equation that mean daily temperature ranges in the
examined period (130 years) decreased by 1.23°C, that is by 1.12°C/100 years.

The courses of annual and daily values of air temperature ranges (for
January and July) have been additionally presented in Fig. 3. In the first years
of the examined period till 1920s (the period of oceanity of European climates)
a great correlation between deviations of RAT and DAT VII from multi-year
means may be noticed. Later a diversification in the formation of these values
appeared. The increasing number of positive deviations of DAT VII from
multi-year value in 1975-1992 is an important phenomenon. It may be

C
26
RAT]
18 l i
}
| H
DAT Vil
10
DAT |
2
1900 1950 Years

Fig. 1. Trends in the courses of air temperature ranges in Cracow (1863-1992)
RAT — annual range of air temperature, DAT I — mean daily range of air temperature
in January, DAT VII — mean daily range of air temperature in July
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26
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Fig. 2. 20-year running averages of air temperature ranges in Cracow (1863-1992) (in °C)
RAT — annual range of air temperature (1), DAT I — mean daily range of air temperature
in January (2), DAT VII — mean daily range of air temperature in July (3)
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Fig. 3 Cumulative deviations from multi-year mean air temperature range in Cracow
(1863-1992) (in °C). RAT - annual range of air temperature, DAT I — mean daily range of air
temperature in January, DAT VII — mean daily range of air temperature in July
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connected with the increase in the number of sunny days and the days with
sunshine duration longer than 10 hours in these years (Fig. 4).

hours

Fig. 4 Derviations of annual totals of sunshine duration (1), number of days with sunshine dura-
tion > 10 aours (2), and number of days without sunshine (3) from multi-year (1884-1990) mean
in Cracow

The mean values of DAT changed very little in January, which in turn
means, that in spite of great diversification of minimum and maximum
temperatures, the differences between them stay at a constant or almost
constant level. The slight decrease in DAT in January may result from the
increase in minimum temperature. Thus, the differences between minimum
and maximum temperatures reflect the general features of a temperate climate
(represeated by Cracow), at a constant increase in mean winter temperature
(Trepinska 1988) and the influence of the city upon the value of maximum and
minimun temperature (the influence on minimum temperatures is greater).

The annual ranges of temperature (RAT) correlate with the course of
deviatiois from the multi-year mean of cloudiness and the number of cloudy
days (Fizs. 7 and 8). In the phase of climate oceanity, both these factors had
higher values, and the number of sunny days was decreasing (Fig. 4).

Some relationships exist between the course of RAT (Fig. 2) and the
multi-yeiar course of sunshine duration (Figs 2 and 4). The decrease in the
number of hours with sunshine and the decrease in the value of RAT in the
years of progressing oceanity, as well as the increase in RAT value and in
sunshine duration in the period of continentality (which took place in the
1940s) Gee Figs 3 and 4) are understandable. The later rapid decrease in
sunshint duration and its increase in the latest years may be connected both
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sunshine, that the first of these characteristics has greater influence upon the
value of sunshine duration (Figs 4 and 5). In winter, when the days with a
sunshine duration longer than 10 hours do not occur, the course of sunshine
duration shows no apparent correlation with the course of days without
sunshine (Fig. 6).

The mean annual cloudiness in Cracow amounts to 68%, varying from 61% in
July to 76% in January. According to M. Morawska (1963), Cracow is characterised
by greater cloudiness than should result from its geographical position.

The analysis of multi-year course of cloudiness presented in Figure 7 as
deviations from the averages from the years 1861-1990, proves that a decrease

40 — howrs
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Fig. 5. Deviations of monthly totals of sunshine duration (1), number of days with sunshine
duration > 10 hours (2), and number of days without sunshine (3) from the multi-year
(1884-1990) mean in Cracow in July
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Fig. 6. Deviations of monthly totals of sunshine duration (1), and number of days without
sunshine (2) from the multi-year (1884-1990) mean in Cracow in January
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in mean annual values of cloudiness occurred in the second half of the 19th
century. The cloudiness of the winter months was similar, with a distinct
minimum about 1900. Contrary. to the changes of cloudiness in winter, the
cloudiness of summer has been showing increasing trends since the beginning

%
1

i N m [0
W l

| ,/\,-/\/\/—/\/ﬂ i -
o) T A BT, T T T T Boresiad . '

1860 1870 1880 1890 1800 1910 1920 1930 1940 1950 1960 1970 1980 1990

Fig. 7. Deviations of annual means of cloudiness (1), and monthly mean values of cloudiness
for January (2) and for July (3) from the multi-year (1861-1990) average in Cracow
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Fig. 8. Deviations of annual means (1) of the number of cloudy days, and of monthly means
of the number of cloudy days for January (2) and July (3) form the multi-year (1863-1990)
average in Cracow
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recurrence, spatial extent, and sedimentological and morphological effects has
not been dealt with in detail yet (Starkel 1986). Little is known about the role
of these processes in a river channel and catchment in young glacial and
lowland regions in the temperate climatic zone.

In the first two weeks of June 1988 periods of heavy and intense rains were
recorded in the central part of West Pomerania. New data thus collected help
define the part played by extreme meteorological phenomena in the magnitude
of soil erosion in the upper Parseta catchment, in the nature and intensity of
fluvial transport in this catchment and in the downstream drainage basin of
the whole Parseta River, as well as in the style of denudation of a lowland and
young glacial area. The data allow the characteristics of the flood to be analysed
on a regional scale.

Studies of the present-day denudation system of young glacial areas have
been carried out in the Parseta catchment (Fig. 1) situated in the middle part
of West Pomerania (Kostrzewski and Zwolinski 1992). The catchment lies on
the north-facing slope of the central Pomeranian belt of end moraines and is a
part of the Baltic drainage area. The Parseta headwaters are found at an
altitude of 137 m a.s.l. The total length of the river is nearly 132 km, its
sinuosity is 1.55 and its slope 0.00105, while its drainage area amounts to 3,151
km?2. There are four water-gauging stations of the Institute of Meteorology and
Water Management located on the river (Table 1).

TABLE 1. Hydrometric characteristics of water-gauging stations on the Parseta River

Parameter Unit Storkowo Tychéwko Biatogard Bardy
Distance from the mouth [km] 118.7 75.7 59.5 25.0
Drainage area [km2] 74.0 895.8 1129.6 2955.2
‘Average discharge [m®s!] 0.7% 8.3b 10.8° 26.8°

2 1986-90, ® 1960-79

Detailed studies of surface runoff and soil erosion are being carried out on
three slopes with different land-use patterns in the lower portion (the Mtynski
Brook catchment) of the upper Parseta catchment (Klimeczak 1993). In June
1988 material was collected from Seiler’s traps after three falls of rain. The
effects of this precipitation involved the transport of 10.3 t ha'! from ploughed
fields, and averages of 50.7, 0.146 and 0.021 kg m?! of slope width in the
ploughed field, forest and meadow, respectively (Kostrzewski et al. 1992).
These rates represent 92%, 94% and 28% of the annual totals, respectively.
Particularly intense rill erosion occurred in a maize-field lying about 5 km

Fig. 1. Location of the Parsta River drainage basin and spatial distribution of precipitation on
7 June 1988 (solid line) and on 11 June 1988 (dashed line)

1 — watersheds of the Parseta River and component catchments at Storkowo, Tychowko,
Bialogard and Bardy, 2 — streams and brooks, 3 — water gauging stations of Institute of
Meteorology and Water Management, 4 — rain gauging stations and diurnal precipitation totals
on 7 June 1988 and on 11 June 1988 in frames, 5 — isochyets, 6 — Research Station at Storkowo
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amounting to about 2.5 m?s'l, persisted for 12 hours. Finally, the third wave
generatel by heavy rain lasted 43 h 15 min. (11-12 June), and its maximum
discharge amounted to 6.6 m3s™. The hydrogram of the recession limb of this
wave shows a slight bulge indicating the throughflow supply of the river

Discharge - Q [m’s”')

Discharge - Q [m’s”)

14 70
12 Q 60
. r
10 50
8 40
6 A\ 30
4 20
2 K_\ \ 10
0 - . 0
8 9 10 1 12 13 14 15 16
June 1988

Fig. 2. Hourly precipitation (P) and water discharge (Q) of the upper Parseta River
from the 7-17 June 1988 at Storkowo
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June 1988

Fig. 3. Daily water discharges in the Parseta drainage basin
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channel (Anderson and Burt 1982, Burt and Butcher 1985, Finlayson 1977).
Peak waves were observed about 4-5 hours after the increase in the water stage
and about 5-6 hours after the beginning of rain.

The whole flood embracing the three waves was marked by a rapid supply of
water to the river channel and an equally quick flow of this water. This incicates
that the dominant supply of water to the river channel was over the land surface.
The quick flow of the flood waters from 7 June (18:45) to 12 June (24:00) involved
1.3 x 10" 8 m3 of water, which amounts to 5.5% of the annual runoff in a period
equal to 1.4% of the year (Table 2). Discharges of this magnitude are a ra-ity on
the upper Parseta; since the mean annual discharge amounted to 0.75 m3stin
the hydrological year 1988, the June flood can be classed as a highly exceptional
event not only in that year, but also in a longer period.

TABLE 2. Water runoff (AQ), total suspended load (As), mineral (Asmin) and organic (Asorg)
suspended material outflow from the upper Parseta catchment during a flash flood, Jun: 1988

Period Pre- 1st 2nd 3rd Post- Three Flood Hydrol. Units
-flood flood flood flood -flood waves period year 1988
period wave wave wave period totals
Beginning | 88.06.07 | 88.06.09 | 88.06.09 | 88.06.11 | 88.06.13 | 88.06.07 | 88.06.07 87.11.01
08:00 18:45 20:00 04:45 00:00 18:45 18:45
End 88.06.07 | 88.06.09 | 88.06.11 | 88.06.12 | 88.06.17 | 88.06.12 | 88.06.17 88.10.31
18:45 20:00 04:45 24:00 08:00 24:00 08:00
Duration - 21.48 14.28 18.87 45.37 54.63 100.00 & [%]
of flood
Time of 0.12 0.56 0.37 0.49 1.18 1.43 2.61 100.00 [%]
the year
AQ 8 136 477936 | 227414 | 608 582 | 506 509 | 1 313 933 | 1 820 441 | 23 805 743 [msl
As 0.7 62.9 21.0 82.3 37.2 166.2 203.4 890.6 [t]
Asmin 0.4 52.2 15.9 67.8 26.8 136.0 162.8 626.8 [t]
Asorg 0.8 12.0 6.0 14.8 14.4 32.7 47.1 264.8 [t]

The water flow at the successive stations during the flood is illustrated in
Figure 3. The great similarities between the Tychéwko and Bidogard
hydrograms are due to the short distance of 16 km between these localties, a
narrow channel reach in the plateau area, and the absence of large tribitaries.
Unlike at Storkowo, the appearance of the flood waves at these two s:ations
was delayed three days. However, it should be kept in mind, as d:tailed
observations at Storkowo showed, that the first wave was higher and more
violent than the second.

The streamflow looked different at Bardy (Fig. 3). There was only ore flood
wave which reached its peak on the night of 13/14 June as the result of the two
(Tychéwko and Biatogard) or three (Storkowo) flood waves which formedin the
upper part of the catchment. There was a delay of almost a week after tie first
fall of rain in the upper Parseta catchment. Knowing from hydrograpis that
the first peak was recorded at Storkowo at midnight of 7/8 June, and assuming
that the highest discharges of the Parseta flow with an average velicity of
about 1 ms1 (Zwolinski 1989), it could be concluded that, with tle flow
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unimpeded, the peak should have been registered at Bardy after 26 hours.
Hence, the delay of the actual flow was 5.5 times the theoretical one, i.e. 144
h. The factors contributing to the delay were not only a high retentive capacity
of the catchment, but also of the river channel itself, with its more than ten
working and disused hydrotechnical devices together with reservoirs. Over-
bank flows occurring in many reaches of the river also played a contributing
role.

DYNAMICS OF SUSPENDED LOAD TRANSPORT

THE UPPER PARSETA CATCHMENT

The transport of suspended sediment load varied over the flood period. The
estimates given below should be treated with great caution and regarded as
minimum values. This is due to a stronger hysteresis effect and marked
exhaustion of reserves available for transport in suspension during successive
flood waves. It may be presumed that the concentration of the suspended
sediment load was considerably higher during the first flood wave than that
estimated by means of regression because of the preceding prolonged rainless
period.

The above remarks are illustrated by a loop of suspended sediment
concentration recorded at the third flood wave (Fig. 4). Increases and decreases
in the discharge were accompanied by markedly different patterns in the

400 —

845
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280

220
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100 1

Suspended Load Concentration - Cs [mg dm™)

40 A " o

Discharge - Q [m’s”)

Fig. 4. Hysteretic loop for suspended load concentration (Cs) during the 3rd flood period
(11-12 June 1988) for the upper Parsgta River at Storkowo
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June). This provides evidence for a supply of the suspended load from sources
outside the channel, e.g. throughflow and soil erosion (Klein 1984). The flat
loop is clockwise during the third flood wave (from 10 to 12 June, see Fig. 4
also). This direction of loop indicates supply of the suspended load from the

800

400

200

Suspended Load Concentration - Cs [mg dm”)

Discharge - Q [m’s ™)
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70

40
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Suspended Load Concentration - Cs (mg dm*)
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20 25 30 35 40 45

Discharge - Q [m’s”)

Fig. 5. Hysteretic loops for diurnal suspended load concentrations (Cs) at Storkowo (a)
and Bardy (b) from 7 to 17 June 1988
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TABLE 1. Population in East Central European countries in 20th century (in thousands)

Lp State 1897-1900 | 1910-1913 | 1920-1921 | 1939-1941 | 1948-1950 1960 1970 1980 1988-1990
1 | Estonia 975 954 1107 1052 1097 1209 1356 1474 1583
2 | Latvia 1929 2 493 1596 1885 1944 2113 2 364 2529 2687
3 |Lithuania 2536 2 828 2 629 2 880 2573 2 756 3128 3420 3723
4 |Kaliningrad 1129 1155 1226 1240 455 650 740 817 878

District
5 |[Belarus 6 673 6 899 6 700 8912 71709 8 147 9 002 9611 10 254
6 | Ukraine 28 445 35210 34 000 40 469 36 588 42 469 47 126 49 953 51 839
7 | Poland 23 417 28 630 26 688 32 055 25 008 29 731 32 642 351735 38038
8 | Czechoslovakia 12 155 12 995 13 006 14 428 12 388 13 654 14 333 15 311 15 624
9 | Hungary 6 854 7612 7 987 9316 9 204 9961 10 322 10709 10 604

10 |Rumania 11 200 13 500 13 800 16 748 15 872 18 403 20 252 22201 22 940

11 |Moldavia 1615 2 056 2025 2452 2290 2 968 3569 3968 4 362

12 | Bulgaria 31715 4 496 4 897 4 897 7273 7905 8515 8876 8970

13 | Yugoslavia 10 600 12 962 12 545 16 000 15 841 18 549 20 523 22 425 23 411

Total 111 243 131790 128 206 153 732 138 242 158 515 173 872 187 029 194 923

State territories taken as constant according to contemporary political borders.
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TABLE 2. Rural population in East-Central European countries in 20th century (in thousands)

Lp State 1897-1900 | 1910-1913 | 1920-1921 | 1939-1941 | 1948-1950 1960 1970 1980 1988-1990
1 | Estonia 818 777 827 697 581 518 475 441 449
2 | Latvia 1387 1554 1005 1222 1063 922 887 784 774
3 | Lithuania 2181 2 461 2182 2221 1844 1673 1557 1314 1174
4 Kaliningrad 700 670 650 620 200 215 194 183 183

District
5 |Belarus 5774 5909 5695 7057 6 090 5542 5094 4213 3 447
6 | Ukraine 24 125 28 420 27 200 26 900 23 811 22 618 21438 18 981 16 970
7 | Poland 17 207 20 536 18 092 20 250 15 009 15 249 15 578 14 756 14 623
8 | Czechoslovakia 7 049 7277 7021 7150 6 045 5 836 5 408 4183 3814
9 | Hungary 4 249 4491 4 529 5001 5107 5229 4 892 4 665 4 326

10 |Rumania 9184 10 800 11 040 13 063 12 159 12 491 11 994 11186 10 476

11 | Moldavia 1364 1699 1720 2124 1902 2298 2439 2382 2293

12 | Bulgaria 3002 3508 3 881 4 883 5281 4 947 4 047 3355 3063

13 | Yugoslavia 9 116 10 920 10 386 12 670 12 552 13 302 12 609 12 088 11237

Total 86 156 99 022 94 228 103 858 91 644 90 840 86 612 78 531 72 829

State territories taken according to contemporary and time-constant political borders.
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106 B. Grabinska

Fig. 1. Zoogeographical regionalization of Europe for “biogeographical” units; 1-58 unit numbers

materials have been living organisms. These have been classified by
Kostrowicki (1965). However, contemporary biogeographic, and particularly
zoogeographic, works do not contain regionalizations done on a continental
scale and on the basis of empirical assessments of the species diversity of
vertebrates.

METHODS

The main taxonomic unit used in this paper is the species. The necessary
data have been obtained from faunistic works, monographs, atlases and —first
and foremost — from the catalogue of mammals by Gorner and Hackethal
(1987).
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Fig. 2. Zoogeographical regionalization of Europe for “administrative” units

The taxonomy and nomenclature of the species taken into account has
mainly been derived from the aforementioned atlas and from Polish works
under the editorship of Z. Pucek (1984).

Assessments have been made of the occurrence of 186 species of mammal
in 58 biogeographical units delimited on an a priori basis (Fig. 1), as well
as-separately — in 29 administrative regions (Fig. 2). In the latter case
analysis was carried out within state boundaries or within regional units (e.g.
in the following areas delimited in the USSR: Northern (boreal) Russia,
Belarus, Ukraine and Southern (meridional) Russia. In the course of compi-
lation, some islands, e.g. Iceland, Corsica and Sardinia, have been treated as
separate units (Grabinska 1992). In addition to the main group of land
mammals, consideration has also been given to aquatic mammals of the order
Pinnipedia. However account was not taken of any species of whale.

The data obtained were processed statistically using the “Tytan” computer
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program. The similarity of the delimited spatial units was assessed in relation
to the species composition of mammals, and in accordance with the formula of
Marczewski and Steinhaus (1959):

e WA

a+ b-w

where: S = the similarity of two comparable sets (in this case units); w = the
number of elements common to both sets; a = the number of elements in the
first set and b = the number of elements in the second set.

10 09 08 07 06 05 04 03 02 0.1 ]

e e e e e s s s e rescccccnae == -_—‘=-§}--H
18
19
e 8
— 27
e ]
| r— 8
30
‘I__f_._,‘:_
, 2 R, e 8.y
»
=
—4 55
T o o . ot e s Sl b 525.-_[
Ex
36
[E 2
¥
I._,_I:,.
M- ccccccccccaaaaaa e ---—{g---lll
p— O
— 43
44
e &
L—_g
4
l_l:"
1+ 58 number of units 51
I = V boundaries of regions L{r—:g
54
57
B et

1.0 09 08 07 06 05 04 03 02 0.1 0

Fig. 3. Magnitudes for Europe’s “biogeographical” units of indices of distance after Marcze wski
and Steinhaus



Zoogeographical regionalization of Europe 109

If all elements are common to both sets, then S takes the value of 1 or 100%.
If two sets have no common elements, then S = 0.

Similarity may also be defined by a distance. The distance between two sets
is given by the formula: r = 1-S, where r = distance and S = similarity of the
two sets being compared. The smaller the number of common elements, the
greater the distance, and the greater the number of common elements, the
smaller the distance. The calculated values for similarity serve in the calcul-
ation of the distance between the analyzed units from the point of view of their
species compositions.

The similarity values obtained are presented in the form of diagrams (Figs
3 and 4).

The grouping of European units from the point of view of faunistic similarity
made it possible for the borders between different zoogeographical regions to
be drawn (see Figs 1 and 2).

The absolute numbers of animal species in each of the analyzed units are
contained in Tables 1 and 2.
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Fig. 4. Magnitudes for administrative units of indices of distance after Marczewski
and Steinhaus
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TABLE 1. Number of mammal species in “biogeographical” units

' 'gé 2 [ 'g 3
7} % (7} 2 I3
£2 | & i | & i
g F 2 = g F 2 =
2 8 2 e 28 2 o
L : 5 5 : s
El 53 = S
Z 2z,
31 89 478 16 63 339
48 86 46.2 15 62 33.3
20 82 44.1 24 62 33.3
26 82 44.1 35 62 33.3
19 81 435 53 62 33.3
22 81 435 44 59 317
18 80 43.0 45 59 317
47 80 43.0 43 57 30.6
49 79 425 6 56 30.1
27 77 414 50 56 30.1
29 77 414 39 55 29.6
30 77 414 51 53 28.5
13 74 39.8 55 53 28.5
21 74 39.9 34 51 27.4
28 74 39.8 54 51 27.4
23 73 39.2 38 50 26.9
36 72 38.7 9 49 26.3
14 70 37.6 11 46 247
17 70 37.6 37 45 242
32 70 37.6 43 23.1
46 68 36.6 2 41 22.0
56 68 36.6 41 22.0
12 66 35.5 57 41 22.0
40 66 35.5 42 40 215
10 65 34.9 41 39 21.0
33 65 34.9 7 35 18.8
52 65 34.9 58 30 16.1
25 64 34.4 8 28 15.1
5 63 33.9 15 8.1
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TABLE 2. Number of mammal species in the designated administrative units of Europe

Name Number of % Name Number of %

of unit species of species of unit species of species
Iceland + 14 7.4 Federal Rep. of 72 37.9
Spitsbergen Germany
Ireland 29 15.3 boreal Russia 73 38.4
Denmark 43 226 Hungary 73 38.4
Portugal 45 23.7 Austria 75 39.5
Norway 50 26.3 Czechoslovakia 75 39.5
Benelux countries 52 274 Bulgaria 75 39.5
Great Britain 52 27.4 meridional Russia 76 40.0
Albania 54 28.4 Ukraine 79 41.6
Sweden 58 30.5 Italy 79 41.6
Baltic republics 59 311 Spain 80 42.1
Finland 60 316 Yougoslavia 83 44.2
Belarus 64 33.7 Rumania 84 43.7
Greece 65 34.2 France 85 44.7
German Dem. Rep. 66 34.7 Poland 92 48.4
Switzerland 67 35.3
RESULTS

THE TAXONOMIC DIFFERENTIATION OF THE AREA OF OCCURRENCE
OF EUROPE’S MAMMALS

Consideration was given to a total of 186 species of mamal, in 7 orders, 29
families and 95 genera.

In the regions discussed, the number of species of mammal ranged from 15
in Iceland to 89 in the Northern Black Sea area. At the same time, it should
be pointed out that species with extensive “cosmopolitan” ranges were not
numerous; constituting only 1% of the total number of species.

Also small was the proportion of species occurring in only one of the
analyzed units, and therefore attesting to the specific nature of a given fauna.
Seven such cases were noted, involving 3.8% of the total number of species.
There were far more species — in fact 49 or 26% — with slightly wider ranges
of 2-5 units (Table 3).

The most well-represented families (with at least 10 species in Europe)
were: voles (Arvicolidae), bats (Vespertilionidae), shrews (Soricidae), mustelids
(Mustelidae), mice (Muridae), squirrels (Sciuridae) and deer (Cervidae) (Table
4). The species in these families were variously distributed across Europe and
the most widely-occurring families were Vespertilionidae, Muridae, Canidae,
Mustelidae, Soricidae, Erinaceidae, Leporidae, Arvicolidae and Cervidae.
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TABLE 3. Relationship between the number of species and the number of units
in which they occur
area of number of % area of number of %
occurrence species with of all occurrence species with of all
(number of | the given area species (number of | the given area species
units in which | of occurrence units in which | of occurrence
species occurs) species occurs)
1 7 3.8 31-35 12 6.5
2-5 49 26.3 36 -40 15 8.1
6-10 32 17.2 41 -45 8 4.3
11-15 10 54 46 - 50 9 4.8
16 - 20 14 7.5 51 -55 7 3.8
21-25 12 6.5 56-58 2 11
26 - 30 9 4.8
TABLE 4. Mammalian families taken into account
numberof | number numberof | number
umits in of umits in of
Family which the species Family which the species
family in family family in family
occurs occurs
Odobenidae (walrus) 2 1 Talpidae (moles) 45 3
Hystricidae 3 1 Suidae 47 1
(porcupines) (pigs)
Dipodidae (jerboas) 5 Gliridae (dormice) 49
Procyonidae (raccoons) Felidae (cats) 49
Viveridae 11 3 Sciuridae 50 11
(civelts and mongooses) (squirrels)
Desmanidae (desmans) 13 Arvicolidae (voles) 54 32
Spalacidae (mole rats) 16 Cervidae (deers) 54 10
Phocidae 20 7 Erinaceidae 55 4
(seals) (hedgehogs)
Castoridae (beavers) 21 1 Canidae (dogs) 57 6
Molossidae 25 1 Soricidae 57 17
(free-tailed bats) (shrews)
Cricetidae 25 3 Vespertilionidae 57 24
(hamsters) (typical bats)
Zapodidae 27 2 Leporidae 57 3
(Qumping mice) (rabbits and hares)
Ursidae (bears) 31 Muridae (mice) 58 11
Bovidae 35 Mustelidae 58 13
(cows, goats etc.) (weasels etc.)
Rhinolophidae 43 5
(horseshoe bats)
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The species considered in the paper belonged to 95 genera (Table 5). It must
be emphasized that Europe has some genera that are very poorly-represented
but whose species are very widespread, and others that are equally poorly-
-represented but also with species of very restricted ranges.

TABLE 5. Mammalian genera taken into account

Number of “bio- Number of Number of “bio- Number of
Genus geographical”® species Genus geographical”® species
units in which in genus units in which in genus
genus occurs genus occurs
Acomys 1 1 Procyon 9 1
Hydropotes 1 1 Alopex 10 2
Muntiacus 1 1 Vormela 10 1
Odocoileus 1 2 Genetta 10 1
Mesocricetus 2 1 Tamias 11 1
Lemmus 2 1 Marmota 11 2
Dinaromys 2 1 Halichoerus 11 1
Odobenus 2 1 Microspalax 12 1
Erignathus 2 1 Phoca 12 3
Cystophora 2 1 Capra 12 3
Ovibos 2 1 Rupicarpa 14 1
Myomimus 3 1 Alces 15 1
Meriones 3 2 Citellus 16 4
Allactagulus 3 1 Cricetulus 16 il
Dipus 3 1 Ovis 16 1
Scirtopoda 3 1 Suncus 19 1
Hystrix 3 1 Cricetus 20 1
Thalarctos 3 1 Castor 21 1
Saiga 3 1 Ondatra 22 1
Hemiechinus 4 1 Tadarida 25 1
Galemys 4 1 Dryomys 27 1
Allactaga 4 2 Sicista 27 2
Dicrostonyx 5 1 Nyctereutes 28 1
Lagurus 5 1 Ursus 30 1
Ellobius 5 1 Eliomys 31 1
Gulo 5 1 Muscardinus 31 1
Herpestes 5 2 Micromys 32 1
Myopus 6 1 Oryctolagus 33 1
Spalax 7 2 Barbastella 34 1
Rangifer 7 1 Vespertilio 35 1
Bison 7 1 Miniopterus 36 1
Pteromys 8 1l Glis 37 1
Monachus 8 ]! Clethrionomys 39 3
Desmana 9 1 Rhinolophus 43 5
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cont. Table 5.
Number of “bio- Number of Number of “bio- Number of
Genus geographical” species Genus geographical” species
units in which in genus units in which in genus
genus occurs genus occurs

Cervus 43 4 Lutra 53 1
Talpa 45 3 Eptesicus 54 2
Canis 45 2 Microtus 54 18
Neomys 46 2 Meles 54 1
Crocidura 46 5 Erinaceus 55 3
Capreolus 46 1 Myotis 55 10
Sciurus 47 3 Martes 55 3
Sus 47 1 Vulpes 56 1
Felis 49 2 Apodemus 56 5
Sorex 49 9 Lepus 57 2
Plecotus 50 2 Rattus 58 2
Arvicola 51 2 Mus 58 2
Nyctalus 52 3 Mustela 58 6
Pipistrellus 53 4

TABLE 6. Relationship between the number of genera and the number of “biogeographical”
units in which the genus occurs

Area of occurence Number Area of occurence Number
(number of units in of genera (number of units in of genera
which genus occurs) which genus occurs)

1-5 27 31-35 6
6-10 11 36 - 40 3
11-15 8 41 - 45 4
16 - 20 5 46 - 50 8
21-25 3 51 -55 10
26 - 30 4 56 - 58 6

total genera 95

Measured in this case by the number of units in which a genus occurred,
the range of eurytopicity of the group under discussion was very wide. Three
genera were represented by single species, which currently occur in only one
unit. Examples are the genera Hydropotes — the Chinese water deer, Mutiacus
— the muntjac, and genus Acomys — a mouse of the family Muridae. However
it should be emphasized that the two genera Muntiacus (the muntjac) and
Hydropotes (the Chinese water deer) are introduced, and might occur in a
greater number of units on the basis of their ecology. The natural range of the
muntjac includes the temperate zone of China, and the species may acclimatize
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successfully in Europe. In a similar way, Hydropotes inermis (the Chinese
water deer) is easy to raise and might also potentially occur in a greater number
of units. Standing in contrast to these are three genera with single species
whose ranges include at least 50 units, and which therefore have a wide area
of occurrence. 46 genera have ranges covering no more than 15 units, and the
remaining 49 genera occur in between 16 and 58 units. 27 genera occur in 5
units or less (Table 6). Three genera: Rattus, Mus and Mustela occur in all 58
units (Table 7).

TABLE 7. Genera of mammals with the greatest areas of occurence

number of Number number of Number
“biogeograph-| of species “biogeograph-| of species
Genus ical” units in genus Genus ical” units in genus
in which in which
genus occurs genus occurs
Rattus (rats) 58 2 Eptesicus (bats) 54 z
Mus (mice) 58 2 | Microtus (voles) 54 2
Mustela (weasel, 58 6 Meles (badger) 54 1
stoat etc.)
Lepus (hares) 57 2 Pipistrellus 53 - &
(pipistrelle bats)
Vulpes (fox) 56 1 Lutra (otter) 53 1
Apodemus (mice) 56 5 Nyctalus (bats) 52 .
Myotis (bats) 55 10 Arvicola (voles) 51 2
Erinaceus 55 3 Plecotus (bats) 50 2
(hedgehogs)
Martes (martens) 55 3
total species 67

THE ZOOGEOGRAPHICAL REGIONALIZATION OF MAMMALS

REGIONALIZATION IN RELATION TO NATURAL UNITS

The statistical analysis of faunistic similarity in the 58 working
“biogeographical” units revealed the following arrangement of cohesive 14
uniform subgroups:

— Northern areas (arctic and boreal),

— Areas of north-eastern Europe together with the Baltic Sea Basin, the
continental section of mixed forest and a part of central Europe together with
its uplands,

— North-western regions of the Atlantic area, associated with oceanic and
marine waters,

— Areas of western Europe including both those neighbouring the Atlantic
(the Armorican area) and upland and mountainous areas; the Burgundy-Rhine
area, the Hercynian-Czech area and the Alpine area,
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Thus, it can be concluded that the tendencies of Gdansk prices to change could
better reflect more general regularities (in the European scale).

9 Ag 9Ag
1200

1000{ */+ :

$00 .|

\
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s00 2%¢

400

L0

500 1550 600 650 1700 750 ~ " FERaa
Fig. 2. Changes of selected food articles in Gdansk in 1500-1815, determined by H. Maruszczak
from the data of J. Pelc (1937) comprising the years 1500-1700,
and T. Furtak (1935) — 1701-1815

The dashed line — oats for 1 last = 30 Warsaw bushels = 2,200 kg (price expressed in grams of
silver — g(Ag); continuous thin line — beer for 2 barrels = 3 hl (price in g(Ag); continuous thick-

er line — group index of prices epressed in percentage (100% = price of 1596-1605) defined for

selected food articles of plant origin (wheat + rye + barley + oats + peas).
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Fig. 3. Tendencies of climatic changes in the last millenium according to indices of thermic
relationships
A — index of temperature changes in the Northern Hemisphere determined by different criteria
(after C. V. Hammer et al. 1980). B — range of temperature changes in Great Britain (after H.
H. Lamb 1966). C — mean 50-year temperatures in Central Poland determined from measure-
ments in the 18-20 th c. (continuous line) and extrapolated in reference to diagram A (dashed
line) or the diagram of price changes of food articles in Cracow (dotted line); cooling waves in
the “Little Ice Age” I, II, III.

triple in the latest papers. Its beginning, according to the geophysical studies
of the layers of Greenland ice sheet, was in the interval 1250-1450 (Hammer
et al. 1980, Yavitt 1992). For the Alps this beginning is dated to about 1300 on
the basis of complex analyses of studies of the upper forest limit, level of lakes
and the range of mountain glaciers. Such datmg was recently conﬁrmed by M.
Magny (1993) from studies on the content of 1C of atmospheric origin. It
results from them that the Little Ice Age in the Alps was triple; the beinning
of successive coolness waves took place about 1300, 1500 and 1700 (Magny 1993, p.
6).
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