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KAZIMIERZ DZIEWONSKI ET AL.

CONSTRUCTION OF THE GRID OF SQUARES

Dr. K. Michalik of the Institute of Geodesy and Cartography of Warsaw
Technical University was responsible for the technical side of the construction
of the geometric grid of normalized units. After consulting with the research
group and the cartographers, he came to the conclusion that the best projection
for the map of Poland — both in terms of the features being analysed and in
terms of the grid — would be that of an equivalent cylindrical projection of
a rotative ellipsoid. That projection is given by the following equations:

aCoS g COs /

J1—e2sintyq

a cos g Sin /
ric ) v
V1l1—e?sgin?q
- all—e?)sing (1)
z Vl—e*sinty
= a(l—e®) | sin g i 2sin ¢ |
r 2 sinf q 2e sin g J
v C
where:
(@-M) e Q
@, A — are the parameters of the grid of geographic coordinates on
the rotative ellipsoid;
Q2 —is the domain of the given class of projections;

T (@, M), T° (@, A) — are vectors of the functions;

a,b,

— are the lengths of the semiaxes of the ellipsoid:

A characteristic feature of this projection is the isometric (true) projection
of the equator @ = 0. In order to achieve isometric projection of latitude

@ = @, equation (1) was changed to:

where: N;cosy =

—efsin®

a?(l —e?)
B

2N, cos g

Y (N, cos @)

a Cos q

aAcCOsSgp COs /
y1—e?sin?q
acos ¢ sin J
}y 1—e?sin® g
a(l —e?)sin g

Jy1—e*sin®q

+esin g

esin ¢

denotes the radius of the parallel of

the rotative

ellipsoid corresponding to the geographic latitude @ = ¢,. This is a case of a
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so-called equivalent cylindrical projection of a rotative ellipsoid on a secant
cylinder along a given parallel @ = @,.

The projection (equation 2) and the cartographic grid of squares with basic
fields of 100 sq.km. was adjusted to the territory of Poland by establishing
the values of the parameters ¢ = ¢, and A — A,.

Since the territory of the country on the rotative ellipsoid encompasses the
area between 49° and 55° north latitude and 14° and 25° east longitude an effort
was made to minimize metric distortion in this area. Thus ¢, = 52° was taken
as the parallel to be projected isometrically.

The square cartographic grid was projected in such a way that the image
of latitude ¢ = ¢, = 52° and longitude A = A, = 19° constituted the axes of
the grid.

Because of the shape of the basic fields the grid was constructed in terms
of Cartesian coordinates in such a way that the dimensions of each field were
10 X 10 km. As a result of the area equivalence of the projection, both the fields
of the grid (the squares) and the curvilinear trapezoid corresponding to them
on the rotative ellipsoid have identical areas equal 100 sq.km. The form of
the cartographic grid constructed according to projection (2) is illustrated in

Figure 1. The darker parallel indicates the location of the area of minimal dis-
tortion.
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Fig. 1. Cartographic grid and the grid of squares used in research

The cartographic grid illustrated in Fig. 1 consists of selected meridians and
parallels of latitude of Krasowski’s rotative ellipsoid with dimensions a —
= 6,378,245 m, b = 6,356,863 msand/ e = 0.0818133 m. For the given values of
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12 KAZIMIERZ DZIEWONSKI ET AL.

Each basic field has its card, which lists, in addition to the administrative
units, the population figures for the years 1960 and 1970, determined according
to the principles described above, and the population figure computed from
the dot map of population for-1950. The card also indicates the differences in
population between the successive decades. The values of the basic feature thus
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Fig. 2. Density of Poland’s population in 1950 expressed by the method of squares
(asection)
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14 KAZIMIERZ DZIEWONSKI ET AL.

Potential in the planar model of population distribution. Applying the point
model of population distribution presented above, we do not take into consider-
ation the population at point i in computing the potential P,.

Let us then consider the population potential P;; at the point i resulting
from the presence of a population L; in the region s;.

‘s

Fig. 5.

Assuming an even distribution of population in the region s;, this potential
can be given by the equation

Py, = 8, \\ - 0

“*Y(x-xP+(y—y.?

L;
in which §; = a—’ is the population density in the region s; with area a, and
i
x,, Y, are the coordinates of point i. This equation can be given in a form ana-
logical to (5)
L;
Py, - (8)
A
where:

\\ ds 9)

Computing the potential P; at the point i on the basis of a set of n areas s;
(G=1,2,..,n) we get

T L
Py=) : (10)
Gl '
L ]
| a3 | A
/ ; s,/ °S2
f ot { |
[ —
/ 4 ! \
y S" ’/ﬁ-———g‘ " Sa \
i / 4 / 13 |
Fig. 6.

Equation (10) makes possible the conceptually correct inclusion in the computa-
tion of potential of the influence of the population contained in the area in
which point i is located.
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Computation of potential in the basic fields. The grid of basic fields used in
the present study consists of squares with sides b = 10 km.

The potential was computed for the centre of each square, using equa-
tion (10). In computing the potential for midpoint i of square s, the values of
the factors obtained from equation (9) for s; and the eight neighbouring squares
(S141, S142 - Si45) Were used. In particular for the square s; the value A, = 2.8365
was obtained. For all other squares further removed from s; the differences
between the values of Ay; and the distances D,; are negligible, so that it was
assumed that A;; = Dy; in order to shorten the time of computation.

Sis1 |Sie2 |Siea

Sisa | Si Siss

Sis6 | Si+7 |Sies

Fig. 7

The computations were carried out on an ODRA 1204 computer, using a
program (POTENCJAL) written in the algorithmic language ALGOL 1204 and
partially in JAS. By using JAS for that part of the program that involved
cyclically repeating computations, it was possible to reduce the time during
which the computer was doing its calculation.

The output of the POTENCJAL program were numerical data characteriz-
ing the values of population potential within a basic field 100 sq.km in area.
These data were then transformed, with the aid of a set of appropriate pro-
grams, into graphic form in such a way that each numerical value was repre-
sented graphically by means of a shading composed of typographic symbols.

A printer of the OPTIMA type was used to print the population potential
maps. Because of the technical properties of this machine each map is printed
in three parts, while each basic field is printed by means of 15 symbols (3 rows
of 5 symbols).

Using this method population potential maps of Poland for the years 1950,
1960 and 1970 were produced in two graphic versions: 1) maps consisting of
square basic fields printed according to the given shading and 2) maps consist-
ing of square basic fields in which numerical values of the population poten-
tial are printed.

An additional program POTENCJAL RC was also used to compute changes
in population potential within the basic fields. This made it possible to produce
analogous maps of the differences in population potential for the years 1950-
1960, 1960-1970, 1950-1970.

The maps of population potential and of differences in population potential
obtained in this way were photographically reduced to a scale of 1 : 1,500,000
on a LITHOTEX copier and,reproduced xerographically on a SAWA copier.



16 KAZIMIERZ DZIEWONSKI ET AIaAL.,

SPATIAL ANALYSIS OF THE POLISH POPULATION POTENTIAL
IN THE YEARS 1950-1970

A. POPULATION CHANGES IN POLAND IN THE YEARS 1950-1970

In the period 1950-1970 very significant demographic changes took place irin
Poland. These changes were both quantitative and structural. A general descripip-
tion of the population changes during the twenty-year period under investigasa-
tion will make it easier to interpret the population potential maps included irin
the article. (The maps have been graphically transformed for the purposes o of
reproduction in a smaller scale.)

In the years 1950-1970 the population of Poland increased by 7,581,000 i.e. bby
more than 30%. This increase is equal to the population of Sweden, and wheien
this growth is put in terms of density of population per sq.km it gives ajan
increase of 24 inhabitants per sq.km. In analysing this increase, which is ver:rry
high for European standards, one should remember that the population in 19770
was close to that of 1939 and 1914. On the other hand the increase in 1950-197170
was similar to the population growth between 1921 and 1939. In both cases thhe
increases involved offsetting war losses. In the eighteen-year interwar periowod
the Polish population increased by 8.0 million (an increase of 21 inhabitantits
per sq.km). Despite the quantitative similarity, the two above-mentioned periocds
differ significantly. In the years 1921-1939 both the population in cities annd
towns and the population in the countryside increased by 4 million, while i in
the period 1950-1970 only the cities and towns showed an increase in populéla-
tion.

This obviously had completely new socio-economic and spatial implicationns.
The years 1950-1970 were more than anything else a period of great structuraral
changes when the percentage of non-agricultural and urban population greew
rapidly. This fact is a significant feature of contemporary Polish demographnic
changes. The dynamics of change in the urban and non-agrarian population . is
important in that the growth of this population is reflected in the increasinng
concentration of population on a national scale and in the changes in the popul:la-
tion potential of territorial units.

TABLE 1. Population of Poland in 1950-1960 and 1960-1970

R Population ) Population
Type of Population P —_— Population -

population (in thousands) (1950-1960) (in thousands) (1960-1970)

1950 1960 in 000's % 1960 1970 in 000’s %
Urban 9,605 14,219 4,614 48.0 14,219 17,007 2,788 19.5.5
Rural 15,403 15,557 154 1.0 15,557 15,582 25 0.22
Non-agrarian 13,016 18,125 5,109 39.3 18,125 22,966 4,841 26.7.7
Agrarian 11,598 11,281 —317 -2.7 11,281 9,623 —1,658 —14.7.7
Total 25,008 29,776 4,768 19.0 29,776 52.589 2,813 9.4.4

Table 1 illustrates population changes in Poland for the two decades dilis-
cussed in this article. From Table 1 one can conclude that the two decaddes
1950-1960 and 1960-1970 differ significantly in terms of both demographhic
development and structural changes. In 1960-1970, as a result of a decrease in
the birth-rate, the rate of population increase slowed down. The increase in
Polish population in this decade.was half of the increase for the decade 19550-
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Fig. 8d. Changes of the population potential of Poland in 1950-1960
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Fig. 9. Population potential of Poland in 1960 after L. Kosinski

The remaining agglomerations show up less clearly on the cartogram of
potential changes. The Poznan, Bydgoszcz-Torun, Gdansk and Szczecin ag-
glomerations are visible, but not those of the Sudetes Mts., Lublin and Bialystok.
The two cartographic approaches differ primarily in the fact that the map of
agglomerations shows a polycentric spatial pattern made up of the number of
unevenly distributed centres, while the map of potential changes for the years
1950-1970 shows two large areas with large (albeit different) changes in poten-
tial. One of these areas occupies a territory in southern Poland that stretches
from Legnica to Tarnéw, including the voivodships of Katowice and Opole, the
western and central portions of the voivodship of Cracow and the eastern
portion of the voivodship of Wroctaw. An integral part of this area is constituted
by the voivodship of %6dz together with the Warsaw agglomeration, defined
broadly, plus two smaller areas: first, the Kalisz-Ostréw area and the Poznan
agglomeration and secondly, the central part of the voivodship of Kielce. The
southern and central agglomerations contain areas that show the greatest change
in potential in Poland (more than 60,000 persons per km). i

The second area is bounded by the isoline of 40,000 persons per km. It con-
tains 2/3 of the territory of Poland. It is wide in southern and central Poland,
but narrows significantly to the north in the region of the Bay of Gdansk.

Spatial relations on the map of potential changes were unavoidably distort-
ed by the distance parameter, but this distortion made more explicit the proces-
ses of integration that are usually overlooked or barely visible when traditional
cartographic methods are applied.
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The results of the comparative analysis suggest that in future investigations
of potential the distance parameter might be treated in various ways with a
view to concrete theoretical or practical goals. Geometrically expressed distance
might be replaced by a time measure or an economic parameter.

It should be emphasized that the analysis of potential changes introduces
for the first time the dynamic element of change and growth into the range
of problems dealing with the identification and delimitation of urban agglomer-
ations. This property of the analysis was responsible for the non-appearance
(within the scale of analytic divisions applied) of the Lublin, Bialystok and
especially the Sudetes Mts. agglomerations.

The map of population potential in 1970 together with the map of potential
changes for the years 1950-1970 do, however, make possible a rather precise
delimitation of fully developed and developing agglomerations.

It should be emphasized that the cartographic analysis only partially re-
vealed the differences in potential changes on a regional and local scale that
were connected with the concentration of population in the cities and the begin-
ning of the process of depopulation of the countryside in large areas of the
country.

) 0 2( /1000 1poputation

Fig. 10. The net balance of population migrations in;1966-1970 after A. Gawryszewski
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32 L. W. MURRAY, JR. AND G. J. KARASKA

In this descriptive analysis poviats have been grouped as follows:

(1) Eastern poviats; defined as all of the powviats in the voivodships Bialy-
stok, Lublin, Olsztyn, and Rzeszow.

(2) Eastern cities; medium-sized cities (i.e., urban populations between 25,000
and 75,000) in the four eastern voivodships.

(3) All medium-sized cities in Poland.

(4) The five largest cities (Warsaw, Cracow, ¥o6dz, Poznan, and Wroctaw).

(5) The “first ring” of powviats surrounding the five cities.

(6) The “second ring” of poviats surrounding the five cities.

(7) The ‘“‘adjacent cities”; medium-sized satellite cities surrounding the 3
cities.

(8) All poviats in the voivodship of Katowice.

The levels of industrial employment per 1000 inhabitants for these classified
poviats are presented in Table 1, together with the changes in this statistic by
decades during 1950-1970. It is clear from this table that the largest concentra-
tions of industrial employment existed in Katowice, the five largest cities, and
in all medium-sized cities. On the other hand, the most significant changes in
industrial employment occurred in the eastern voivodships, and particularly in
the eastern and adjacent (satellite) cities.

TABLE 1. Industrial employment per 1000 inhabitants

1949 1960 1970 1960/50 1970/60 1970/49
Poland 81.91 101.28 140.3 23.65 38.53 71.13
Katowice 208.79 223.34 233.67 6.97 4.63 11.92
All Medium-Sized
Cities 167.62 209.08 223.22 24.73 6.76 33.17
Five Cities 164.68 182.45 207.76 10.79 13.87 26.16
Warsaw 87.06 146.86 178.32 68.69 21.42 104.82
Cracow 123.5 173.39 195.38 40.28 12.68 58.20
todz 296.03 267.88 289.37 —9.51 8.02 —2.25
Poznan 167.18 176.43 195.70 5.53 10.92 17.06
Wroclaw 141.59 150.69 187.03 6.43 24.12 32.09
Poviats 1st Ring 49.33 81.52 90.75 65.25 11.32 83.97
Poviats 2nd Ring 102.59 115.23 141.70 12.32 22.97 38.12
Adjacent Cities 118.87 226.21 245.62 90.30 8.58 106.63
Eastern Cities 46.93 104.56 137.43 122.80 31.44 192.84
Eastern Voivodships 26.53 41.27 76.40 59.83 58.83 168.91
Bialystok 22.68 38.73 59.24 70.77 52.96 161.20
Lublin 19.41 39.17 63.02 101.91 60.72 224.68
Olsztyn 31.20 40.26 63.27 29.04 57.15 102.79
Rzeszow 34.94 61.81 102.31 76.90 65.52 192.82

Further, Table 1 reveals numerous complexities in the trends or dynamics
of industrial employment over time. For example, the first-ring poviats show
significant rates of growth in comparison to the five largest cities during the
period of 1950—1960, while in the next decade the more significant growth
occurred in the second-ring poviats.

This descriptive analysis suggests that the spread of industrialization from
the traditional industrial centres of Katowice and the five major cities to the
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24 L. W. MURRAY, JR. AND G. J. KARASKA

that the rate of growth of industrial employment per 1000 inhabitants in each
geographic grouping considered separately is not significantly different from
the rest of Poland. For example, we form a regression equation:

Loz IEtn = f(Ttn, D, TDm) 2)

Where: T =1,3,4,5, n=1,2,..,396, D =1 for the m poviats (m < n) in the
group of poviats examined and D — 0 for all other (n—m) poviats.

To determine the rate of growth for the five cities (i.e., D = 1) as compared
to the rate of growth of industrial employment per 1000 inhabitants is not
significantly different for each of these separate geographic groupings from the
rest of Poland, we employ an appropriate test of significance to evaluate the
entire equation by an F-test.? That is, we wish to determine whether the addi-
tion of the explanatory variables D and TD has reduced the unexplained varia-
tion of the regression. The F-test employed is:

R;,— R;.) N-Q
il ol ey
| 1—-R} Q-K
Where: R? = R- from expanded equation (2—a)
Rx = R? from equation (1)
N = number of observations (i.e., 1584)

@ = number of variables employed in equation (2—a)
K = number of variables employed in equation (1)

The F, test of significances (see Table 2) permits the rejection of the null
hypothesis in the case of all but three of the groups of poviats considered by

TABLE 2. Results of Regressions on Log of Industrial Employment per 1000 Inhabitants

(n = 1584)
Regression a b, b, by R- 17 F
1 1.015 .7426** — — 497 1564.99** —
(.0188)
2-a (5 cities) .998 T431** 1.324** —.032 505 537.31%* 12.77**
(.0188) (.5962) (.1670)
2-b (Ist Ring) 972 .7410** .0274 .0304 498 522.48** .60
(.0193) (.2989) (.0838)
2-¢ (2nd Ring) .953 7444 ** .3694 —.301 499 524.57**  2.65
(.0193) (.2862) .0801
2-d (Eastern 975 7375%* —.0047 .0291 498  522.47** .94
Voivodships) (.020/) (.1758) (.0492)
2-e (Katowice) .875 7502%* P2 BEEN=SS9) .548  638.53** 87.67**
(.0183) (.0295) (.0834)
2-f (Adjacent .910 .7406** .8612%* .0276  .523  576.99** 41.98**
Cities) (.019) (.2508) (.0703)
2-g (Eastern .978 .7360** —.005** .1033 501  526.13**  5.126*
Cities) (.0193) (.2754) (.0769) Y
2-h (Other .851 JT7455%* .6637** .0141 524  579.78** 43.31**
Cities) (.0206) (.1604) (.0449)

4 See J. Kmenta (1971), p. 371.
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MODEL OF INDUSTRIAL DEVELOPMENT 37

while for all other regions there exists a significant difference between their
growth rates.

The generalized model has permitted a simultaneous examination of the
growth rates of industrial employment per capita for functionally related
geographic regions. As revealed by this model (see Figure 1) the largest con-
centration of employment initially was found in the oldest industrial centres in

TABLE 3. Tests of Significance of Regression Coefficients

Coefficients b, bg by byo
b;
by —4.218
by —2.991** —20.776** ==
bio —5.983** —27.533**  —9.753** == =
by, —1.528 —22.206** 7.978** —21.165**

Katowice and in the five largest cities. However, the greatest rates of growth
occurred in the medium-sized cities in the eastern voivodships, and in the large
satellite cities adjacent to the five cities. The most significant centres of in-
dustrial growth are the adjacent cities, since these reveal strong rates of growth
together with significant initial concentrations of industrial employment.

Time
Fig. 1.

CONCLUSION

In the context of the model presented here, we conclude that industrial
development in Poland during 1950-1970 has followed a distinctive path of
growth. While the traditional industrial concentrations — Katowice and the five
largest cities — have maintained their primacy and have experienced only limit-
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THE HINTERLAND AND THE FORELAND OF SEA PORTS 43

out controlled by the same shipper. This definitely emphasizes the uniformity
of the complex: hinterland-port-foreland.

When we analyse the function of the hinterland and the foreland we come
across the problem of special structures — and this has been already emphasized.
Hence the necessity of research on the hinterland and foreland and also on the
flow of cargoes through these elements of a complex system, to be undertaken
by a geographer by means of geographic methods such as an examination of
the relationship between different regions, cartography and regionalization.

CARGOES AND THEIR ROLE IN THE HINTERLAND AND FORELAND

It is generally acknowledged that port cargo means any goods which have
passed through the port to its hinterland or to its foreland, or which are ad-
dressed to the seaport (or rather designed for sea transport). However, it does
not necessarily have to be actually in the port.

Cargo, is indubitably the most important factor which provides the existence
of the hinterland or foreland of the port. All problems connected with sea
transport are related to the cargo because this kind of transport has been
developed to shift cargo.

The cargoes determine the size of the hinterland and of the foreland and
the differentiated rate of its concentration in different regions ranges from those
which are of either bigger or smaller importance for the turnover of goods
which pass through the port. Depending on the kind and quantity of the cargo
appropriate means of transport as well as techniques of transport and reload-
ing are applied.

TABLE 1. The general cargo on the foreland of Polish ports divided into groups according to the
techniques of reloading and kind of transportation (in thousands of tons)

Kind of general cargo

Specification In containers, acc. to

Heavy Packed the rate of applicability Cooled® Refrlgec-
for containers?® rated
medium®  high

Import
Local cargo from foreign
trade enterprises 213.6 273.2 643.5 322.2 79.3 54.5
Transit cargo 40.4 133.7 445.3 109.6 9.2 26.8

Export
Local cargo from foreign
trade enterprises 920.7 1,056.0 200.5 277.1 135.9 134.7
Transit cargo 415.3 540.9 184.3 82.2 324

Source: According to information received from Centralny Zarzqd Spedycji Miedzynarodowej
in Gdynia (Central Board of International Transport).
% General cargo suitable for container transport, not all of which was transported that way
in 1970.
b General cargo which requires cooled transport.
¢ General cargo which requires refrigerated transport.
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All goods become cargo, once they have been designed for sea transport anc
they remain cargo until the moment of takeover by the new owner and wher
the shipper has no more control over them.

The big variety of cargoes as a result of the complexity of economic life
calls for the necessity to form a certain system in order to classify it into groups.
and categories etc. With regard to sea transport facilities cargo has been classi-
fied so as to meet certain specific criteria. In The Foreland of Polish Ports? the
cargo was classified according to the criteria of techniques relating to the re-
loading and means of transport and especially with regard to general cargoes
which are always a problem from the point of view of reloading and transport-
ation. This is shown in Tables 1 and 2.

TABLE 2. Bulk cargo in the foreland of Polish ports in 1970 divided into groups including cargo
from Polish foreign trade enterprises and transit cargo

Ores and Chemical Mineral M Other
Specification Coal and . centra- raw ma- raw mate- Wood (;om ¢3 flqll“ liquid
el ted metals terials rials SR CLLE cargo

in thousands of tons

Import
Polish foreign
trade  enter-
prises — 2,187.0 2,291.0 298.0 99.5 1,014.0 475.0 159.2
Transit cargo 830.4 527.6 472.0 64.0 71.4 86.0
Export
Polish foreign
trade  enter-
prises 16 154.0 — 1,238.0 608.7 463.0 117.0 555.0 167.3
Transit cargo 82.0 — 6.4 3.6 105.0 120.0 — 1.6

Source: According to information given by Centralny Zarzqd Spedycji Migdzynarodowej in Gdy-
nia, 1971.

The cargoes determine the size of the hinterland and of the foreland where
the area is not the important factor but rather the rate of saturation of cargoes.
This is so important, that Steen de Geer Eneberg?® states that apart from the
surface on which the cargoes appear it is the only factor which creates the
hinterland. The author of the present paper assumes in another of his works
The domestic hinterland of Polish ports ?, that the cargo is of significant import-
ance when linked with the space on which it appears in the hinterland or in
the foreland thus forming the third dimension of its substance. When talking
of variations of size of the hinterland or of the foreland we generally have
in mind rather the variations of the total of the cargoes more than the territory,
which is much less important. Likewise with regard to the port its transit
capacity is important and not the area it covers.

7 W. Barczuk, Przedpole portéw polskich (The foreland of Polish ports), Gdansk
1973, Inst. Morski.

8 Steen de Geer, oOp. cit.

9 W. Barczuk, Krajowe zaplecze portow polskich (The domestic hinterland of
Polish ports), Gdynia 1966, Wyd. Morskie.



THE HINTERLAND AND THE FORELAND OF SEA PORTS 45

THE ORIGIN OF CARGO

Sea transport takes an interest in the cargo long before it materializes,
namely in how and under what conditions it originates and above all, what
are the prospects for the future. True enough, foreign trade is in charge of
that problem but sea transport will not be able to ignore the conditions of
transport in the hinterland or the foreland in the future, to take only the
problem of the appropriate means of transport to be adapted to certain kinds of
cargo to be handled in the future and this is a problem which foreign trade
will not be able to solve.

BOUNDARIES OF THE HINTERLAND AND THE FORELAND

The very conception of the space of the hinterland and foreland calls for
the necessity of defining the boundaries of these territories which is not simple
or easy. The transportation of cargoes takes places along definite streams while
it is loaded or discharged in places marked as spots. The principle of defining
boundaries according to the functional reach of these spot-marked places (local-
ities) is not applicable here, at all. Some of these localities are located too far
from the ports and are somehow isolated from them; just to mention
that in 1970 certain consignments of goods were dispatched from Polish
ports to Mongolia and Italy by land transport which

Fig. 1. The fqreland of the Poligsh ports, 1970
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was an example of links of Polish ports with these countries. It is however
impossible to consider these countries as the hinterland of the Polish ports
mainly because these were exceptional cases and also because the consignments
dispatschea were too small. In the container transportation system such rare
cases may become more frequent. Sometimes, even domestic territories cannot
be included in the hinterland although they are situated not far away, owing
to lack of contact between these territories and the ports.

Certain conventions should be assumed and the author suggests the accept-
ance of administrative limits e.g. of the poviat or voivodship as limits of the
hinterland, provided however, that a certain minimum quantity of cargoes e.g.
15 tons has been reloaded on the territory of such an administrative unit. With
regard to small neighbouring countries which are included in the hinterland.
their frontiers should also be the limits of the hinterland. With regard to big
neighbouring countries the same should relate to the frontiers of republics or
states.

The same problem with regard to the foreland is much more difficult be-
cause there are two zones to cope with, namely the sea zone and the land zone.
Some authors suggest that the frontier should run along the sea shore and that

o

‘,_
) Zistona Gora®

Fig. 2. The hinterland of Gdynia port with regard to the export of food products (1970)

Poviats which supply cargoes to Gdynia port: 1 — 0-50 t, 2 — 50-100 t, 3 — 100-1000 t, 4 — 1000-10,000 t,
5 — above 10,000 t,.6 — no cargo supply



e
bit' s :i’; -
-4‘- -

y h‘{

g G SEECCE
q “)r‘l- Y

S et O
ﬂ 3




TABLE 3.

Distances to cargo concentration points on the hinterland of Polish ports in 1970 according to 100 km sectors by rail

Wich regard  0-100 km  100-200 km 200-300 km 300400 km 400-500 km 500-600 km 600-700 km 700-800 km above 800 km

to import

and export
Import 151.5
Export 405.7
Total 557.2
Import 412.4
Export 187.3
Total 599.7

695.0
510.1

1,205.1
233.2
350.9

584.1

645.8
1,270.6

1,916.4
1,233.5
1,300.5

2,534.0

1,370.6
1,039.0

2,409.6
1,021.8
1,143.3

2,165.1

in thousands of tons

From Gdansk

2,716.9 2,200.5
2,651.5 15,957.2
5,368.4 18,157,7
From Szczecin
3,206.5 1,357.5
5,822.9 11,618.2
9,029.4 12,975.7

163
319.6

482.6
528.4
600.5

1,128.9

45.5
78.4

123.9
94.1
1,299.0

1,393.1

44.0
21.0

65.0

Source:

Calculations of the author.
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are the best evidence of links existing between a certain region of the hinter-
land with the respective port. 2

The results of transport activity in the hinterland depends on two factors:
the quantity of cargo and the distance i.e. the mileage from the region to the
port. The managers of transport organizations are interested in, what is called
the dispersion of cargo in the hinterland and the foreland, namely with the
influence of distance upon the transport costs and the efficiency of transport

TABLE 4. Distances to cargo concentration points on the foreland of Polish ports in 1000 km zone

Through Suez Canal Round the Cape
Zone in

thousand km Total Import Export Total Import Export

in thousands of tons

Total 34,836 10,733 24,104 34,836 10,733 24,103
0-1 9,929 1,437 8,492 9,929 1,437 8,492
1-2 9,378 1,902 7,476 9,378 1,902 7,476
2-3 1,738 577 1,161 1,738 577 1,161
3-4 1,495 1,104 391 1,495 1,104 391
4-5 1,575 1,109 466 1,575 1,109 466
5-6 2,883 797 2,086 2,883 797 2,086
6-7 501 174 327 466 152 314
7-8 944 702 242 979 724 255
8-9 224 64 160 125 55 70
9-10 512 307 206 508 307 201

10-11 142 56 86 128 56 72
11-12 526 453 73 525 453 72
12-13 1,902 1,280 622 98 90 8
13-14 236 68 168 15 2 13
14-15 497 121 376 507 130 377
15-16 16 14 2 — — —
16-17 62 10 52 14 12 2
17-18 8 1 7 98 17 81
18-19 308 43 265 53 4 49
19-20 31 1 30 = — =
20-21 292 81 211 77 17 60
21-22 3 3 — 1,684 1,078 606
22-23 386 284 102 183 44 139
23-24 112 92 20 34 2 32
24-25 — — — 329 137 192
25-26 1,136 52 1,084 34 3 31
26-27 138 11 127
27-28 292 81 211
28-29 386 284 102
29-30 — — —
30-31 — — —
31-32 1,126 48 1,078

Source: Calculations of the author.

12 Cf, footnote 9, p. 86.

4 Geographia Polonica
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activities. The author of the present work applied in his research on Polish
ports a graphic method based on calculating distances with regard to both —
the hinterland and the foreland. !* This method gives information on the whole
territory of the hinterland and the foreland with regard to distance to cargo
concentration locations. With regard to the hinterland 100 km long sectors were
assumed and with regard to the foreland — 1000 km sectors.

Another method applied in the research on transportation was the flow and
stream method which informs us about the quantity and the directions of the
flow of mass cargoes between the ports and their hinterland or foreland. This
method is shown in Fig. 3.2 By using this method we can also obtain other
infomation such as the rate of charge of the respective transportation routes,
the demand for means of transport etc.

o= o= 1 7
2

1

' thousand 10

Fig. 3. The cargo streams of the Gdynia port hinterland, 1970
1 — import, 2 — export, 3 — coal export

For geographers this method is valuable because it provides quick appraisal
of different regions or other parts of a geographic area from the point of view
of links between them and sea transport. In other words, it shows the rate of
spatial influence of the ports upon different parts of the territory of the hinter-
land and of the fqreland.

13 Cf. W. Barczuk, op. cit. and Fig. 2.
14 Cf. W. Barczuk, op. cit. and; Eig./ 2.
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Fig. 4. South America as a part of Polish ports foreland with regard to general cargo

General cargo: 1 —heavy, 2 — packed, 3 —medium applicability for containers, 4 —high applic-

ability for containers, 5 — cooled, 6 —refrigerated, 7 — inland border of the foreland (theoretical
one

The ports of the foreland which have a turnover of goods with Polish ports equal to:
8 — less than 10,000 t, 9 — above 10,000 t
Ports which belonged in 1970 to the foreland of Polish ports:

1 — Santos Brazil, 2— Rio de Janeiro Brazil, 3 — Buenos Aires Argentina, 4 — Montevideo

Uruguay, 5— Rio Grande Brazil, 6 — Pelotas Brazil, 7 — Salvador Brazil, 8 — Fortaleza Brazil, 9 —

Ilheus Brazil, 10 — Maceio Brazil, 11 — Caracas Venezuela, 12 — Cartagena Columbia, 13 — Buena-

ventura Columbia, 14 — Guayaquil Ecuador, 15 — Talara Peru, 16 — Trujillo Peru, 17 — Huacho

Peru, 18 — Callao Peru, 19 — Arica Chile, 20 — Iquique Chile, 21 — Tocopilla Chile, 22 — Antofa-
gasta|-Chile, /23.— ;Valparaiso. Chile
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TABLE 5. South American zone — West Coast (Pacific) as part of the foreland of Polish ports
in 1970 with regard to general cargo

Kind of general cargo

In containers acc. to

Countries applicability for » Refrige-
Total Heavy Packed containers® Cooled rated®

medium high

Import
Total 88.4 — 77.3 6.2 2.4 4.0 2.0
Venezuela 1.8 — — — 0.1 0.5 1.2
Columbia 1.6 — 1.5 — 0.1 — —
Ecuador 3.4 — 1.5 1.7 0.1 0.2 —
Peru 74.9 — 73.4 — 1.4 — —
Chile 5.4 — 0.7 4.5 0.3 — —
Other 1.3 — — — — 0.6 0.7

Export
Total 84.5 45.2 29.8 6.0 1.43 1.1 —
Venezuela 4.1 1.1 2.2 0.7 0.1 — —_
Columbia 48.9 37.0 11.7 1.1 0.4 — —
Ecuador 9.6 4.5 4.1 0.4 0.6 — =
Peru 4.5 1.7 — 2.0 0.1 0.6 —
Chile 12.6 0.1 10.7 1.8 0.1 — —
Other 3.5 1.0 1.8 — 0.2 0.5 —

4 General cargo suitable for container transport, not all of which has been transported in that
way this year.

b General cargo which requires cooled transport.

¢ General cargo which requires refrigerated transport.

DETAILS ON THE HINTERLAND AND THE FORELAND OF PORTS

The principle defined by F. Morgan * says that every port may have numer-
ous hinterlands depending on the actual position and likewise every kind of
cargo may also have its hinterland. This allows a more detailed look at the
hinterland of the port with regard to the definite kind of cargo or a small-size
area i.e. to treat the hinterland as divided. A similar principle was applied in
the analysis of the foreland of Polish ports. * A detailed look upon the problem
of the hinterland or of the foreland enables a more thorough and deeper con-
sideration of the topic which is appreciated by transport routine employees.
The map (Fig. 4) is an example of a tabular presentation of the problem. It
shows the foreland of the Latin American East Atlantic Coast region and the
West (Pacific) Coast ¥ — for the latter Table 5, which is an example of a tenta-
tive analysis.

Gdansk University

15 F. Morgan, op. Cit.
18 'W. Barczuk, Przedpole portow.
17 'W. Barczuk, op. cit.



8 s
by

aEamE) T LAY

off - . i )
" .f:::.— b felite. o8 g
s P A
;.‘1 ;
h'r,.-)-v'yf e

) i s 2
i ve

-‘"" R "P —

SLUES t
"%»Agch"' 'I.
T R N

-

e
.4

v N .
s ]'.(2 ‘\;":\ L5 s

oy e Rrh 't 00 “" .:‘ s
&

o e & v v
BB e S el R

‘ &
b Fats ’-"73" =2

@;0 WPETP NI T PR W e
&3 o, e 25 Y5 ¥ S g
» Lo




deosl

;"?T*-‘? S




FACTORS THAT AFFECT URBAN LAND USE 55

In this investigation, which was aimed to determine the importance of the
influence of the factors under consideration, the material for a detailed statistic-
al analysis was collected by representative sample technique. This method,
apart from its other merits, allows to make the analysis more detailed and less
labour-consuming. Besides representative sample technique is a generalizing
method: conclusions are drawn out of a certain number of observations which
have been selected for the investigated population. This was an additional
argument for the application of this particular method.

The selection of samples was carried out by laying a square geometrical grid
of 1 km side in the system of Cartesian coordinates (Fig. 1) upon a plan of the
city scaled 1 :10,000. Such a formalized frame of reference enables the research-
er to disregard the administrative divisions, as well as to have the same size

,A"--—“'—.-‘ \sz
Pi% /
p.
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Fig. 1. Warsaw. The scheme of sample selection
1 — the administrative boundary, 2 — the boundary of the analysed population
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Fig. 2. Warsaw 1965. Land use

1 — multi-family dwellings, 2 — one-family dwellings, 3 — administration and services, 4 — ind-
ustry and stores, 5— public open space, 6 — main roads, streets and squares, 7 — national and
international transport, 8 — agricultural areas, 9— other uses, 10 —surface water
Note: Mixed uses are marked by the combination of the above signs.
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79 PEGGY A. LENTZ

becomes significant here, because access to urban goods is not spatially equal;
the best access can be assumed to be in the center of the city.

Conversely, this same principle motivates the goal to eliminate large different-
ials in living standards, and in particular, the differentials between urban and

TABLE 1. A Comparison of population, land area, and density for six American cities and Warsaw,

Poland?
City and Year  Central City Urbanized Area SMSAP
Pop. Area Density Pop. Area Density Pop. Area Density
(1,000’s) (sq.mi.) (1,000’s (1,000’s) (sq.mi.) (1,000’s (1,000’s) (sq.mi.) (1,000’s
sq.mi.) sq.mi.) sq.mi.)
Baltimore
1950 949.7 78.7 12.7 1161.9 151.8 7.7 1337.4 1106.0 1.2
1960 939.0 78.3 12.0 1418.9 219.6 6.5 1803.7 1807.0 1.0
1970 905.8 78.3 11.6 1579.8 309.6 5.1 2070.7 2259.0 0.9
Boston
1950 801.4 47.8 16.8 2233.5 344.8 6.5 2370.0 770.0 3.1
1960 697.2 46.0 15.2 2413.2 514.0 4.7 2595.5 969.0 2.7
1970 641.1 46.0 13.9 2652.6 664.4 4.0 2753.7 1043.0 2.8
Cleveland
1950 914.8 75.0 12.2 1383.6 300.1 4.6 1465.5 688.0 2.1
1960 876.1 75.9 11.5 1783.4 581.4 3.1 1909.5 688.0 2.6
1970 750.9 75.9 9.9 1959.9 646.1 3.0 2064.2 1519.0 1.4
Pittsburgh
1950 678.8 54.2 12.5 1533.0 253.6 6.0 2213.2 3053.0 0.7
1960 604.3 55.2 10.9 1805.3 526.1 3.4 2405.4 3051.0 0.8
1970 520.1 55.2 9.4 1846.0 596.4 3.1 2401.2 3049.0 0.8
St. Louis
1950 856.8 61.0 14.0 1400.0 227.8 6.1 1681.3 2520.0 0.7
1960 750.0 61.2 12.3 1667.7 3234 5.2 2104.7 3187.0 0.6
1970 622.2 61.2 10.2 1882.9 460.6 4.1 2363.0 4119.0 0.6
Washington D.C.
1950 802.2 61.4 13.1 1287.3 178.4 2 1464.1 1488.0 1.0
1960 764.0 61.4 12.4 1808.4 340.7 5.3 2076.6 1485.0 1.3
1970 756.5 61.4 12.3 2481.5 494.5 5.0 2861.1 2353.0 1.2
Warsaw®
1950 — — —— 822.0 174.0 4.2 1298.0 1659.0 0.8
1960 904.8 49.9 18.1 1136.0 174.0 6.5 1763.3 1659.0 1.0
1970 1059.9 49.9 21.2 1308.9 174.0 7.7 1997.5 1659.0 1.2

4 Sources: U.S., Bureau of the Census, Eighteenth Decennial Census of the United States: 1960.
Population, 1970. Number of Inhabitants, Final Report PC(1) — Al, United States Summary, 74-86,
171-178, and 187-188; and Warsaw, Warsaw Town Planning Office, data sheets.

b Data for the American cities in 1950 were given by the census for Standard Metropolitan Areas,
which were defined as slightly different from Standard Metropolitan Statistical Areas.

¢ The pre-1951 boundary of Warsaw has bzen used to define ‘‘central city”. The post-1957
boundary has been used to define ‘“urbanized area”. The Warsaw conurbation or Warsaw and the
five poviats immediately surrounding the city have been used to define an equivalent to SMSA. Data
were not obtained for Warsaw central city in 1950.
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74 PEGGY A. LENTZ

Equation (11) is similar to the standard negative exponential density func-
tion used in empirical analyses of American cities, except that it is motivated
on the basis of centrality considerations for residential development and not
on the basis of direct location costs. The theoretical analysis also suggested
that the same concerns for centrality in a socialist city may produce a simple
negative linear relationship between population densities and distance. In either
model, the assumption for the relationship between population density and
distance is that population densities should be highest in the center of Warsaw
and decline away from the center. A negative exponential relationship implies
a more centrally compact distribution of population than the alternative model
of population densities declining linearly with increasing distance. As it is well
known, the negative exponential model yields only positive expected values for
population density. A linear model might produce negative expected values, but
these could be justified on the basis that areas with negative values currently
lack the potential for urban development. The spatial extent of the city’s
direct territorial dominance determines the relevant range of either model’s
estimated values.

I
AT,
_,/‘/5)_7‘/75»*).»‘.5‘

/4
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U { J‘)

S s

Fig. 1. Hypothetical density curves for second- and third-degree equations

A quadratic equation in distance was suggested by a number of authors.
The usual formulation gives the first-degree term as a positive number (+v)
and the second-degree term as a negative (—c); see Figure 1, function IIIL.
If, instead, the first-degree term remained negative as in function II and the
second-degree term was found to be positive (See Figure 1, function I), this
would imply more centrally located residential development than function III.
Additionally, as compared to function II, function I shows a decline in the
density grandient for areas not, close to the city center. Thus, function I implies
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that since the absolute value of ¢ is less than the absolute value of v, a sharp
decrease and then a leveling occur in the amount of development within a short
distance of the central area.

Analysis of these curves beyond the actual data points would not be fruitful.
Extrapolation of functions II and III would imply that no other center of
development can occur, while extrapolation of function I would quickly produce
large unlikely estimates of population density. However, if the data base is
extended to include Warsaw’s metropolitan area, function I with the addition
of a third-degree term would account for the development in central Warsaw
and also the ring of urban development around Warsaw in the metropolitan
area. (Figure 1, function IV). Thus, the upturning of function I in the boundary
region of Warsaw is also anticipatory of the suburban ring development.

Land ownership. Public ownership of land within Warsaw’s pre-war bound-
aries and private ownership for the land included by the post-war boundaries
may also be assumed to influence the distribution of population. This hypothes-
is will be expressed in both the negative exponential and linear models as a
dummy (0-1) variable labelled Pi. Districts within the old boundary are assigned
a zero value and districts outside this boundary a value of one. A discontinuity
effect resulting from the boundary would imply an overall decrease in popula-
tion density beyond it. As illustrated in Figure 2, this would mean that the

o
A B
¢

>

o

Nstonce Dislonce

Fig. 2. The hypothetical effect of the presence (curve II) or absence (curve I) of
the condition specified by either

P;, Ty, or I; on the intercept of the negative exponential (A) and simple (B) density decline
curves

correct estimator of population density for districts with private land owner-
ship should be curve II in either the negative exponential or simple density
decline model. Curve I represents the districts with public land ownership.
In Warsaw’s case, all districts would be on curve I until approximately six
kilometers from the center; districts farther than six kilometers would be on
curve II.

Other dummy variables. The last three location items to be considered in
this analysis are the, influence of public transportation, of separate industrial
areas, and of housing estates. These will also be investigated through the use
of dummy variables. For public transportation (the dummy is labelled T,), the
expectation is that districts not serviced by tram lines will have significantly
lower residential population densities than the districts with lines crossing
through them or running along a major portion of a boundary.? In a similar

4 “The principal means of transportation are the tramways, transporting ca. 60
per cent of the total number of passengers.” (S. Jankowski, J. Wilski, and B. Wypo-
rek 1971, p. 16).
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.
manner, districts with major industrial development can also be expected to

have significantly less residential population than those without such develop-
ment. (The industrial area dummy is labelled I;.) Thus, negative coefficients are
expected for both of these variables. Figure 2 can again be used to illustrate the
hypothetical curves that represent the expected effect of the tram line dummy
and industrial area dummy on the density-curves of the two models. is used
here only as an indication of the effect that these intercept dummies should
have in the models. It is not meant to be implied here that these binary vari-
ables, P;, T;, and I,, will have an equal effect on the intercepts of the empirical-
ly derived curves.

The effect of housing estates on the location of residential population within
the city may appear at first to be a result of, rather than a factor in, the loca-
tion processes occurring in a socialist city. Clearly, strong pressures have been
identified for locating residences, and therefore population, near the city center;
the amount of housing should decline in a manner similar to the decline in
population densities. It is hypothesized, however, that the intensity of develop-
ment associated with the construction of a housing estate should lessen the
impact of distance from the city center on the location of residential popula-
tion, and a positive regression coefficient can be expected. That is, those districts
with housing estates, which are located at the same distance from the center
as those without estates, should have higher densities per unit area.

Figure 3 illustrates the effect that this housing slope dummy should have
on the density curve in both models. Curve I represents districts without
housing estates, while curve II shows the population density curve for districts
with such estate development.

4 8

vensi

"o B ) <
vstence vrsionce

Fig. 3. The hypothetical effect of the presence (curve II) or absence (curve I) of the
condition specified by H; on the slope of the negative exponential (A) and simple (B)
density decline curves

EMPIRICAL ANALYSES

The Warsaw city analysis. Five major hypotheses have been stated in the
above discussion concerning the influence of particular independent factors on
the location of population within Warsaw. In essence, it is hypothesized that:
(1) population density should decline with distance from the city center, and
the decline may exhibit an extremely convex curvature, which is specified by
a quadratic distance term; (2) private ownership of land in the outlaying districts
of Warsaw will result in an overall downward shift of the density curve for
these areas; (3) lack of the most important mode of public transportation in a
district, the tram, will result in an overall downward shift in the density curve;
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TABLE 2. Regression coefficients of the logarithmic density decline model for Warsaw city”

1960
Regression
CoefTicients

Standard
Errors
1965

Regression
Coefficients

Standard
Errors

1970
Regression
CoefTicients

Standard
Errors

1975¢
Regression
Coefficients

Standard
Errors

x Box 2 By Py BeT I"SII
Intercept 144 #2X] (Bound- (Trans- (Indus-
(1000%s; (Distan- il Sq) ary Dum-  port trial
/sqr.km) AU ,'ﬂyl,, pummy) Eurllmy)

3.950 -0.742 0.035 —0.098° —0932* —1.190

(52)

0.631 0206 0.013 0.482 0429 0.438
3738 —-0.589  0.029 —0.605 —-1.197 -—1.413

(42)

0.544 0186  0.012 0418 0404  0.385
3.525 —0.555 0.027 —0.550° —1.163 —1.196

(34)

0511 0175  0.011 0.393 0.379  0.361

3418 —0.448 0.017° —0466° —1.059 —1.617
(30.5)

0.539  0.185 0012 0416 0.393  0.380

s HiX;
(Housing
Dummy)

0.286
R*=0.60

0.115

0.181
R* = 0.70

0.080

0.251
R? = 0.72

0.075

0.230
R? = 0.70

0.080

http://rcin.org.pl
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icant at the 0.01 level or less only for the 1975 estimated data, and the transport
dummy is not significant at the 0.05 level in 1965. Thus, the logarithmic model
is better able to separate the effects of these variables from the overall trend
of densities declining with distance.

The positive impact of the presence of housing estates within districts is
also as expected. These housing dummy coefficients indicate an important shift
upwards in the slope of the distance variable, i.e., the presence of housing
estates lessens the importance of distance in the location of residential popula-
tion. All of the housing slope coefficients are significant at the 0.01 level or less,
with the exception of the 1965 coefficient in the simple density model; this has
a significance level between 0.05 and 0.01.

An analysis of time trends in the data. In Tables 2 and 3, not only do the
coefficients indicate the expected relationships between the independent vari-
ables and density, but these relationships are consistently similar for the four
years in both models. As an example, the coefficients for the industrial area
dummy over the four years fluctuate between —1.190 and —1.617 in the

TABLE 3. Regression coefficients of the simple density decline model for Warsaw City?

x f, X B, X} B P; BaT; Bs1; Be Hi X;
1960
Regression
coefficients 21.942 —4.004 0.201 —0.011¢ —2.529> —2.854° 1.747
R? = 0.66
Standard
errors 2.313 0.755 0.048 1.768 1.572 1.607 0.421
1965
Regression
coefficients 23.383 —4.037 0.202 —0.892¢ —2.878° —3.724® 0.744°
R? = 0.64
Standard
errors 2.463 0.842 0.053 1.894 1.827 1.741 0.363 \
1970
Regression
coefficients  20.520 —3.291 0.179 —2.736° —3.319® —3.346®  1.505
R? =0.67
Standard
errors 2.453 0.838 0.053 1.886 1.819 1.734 0.361
1975¢
Regression
coefficients 19.275 —2.737 0.133 —1.777¢° —3.268 —4.079 1.363
R%? =0.73
Standard
errors 2.024 0.6%4 0.044 1.562 1.477 1.429 0.299

4 Unless otherwise indicated, coefficients are significant at 1-tail, 0.01 level or less. All R?%'s are
significant at less than 0.01 levels; n = 76 for all regressions.

& Significance level between 0.01 and 0.05 levels, 1-tail test.

¢ Significance level greater than 0.05, 1-tail test.

4 1975 analysis based on estimated data supplied by the Warsaw Town Planning Office.
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TABLE 4. Regression coefficients of the time trend models for Warsaw City, 1960-1975

Regression 3.980
Coefficients (53.5)

Standard

Errors 0.552
Significance

Levels? 0.000
Regression

Coefficients 22.163

Standard

Errors 2.249
Significance

Levels® 0.000

A - - - < = = > 7 . A . n . 5
ﬁlxi ﬂzxiz ﬁsTl ﬁAIi ﬁsHiXi ﬂsDx 137D2 lgst ﬂ9D1Xi ﬂloDin .BnDin /3121)1)(i2 ﬂ“Dinz ﬁ14D3Xi

—0.749

0.178

0.000

—3.959

0.725

0.000

0.034

0.012

0.004

0.195

0.048

0.000

—0.854

0.378

0.023

Logarithmic Density Model
0.844 0.699 —0.144 —0.966

—1.467 0.323

0.201 0.041 .

1.018

0.901

0.000 0.000 0.258

0.901

0.352

Simple Density Model

—2.439 —3.801 1.556

1.542

0.111

0.821 0.166

0.000 0.000

4.003

3.673

0.276

2.664

3.673

0.476

0.901

0.465

0.940 —

3.673

0.794

0.245  0.245
0.564  0.785
0.829 —0.243
0.999  0.999
0.413  0.803

0.025

0.245

0.916

0.350

0.999

0.727

0.004 —0.001
0.017 0.017
0.801  0.955
0.041  0.002
0.068  0.068
0.557 0.974

—0.007
R? =0.64
0.017

0.675

—0.035
R?* =0.65

0.068

0.612

7 Two-tail test.

'V ADDAd
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TABLE 5. Regression, coefficients of the estimated curves for the logarithmic and simple models
of density decline for Warsaw City

I. E(Y;|T; =0, I; = 0, H; = 0) = a+ B, X;+ B, X}

1960 = 3.950—0.742X;+0.035X7
1965 = 3.738—0.589.X;+0.029X7
1970 = 3.525—0.555X;+0.027X7

In Yi
| 1975 = 3.418—0.448X;+0.017X7

1965 = 23.383—4.037X;+0.202X7
0 | 1970 = 20.520—3.291X,+0.179X7
1975 = 19.275—2.737X;+0.133X}

I 1960 = 21.942—4.004X;+0.201X7

1L EY|T; = 0, I; = 0, H; = 1) = a+ (By+ B X+ Bo X7

1960 = 3.950—0.456X;+0.035X;
1965 = 3.738—0.408X;+0.029X7
1970 = 3.525—0.304.X;+0.027X;
1975 = 3.418—0.218X;+0.017X/

In Yl'

1960 = 21.942—2.257X;+0.201X7

I 1965 = 23.383 —3.283X;40.202X7

Yi l 1970 = 20.520—1.786X;+0.179X?
1975 = 19.275—1.374X;+0.133X7

. EQY|T; =1, I; = 0, H; = 0) = (t+ B+ 0 Xi+ Iy X/

1960 = 3.028—0.742X;+0.035X7
1965 = 2.541—0.589X,+0.029X7
1970 = 2.362—0.555X;+0.027X7
1975 = 2.359—0.448X;+0.017X}

2

1960 = 19.413—4.004.X;+0.201.X;
I 1965 = 20.505—4.037.X;+0.202.X;"

L I 1970 = 17.201— 3.291X,+0.179X}
1975 = 16.007—2.737X;+0.133X}

InY;

IV. E(Y)|T; =1, ; =0, Hy= 1) = (a+ )+ (By+ B Xi + B X}

1960 = 3.028—0.456X;+0.035X7
1965 = 2.541—0.408X;+0.029X7
1970 = 2.362—0.304X;+0.027X7
1975 = 2.359—0.218X;+0.017X;

In Yl'

1960 = 19.413 —2.257X;+0.201X/

I 1965 — 20.505—3.283X;+0.202X;

Yi l 1970 = 17.201— 1.786X;+0.179X}
1975 = 16.007—1.374X,+0.133X{

V. E(V{|T; = 0, I = 1, H; = 0) = (a+B5)+ B X;+ Po X7

1960 = 2.760—0.742X;+0.035Y7
1965 = 2.325—0.589.X;+0.029X7
1970 = 2.329—0.555X;40.027X}
1975 =, 1.801—0.448X;+0.017X;

In Yi i



84 PEGGY A. LENTZ

1960 = 19.088 —4.004.X;+ 0.201.X;
1965 = 19.659 —4.037.X;+0.202.X7
% l 1970 = 17.174—3.291X,+0.179x>
1975 = 15.196—2.737X;+0.133X7

VILE(Y|T; =1, I, = 1, H; = 0) = (a+fy+ Bs) + B, Xi+ B X7

1960 = 1.828—0.742X;+0.035X;
1965 = 1.128—0.589.X;+0.029X/
1970 = 1.166—0.555X;+0.027X;
1975 = 0.742—0.448X;40.017X}

InY:

1960 = 16.559—4.004.X;+0.201X;
1965 = 16.781 —4.037.X;+0.202X;’
1970 = 13.855—3.291.X;+0.179x7
1975 = 11.928—2.737X;+0.133X;

for « and its dummies, p,T; and BsI,, and for p,X; and its dummy, B,H,X,. These
combinations produce six functions for determining expected values of Y,
which are labelled I, II, ITI, IV, V, and VI in Table 5. Thus, function I represents
the base hypothesis of density declining with distance for those districts having
tram lines (T; = 0), not having major industrial development (I, = 0), and not
having major housing estates (H, = 0); other possible combinations for the
hypotheses are given by functions II through VI.

Figures 5 through 12 graphically illustrate these estimated functions for the
logarithmic and simple density models. In the models, the transport and in-
dustrial area dummies have been defined as intercept dummies, i.e., the in-
fluence of these conditions shifts the entire density function downwards. In
contrast, the housing dummy has been defined as a slope dummy, i.e., this
condition lessens the rate of population density decline. Thus, in every graph,
six curves are presented, and each model has a graph for each of the years
giving a total of eight graphs. Each curve represents different possible combina-
tions of dummy variables as indicated in Table 5. In particular, curve I in each
of the figures and in Table 5 represents the base condition of density declining
with distance, which includes the presence of a tram line and the absence of
both major industrial development and major housing estate development. Curve
IT shows the influence of housing estate development on the density gradient
of curve I. Curve III represents the impact of the absence of a tram line; and
curve IV shows the absence of a tram line but the presence of housing estate
development. Curve V represents the impact of a major industrial area on
density within city districts; and curve VI shows the combined impact of no
tram line and the presence of a major industrial area on residential population
density. By definition of the variables, the occurrence of both major industrial
and housing estate developments within a district is not of interest to this
analysis.

Curves I through VI represent hypothetical distributions of population den-
sity. If an imaginary line were drawn from the center of Warsaw to any city
boundary, the actual population densities along that line would not be described
by any particular curve. As an example, consider such a line with respect to
Figure 5, which gives the curves for the logarithmic model in 1960. In the
central district, curve I is the appropriate estimator, but within one kilometer,
curve II may be the population density estimator. At two kilometers, it may
become curve IV, and then ,at, four kilometers,, curve III. At five kilometers,
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the conditions specified by curve II may again occur, and at six, the conditions
for curve V. After seven kilometers, only the conditions specified for curves I,
III, and VI can occur; after nine kilometers, only curves I and III are applicable
population density estimators; and beyond eleven kilometers, only the condi-
tions for curve III exist.

The sequence of curves from the top of the graph downward is the same in
all years in both models. The influence of industrial area development and of
the lack of a tram line can be seen by these curves to be quite similar; in 1970,
the difference between their coefficients is so small as to justify their represent-
ation by one common curve.

The simple versus the logarithmic density model. As shown above, the
results of the simple density model are quite similar to the logarithmic one.
In Figures 5 through 12, not only do the curves look very similar for the same
model in each of the four years, but the resemblance is obvious between the
two models in any one year. The similarity through the years within a model

1,000 s
(12.5) 55 |-

(129.5) 50
(116.6) 45
(1036) 40
(90.7) 35
(77.7) 30
(64.8) 25
(51.8) 20
(78.8) 15

(26.9) 10

(120) &
///

@aq) o

o~ kms g 74 bl kms J /4 15
G (mies) (3.7) (6.2) (43) (miles) (27 (62) 93)
Se 88
S [

- 4

Fig. 5. Curves estimated in the 1960 logarithmic regression analysis (natural loga-
rithms of population density expressed in linear scale)

Fig. 6. Curves estimated in the 1960 simple density regression analysis
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was shown in the time trend analysis. The resemblance between the models
is shown by the similarly high percentages of explanation in every year and
by almost identical relationships (in terms of signs and significance levels) be-
tween the independent variables and population density.

This similarity may seem somewhat perplexing, because the implied relation-
ships between the dependent variable, population density, and the independent
variables in the two models are quite different. The results, however, do provide
support to the idea that both models are reasonably good approximations to the
actual distribution of population in Warsaw but may reflect different processes
in socialist city development.

In general, the simple model better reflects overall development trends in
Warsaw. The value of its intercept increases between 1960 and 1965, indicating
continued development in the central area. The drop in 1970 to approximately
the 1960 level probably indicates slackening in central area development, and
the further drop for the 1975 estimate implies the movement of residential
construction out of the central area. A second interpretation for the fluctuating
behavior of this intercept is that the amount of housing per person began to

Fig. 7. Curves estimated in the 1965 logarithmic regression analysis (natural loga-
rithms of population density expressed in linear scale)

Fig. 8. Curves estimated, in, the 1965 simple density regression analysis

)
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increase sufficiently after 1965 to allow a decline in density, not only in the
city center but throughout the city. This interpretation is supported by the
marked flattening of the density gradient after 1965. While the simple density
model does predict some negative population densities, these occur in the city
boundary region for districts lacking tram lines or also having industrial areas.
(See Figures 6, 7, 10, and 12).

The logarithmic density model is the better descriptive model for the general
distribution of population within Warsaw. A major feature is the empirical
nicety of never predicting negative population densities. In addition, this model
is better able to distinguish the various policy variables from the overall trend
in each year, while also increasing its percentage explanation. Finally, the
logarithmic model is reflective of the strong forces for central city dewvelop-
ment and the limitation of urban sprawl. A major difference between the two
models is the estimate of central density. The simple model produces a very
good estimate of the true central density. The considerable overestimation of
the central density by the logarithmic model is indicative of the potential level
of centrally located residential development. This potential is unrealized due
to enforcement of planning standards. See Figures 5 through 12.

The metropolitan results. As an extension of the above, the logarithmic and
simple density analyses were also applied to 1960 data for Warsaw’s metro-
politan area. Unfortunately, 1965, 1970, and 1975 data were not obtainable for
the metropolitan area. The models were slightly modified to include a cubic

A

9. Curves estimated in the 1970 logarithmic regression analysis (natural loga
rithms of population density expressed in linear scale)
Fig. 10. Curves estimated in the 1970 simple density regression analysis
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Fig. 11. Curves estimated in the 1975 logarithmic regression analysis (natural loga-
rithms of population density expressed in linear scale)
Fig. 12. Curves estimated in the 1975 simple density regression analysis
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Fig. 14. Curves derived by the 1960 simple density analysis of the Warsaw metro-
politan region

term for distance, X}; a second housing slope dummy related to the quadratic
term, H,X,; and a dummy variable to differentiate between Warsaw city areas
and metropolitan areas, S,. The results of the analyses are presented in Table 6
and in Figures 13 and 14.

In Table 6, the coefficient of the cubic term is significant at less than the
0.01 level. This term was included, because the quadratic analysis for Warsaw
had only been valid to approximately the city boundary. In the discussion of the
quadratic term for the Warsaw city model it was shown that in order to estim-
ate accurately residential population densities for the metropolitan area, another
term for the functions was necessary. The metropolitan dummy was included
to determine if there were any sharp differences in land use development be-
tween Warsaw, in which development is mainly public, and its metropolitan
area, which has mostly private residential development. Since this coefficient
is not significantly different from zero, it appears that there is little difference
in public and private development. This lack of difference can be attributed to
the governmental controls on private construction, which is mainly limited
to single-family, owner-occupied housing (Andrzejewski 1966, pp. 165—-167).

An initially striking difference between the 1960 Warsaw city and metro-
politan simple analyses is the complete reversal of the housing dummy curves
(I and IV) in Figures 6 and 14. This can be attributed to two causes. First,
in addition to the distance term, a quadratic term for the housing dummy was
added to the metropolitan analysis. Second, there is the strong influence of all
land in the central part of Warsaw being owned communally and not elsewhere
in the metropolitan areas.

The quadratic housing dummy is not shown for the logarithmic metropolitan
model due to lack of statistical significance. Given this one difference in the
two models of the metropolitan region, the results of the logarithmic model
are quite similar to the simple density. model. The minimum points on the
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TABLE 6. Regression coefficients of the logarithmic and simple density models and the associated
curves for the Warsaw metropolitan density decline analysis®

x ":l "’A i;: '\’I= 1".,\ '\'x‘ P.A Si Py T:‘ Pe ,. f"r ”| ".. f‘n ’,I "’l:

Logaritmhic Density Model

Regression 3.9005 —0.7194 0.0326 —0.005° 0.5300? —0.5387° —1.5289 0.3106 —

Coeffi-

cients 49.5) R? = 0.59
Standard  0.5081 0.11950.0084 0.001 0.5101 0.250 0.4088 0.1057 —

Errors

Simple Density Model

Regression 16.3686 —2.51000.1162 —0.0016% 1.3058” —1.4676° —3.3641 7.9940 —1.1657

Coeffi-
cients R?2 =0.74

Standard 1.5085 0.3631 0.0247 0.004 1.4491 0.7085 1.1658 1.1880 0.2147
Errors

Estimated Curves

1. EY|T; =0, I; = 0, H; = 0) = a+f,X;+ V. EY|T; =0, I; = 1, H; = 0)
+ 8. X1+ X7 (x4 )+ B, X+ B, X7 + B X7
In¥; = 3.9005—0.7194.X;+0.0326X; ~ InY; = 2.3716—0.7194.X;+0.0326X;
~0.0005X;" -0.005x;
Y, 16.3686—2.5100X;+0.1162.X/ - Y; = 13.0045—2.5100X;+
~0.0016X; +0.1162X] —0.0016X;
Il EY{|T; =0, I; = 0, Hy = 1) = x+(f, 4 VI. EY|Ty =1, I; = 1, H; = 0)
+ ;{“)_\"_ + (4 :".).\',2 M }.;‘_‘-“ = (x+ o+ B+ 0, X ,';:4\-’= 4 ','\,“\
InY; = 3.9005— 0.4088.X;+0.0326.X;" InY; = 1.8329—0.7194.X;+
0.0005X;" +0.0326X, - 0.005X;"
Y 16.3686 + 5.4840.X; — 1.0495X/ Y, 11.5369—2.5100.X; +
0.0016X; +0.1162X7 - 0.0016X;

HI. YTy =1, ; =0, H; = 0) = (x+f,)+
+ 5, X+ r"‘:"'l) r /"‘v\'l-‘
InY; = 3.3618—0.7194.X;+0.0326X;’ -
—0.0005x;
Y; = 14.9010—2.5100X;+0.1162X; -
~0.0016X;
IV. EY|Ty =1, I; = 0, H; = 1) = (x+,)4
(B, + )X+ (B + /;H’-‘:: + /“_\'\-:‘
InY; = 3.3618—0,4088.X; +0.0326.X7
0.005X;"
Y; = 14.90104 5.4840.X;— 1.0495X;
- 0.0016X;

4 Significance level between 0.01 and 0.05 levels, 1-tail test.

2 Significance level greater than 0.05, 1-tail test.

¢ Unless otherwise indicated coefficients are significant at the 1-tail 0.01 level or less.
R?s are significant at less than 0.01 levels; # = 123 in all regressions.
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TABLE 7. Regression coefficients for Warsaw city following a change in measurement units from
metric to U.S. (or English) system?

A A g . . —BsHiX;
- B X; .""\‘ BTy Bali (Complex
Year Intercept C1 (Distance (Transport (Industrial Housing
(1000’s /sq.mi.) (Distance) squared) Dummy) Area Dummy) Dummy)
Logarithmic Density — Regression Coefficients
1960 (In &) 4.988 —1.270 0.099 —0.987¢ 1.275 0.478
(& ) 147
1965 (]n&) 4.927 —1.106 0.083 —1.357 —1.519 0.3017
(a) 138
1970 (Ina) 4.691 —1.041 0.078 —1.282 —1.236 0.418
(a) 109
1975¢ (In &) 4.552 —0.844 0.052° —1.178 1.656 0.379
(a)9s
Simple Density — Regression Coefficients
1960 56.840 —16.734 1.356 - 6.552° -7.392¢  7.300
1965 61.398 —17.408 1.379 —7.654° —9.681° 3.279¢
1970 55.712 —15.415 1.256 —9.212° —8.778° 6.425
1975¢ 51.558 —12.471 0.926 —8.991 —10.630 5.763

2 Significance level between 0.01 and 0.05 levels, 1-tail test.
b Significance level greater than 0.05, 1-tail test.
€ 1975 analysis based on estimated data supplied by the Warsaw Town Planning Office.
4 Unless otherwise indicated coefficients are significant at 1-tail, 0.01 level or less.
See Tables 2 and 3 for a more complete presentation of results.

seven cities were chosen on the basis of similarity in population size to Warsaw;
five of the last six have density gradients somewhat similar to Warsaw’s and
Cincinnati’s estimated central density is close to those estimated for Warsaw.

Some caution is required in comparing the results in Tables 7 and 8. The
simple density results for Warsaw are not comparable to Muth’s results and
were only included to indicate the magnitude of influence that the data meas-
urement units have on the size of the estimated values of Y;. As noted above,
the relevant comparison for the simple model results is between Tables 3 and 7.
Also, while Muth computed regressions for both a linear and a quadratic model,
only twelve of the forty-six cities produced significant second-degree terms;
Muth indicated the signs of the significant quadratic terms in his results but
did not include the relevant coefficients. For the thirteen cities shown here,
only Cleveland has a significant second-degree coefficient. Thus, a major differ-
ence between the American cities Muth analyzed and Warsaw is the positive
coefficients for the quadratic term in the Warsaw analysis. As a result of this
difference, the coefficients of the density gradients are not directly comparable.
That is, the 8, parameter for Warsaw measures the instantaneous rate of change
of the density gradient at the center of the city, and the g, parameter measures
the change of density away from the city center. The 3, parameter for the
American cities is the rate of density decline throughout the city. On the basis
of these density gradients, it can be seen in Tables 7 and 8 that the relative
rate of decline near the central area,is not as steep for the seven large American



MOLEL OF RESIDENTIAL STRUCTURE 93

TABLE 8. Regression results from Muth’s analysis of population density decline for American
cities in 1950

x

City (1000’s/sq. mi.) Wi Y
Cities with Population Size Similar to Warsaw’s
Baltimore 69 —0.52
Boston 78 —0.30
Chicago 60 —0.18
Cleveland 22 —0.13¢
Pittsburg 17 —0.091"
St. Louis 47 —0.28
Washington, D.C. 20 —0.27
Cities with Coefficients Similar to Warsaw’s
Akron 38 —0.84
Cincinnati 120 —0.69
New Haven 46 —0.99
Richmond 41 —0.82
Syracuse 48 —0.92
Utica 51 —-1.2

4 Source: Richard F. Muth, Cities and Housing: The Spatial Pattern of Urban Residential Land
Use (Chicago: University of Chicago Press, 1969), p. 142.

b The sign of the second-degree term is shown where significant at the 0.05 level.

¢ Not significantly greater than zero at the 0.10 level.

cities, even when the second-degree term is taken into account for Warsaw’s
gradient. Also, it is rather striking that all seven large American cities in
Table 8 have smaller density gradients than the six other cities.

On the basis of the estimated central densities in Tables 7 and 8, it is clear
that the American cities have far less central city development of housing than
Warsaw. Trends previously identified in the literature for American cities are
decreasing central densities in the twentieth century and steadily dropping
values for density gradients (Berry, Simmons, Tennant 1963). Since Muth’s anal-
ysis used 1950 data, these general trends imply that even greater differences
might have been found between urban structure in Warsaw and in American
cities for the 1960’s and 1970’s. The much lower level of urban residential
development indicated by Muth’s results explains the much larger land areas
of the American cities in Table 1.

Further empirical comparisons: Warsaw wversus Chicago. Muth’s analysis for
the south side of Chicago included a number of binary variables, which were
defined quite similarly to the binary variables used in the Warsaw analysis.
Similarly to the aim of this study, Muth wanted to consider questions about
how population density is related to local variations in accessibility to indus-
trial centers and to differences in marginal transportation costs. In Table 9,
regression coefficients are given for six of the fifteen variables that Muth in-
cluded in his Chicago regression analysis; the other nine variables are excluded
here, because they are inappropriate with regard to Warsaw and, thus, have
no counterparts in the Warsaw analysis, e.g.,, median income of family units,
areas with a black population majority, etc. The Warsaw analysis did include
one variable, the dummy for, ,major housing estate development, that Muth
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TABLE 9. Selected regression coefficients from Muth’s analysis of population density decline on the
south side of Chicago®

: B, X7 BT B TiX; BsTiX} Bel;
B, X 2int 3t (Complex (Complex  (Industrial
(Distance) D L trans.- trans.- Area

Squared) Dummy) Dist. Dummy) D2 Dummy) Dummy)

Gross Residential Densities

1950

Regresion A-0.10° 0.59° —0.02? —0.19°
Coefficients B-0.46" 0.020° 0.10° 0.06° -0.002° —0.19%
Standard A 0.064 0.58 0.07 0.20

Errors B 0.34 0.018 1.4 0.35 0.020 0.20

1960

Regression A-0.070° 0.66" —0.041° —0.38°
Coefficients B0.015>  —0.005° 1.2° —0.20° 0.009® —0.38°
Standard A 0.049 0.46 0.052 0.24

Errors B 0.26 0.014 1.1 0.27 0.015 0.24

Net Residential Densities

1950

Regression A-0.11 -0.328 0.073 —0.23"
Coefficients B-0.59 0.027 %) 0.56 0.027 —0.23b
Standard A 0.049 0.44 0.050 0.15
Errors B 0.25 0.014 1.0 0.26 0.015 0.15
1960

Regression A-0.14 -0.27° 0.067° —0.28°
Coefficients B-0.28% 0.008% 1.3 0.37 -0.018° —0.28°
Standard A 0.039 0.37 0.941 0.19

Errors B 0.20 0.011 0.84 0.21 0.012 0.19

% Source: Richard F. Muth, Cities and Housing: The Spatial Pattern of Urban Residential
Land Use (Chicago: University of Chicago Press, 1969), pp. 217, 223, 224, and 228.
b Not significantly greater than zero at the 0.05 level, 1-tail test.

chose to exclude from analysis by deleting those census tracts with public
housing from his sample. Note that Table 9 does not give estimated intercepts
(central densities); this is because Muth did not supply any intercept values
for his analysis of Chicago. It must be assumed here that the intercept estimated
for Chicago in the more general analysis of American cities is the relevant
value.

Upon inspection of Tables 7 and 9, two things become clear. First, Muth’s
results simply do not provide the same strong evidence for the hypothesized
relationships that the Warsaw results provide. Muth analyzed both net and
gross residential densities to determine the difference in density variation
when variation in the proportion of total land area used for residential purpo-
ses is removed. None of the coefficients are significant at the 0.05 level in the
1950 and 1960 analyses of gross densities. Only half are significant at the 0.05
level for the net densities analyses, and most of these are in the 1950 analysis;
see Table 9.
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2D t=ol a7
Y ¥ bt =a (18)
the cost constraint for each person type n is

DT Rge I ti el =Cn (19)

] kEM(m)

[

keM(n)

Now maximize

subject to (17)-(19), we obtain
ti) = a?b,o?d,exp(- g c.",) (20)

al = |Z Z bydsexp(-fei)| ™ @1)

KEM(1)

b= (XX atotens(- )] @

n keM(n

where:

Equation (20) is a linked set of GM’s for each k-n category. The linking is
through the b;s

242, AGGREGATION' OF THE MODEL OVER PERSON TYPES n

tly = a\byoid,exp(—fci) (23)

a=[T% b,d,exp(-ﬁ'c.",)r' (24)
] k

by =[S Y aioiexp(~pein | (25)
[} Kk

http://rcin.org.pl



tiy = ai byold, Z exp (—";c:‘;)
KEM(n)

i =[S 3 (5]

b= [0 atol B exn(~Bei)]”

244. MODAL SPLIT IMPLICATION OF THE MODEL

t _ _exp(=fei)
-ty Yexp(=Bel)
—
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(23)

2n

(23)

(29)
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ORGANIZATION OF POLITICAL SPACE 153

mental units, are systems as well, though established by administrative means
within the framework of the sovereign State. The objectives of provinces,
countries, and other general purpose systems are to carry out the general goals
of the State system at the local level. The objectives of special purpose units,
such as sewage or education districts, are for the most part specifically limited.
However, whether the organization is the League of Women Voters or a unit
of government such as a county, both have a legitimacy of their own, even
though they are subordinate to the sovereign State and their goals may. be
limited.

Every political system (or subsystem) must be able to regulate its member-
ship in order to achieve the goals commonly sought. For this it must possess
the machinery or institutions. In time these may come to embody and character-
ize the system, tending to formalize and to stabilize it. If, for example, the
issue of sex education is brought up at only one P.T.A. meeting, and the
members advocating sex education lack the means to create an effective formal
organization to lobby for their point of view, then that system will die a-born-
ing. If, on the other hand, the members organize and regulate themselves to
pursue their goal, a system takes shape and so, concomitantly, does the essen-
tial framework or machinery. They may create an organization called MASE,
Mothers Advocating Sex Education, and set to work in the school district to
achieve their goals.

TERRITORIAL SOVEREIGNTY AND POLITICAL STRUCTURES

In the world today only the State claims exclusive and exhaustive territorial
sovereignty. Within the State authority is ordinarily divided and subdivided
down through a hierarchy of subunits. The education district (a special-purpose
subdivision) in which the MASE ladies form a pressure group is just a tiny frac-
tion of sovereignty within a small space or territory. The district is strictly de-
limited in both area of space and field of competence or function.

A complex of political regionalization or structuring exists in two dimen-
sions: horizontal and vertical. On a horizontal level structures are coordinate
(Fig. 1); that is, they are exclusive in territory (countries or provinces do not
overlap) or are differentiated by role. In the latter case they may include the

Fire District

Black Scott
County County

o R Sewage
| District

.. |

Lincoln Grant
County County School
District

Fig. 1. Horizontal structures

A — no overlap
B — overlap in area but not in function
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same territory, but possess different functions (sewage districts and education
districts). The fact that general structures of a horizontal level are coordinate
does not mean that their boundaries always coincide with political activity
fields. If a political system is not coterminous with its allotted space, boundary
difficulties may result. On the political map of the world each State is shown as
having exclusive control over a territory, while this may not be an accurate
reflection of reality. In his functional analysis of States, Hartshorne always in-
vestigated whether political control was suffused throughout the entire State
area to achieve political integration. Control and integration require transport-
ation and communication facilities and, perhaps even as a final resort, semi-
military occupance of remote or rebellious regions. The Brazilian political sys-
tem, for example, has not been able to integrate effectively the huge Amazon
Basin; it remains a vaste territory with a sparse population, both difficult to
organize and to control. Similarly, it will require more than an act of Parlia-
ment to ensure Canadian sovereignty and effective control over the Arctic Is-
lands astride the Northwest Passage.

Insurgent systems within the political area may challenge a State’s ability
to integrate and to control its allotted space. This was the case with the Con-
federacy in America and, more recently, the abortive formation of Biafra in
Eastern Nigeria.

On the other hand, a system can overspread its legal space, spilling beyond
its boundaries to embrace territory belonging to a neighbour, or territory that
has not been effectively integrated. The numerous groups making territorial
claims on the Austro-Hungarian Empire before the political map of the area
was redrawn at Versailles afford a clear illustration of this problem.

@ City

County

State

Federal

Fig. 2. Vertical telescoping

Such a spillover may take forms other than the strictly territorial. Penetra-
tlon of the state-area of one political system by another may come about through
irredentism or spread of an ideology, or through economic investment. One
problem facing Canadians today is the extent to which United States investment
in Canadian industry and resource development affects the formulation and
implementation of policies designed in Ottawa to promote purely Canadian in-
terests. In a metropolitan area the field of the central large city may cover
numerous suburban communities.

Political structures, as noted above, exist not only on horizontal levels, but
also telescope in a vertical direction (Fig. 2). An industrial site may be in a city,



- 4 5 s
1§ M 4214

-Yﬂ“.{ R ol
v Y ol w-_i -

ot Wl B e bD Y
T‘{ s A ’ N g ARPR Y W v

_..-—*.i..f. # .o ‘.,?q;"';'“.\:*' S T i |

o iy ‘~\-,'g-' o 8 T A . &¥ ‘ L - A
‘rq_avﬁnwm-"wv‘- - [N [ ’?’.; Lt | ¥ ' 4 of
Nt P A s ST g 1.4 W g T i i 8 sl sy gwyg e TSN P
] g - p : ¥ : . '
S e e '-r. Py T 3 v 5
M e g T : € - 4
& -~ » e BT a ) ¢ Fs ¥ . T
S wiig " & " g - -
. (T ¢ R R T
i —— T = . 3 . f [ B S
Tl Y - § Y S . ’
. e - > »
PSR : -t
aa o oL e R S e i T ' - T N o
o A > . - &
.
e - - 'L iy d
~-
PO 3
- T
» ~ 'y
’ - PRe.
b
e 1
L
o
- &
= N .
4
" e 3 P
= F “ e P
pais Y AL i WL
ISR & ¥
[ -
- .”‘.}.h _—y Y T ) - _t .,,q‘
by LAY SR
%) - . M g
. 3 - s )" "
~ o
e
S B % Tt ey o 7‘:‘
- v \ p= % ¢ ’:1' .
- L2 ‘
- — - A 3

b

&

« ..,,'1,' §{ _:' 1Y x ¢ "
—u'.d‘u . .Y

s AR T
ol i R

N

i
he

..
[l

.

- - "
- .
4

-

»
£
3 ",'
i
on i~
-2
ey
G !
T . 3
%" L
, :‘.1_.
+
i
%§
_'.‘.-'}.:
‘.. -
-y ‘ '~“
= ’0"1'|
Y Ay |



LA =

'_a.'l

-': ..I L4 é:." ‘
SRk

s " ‘ c.‘x f&\”‘ ‘_ :_

Ao sie i




R .,\.‘ ;'3

T'-uh'

h'll

P ’. GA - —->

e va*-b N -,-é(z

W 0] M

Ao 34 — ':“‘..lf. -y

s, A AR TR 4 S

R e

‘"‘?

Y“' -Jf

m q.b ‘u"‘.‘pw\.d“ ..L, A ——— .
E-S AN RSN G r
ol o' 4‘:’;,\«
: ‘w"": ¥
- - Al g &
S iy SRS
i A B
¥

B odafobe g
i T

e

Av-‘ v [

4 no '-"

&2t - "‘, 2
-' -,.. n“‘?- 7-. \
"q ."” q t“?r' '] '(- “:
- r\-x d L

> *‘/d.o* r"‘* h - -‘\
»_.'.. s - p—— ;z\'.‘ ,-r-w.-ﬂ!

L S o %
MLT- quﬁ,)-":-' .

V:ﬂ!'x /"1

'v‘-bfxo“l. vl



:; & EYE
Wi O

ki .' ik

:/lrcin.




:‘.vﬂ':‘.'
ke e

Ew"w"ﬁ-l-b‘q\ Y '.g. s A\v e - A_~,v";)-!'7‘r_‘ R

ALY ¢ AN, b ’hv—" <= By +id w—.f,v— R 2
%\_l;‘-: A.k o . 1 g g ._r\"&\ - M
0-“«-1.-3(‘:"»‘««&4 | P

=

M’-‘ﬁg’;‘i e e *;-._—-.rﬂ et . -
et
3 : o i @ D™ oy
~ AR
Mt

) oy @ e

_-lu

'Av'v"‘.u




a3
,L'" I~ w”‘\ by .

= IR : "'.ﬂ-w RBCTHY '-_v;- N
A 1 28 Vq,‘in' ARl

T
=V

'\&L'Hv,. =

'- h. 3]




. > : n
Py & W R SR e )
A o x “,,_A_.‘.t\_. - _x‘.—g
) . ¢ -2
L 2 19 Ty [ 'J'
3 S A ) - Aty v 1S .t-}.:’; o T
b w5 P gy N p

-
- e Rl o i g Tl

- A i
) S e ,--.“fﬁg". P
- } g
A St el s R ol N ¢ LCiar-
<% i > .
! = YV e t\\ .
e vy e e RIS
' S
Rkl

o
L 4}

T »
- PP
s,

InTS =
>yt
/Ircin.org.p
Stk




W 0‘\...;. %
e Oy SR ¥
.-_-4-< TR
. " ;'-"‘"' *‘
llf,dr '."| l' ., h‘ _,I-ﬁ\. Ny P Y e
Dyt gl o, i hergy
_" l.v "l
9‘.’1"6 N Serars Vc;’f ,;,;..

.-.(r‘.' "‘.4,. 4 .n‘ N"'

' v e I"':'Iv ..' .. \ ;" r-D‘ .' "'- “’ d { ‘
oS 4 =43 : 7 I 4 e
L ) . [T98 k Sy .
Sy . -4 & &b % SN Y, ‘l‘l".’ sl - s > l fl “"' "" ‘* “', \L(
ey e by Al = N oAt ‘l" O s o
L # L PSS Gl N 5 T 5P lf!_\..‘,_; 2T q Wﬁ A
a4 & & e = I8 TN a3 PAlL T, * L. §

I. ! A_. \ 1 & -I).n » - b ,. I‘ . A‘.

AR | S AT L g'"j-- AL 4 ,\t
- . - f_‘ W) e .',»" ".:‘,.‘:(L’z . .b;wk”-;vn.

4 4
<y A - : -,{,,A-A‘_(J
- o -t e S, S 1 W‘
5 ' ¥ 8 Y 2w
v ) |

4 - . e

' ‘ A / -'7'. A1 "‘ = g ""-A !
a4 .--'.*""0"' RIXRE R ""‘ - %A}‘ ;'

g ':%‘6?‘3*’ i “*" M-%ﬁ% 3 ff

P a T Lt g Xk ~'—-| = ‘-\
s DI kg R a et
i 'L s . " ).



o | e ;....r-. ] e Be LR PR 8
1Y 4 £

. : > L AT R T
E v o A1 ‘~'q""'.'v '.tf' 0 RN

¥ - & A ~ E p= l.
] "r
y & : B
. Wt ; R e e | S ..*1

, Min , " . .

\ i ) iy

. - g Ca . % widen i i “v -
i . 1w
L. A b :

ol

L
of CHAN . Sy - = TE T e R T N T T f\}'
- b L ~“"V*"(‘.. reey !"Jv" TN . ~ . »Y Qe g

ol & - v . - L—w . o g ol i Ak A ‘

- oy ¢ -\\m J or - . ¢ - 2l .Qm‘v Y & f
- Wy L N T 1 . i & : Py - r s
ST o TR - v',-n < ,.& = .-(;;_ f veq = v ' i ,g'f N
- . —‘Num =S il s T esvesh AN "é

- M P, By







CONSTRUCTION OF CLIMATIC MAPS 165

sealevel and the valuesforthe variouselements and in-
dices of climate at a simultaneous quantitative de-
termination of the correlations among them. There exist
particularly close relationships between the mean annual temperature and the
annual values for some other elements of the climate (Fig. 1), and between that
temperature and the mean temperatures for the particular months (Fig. 2). Sim-
ilar close interdependence has been established between the mean monthly
temperature and the monthly values for other elements of the climate (M. Hess,
1966). Thus, it has been proved, among others, that the mean annual and the
mean monthly temperature are no abstractions, but real, complex climatic
phenomena closely dependent on a range of other elements and factors of the
climate. Thus, it appears that on the basis of the given value of one climatic
element we are able to determine a whole range of other components of the
climate. The interdependences established may be given an algebraic form; by
means of simple equations we are able to calculate real values for the given
climatic elements e.g. on the basis of the mean annual temperature.

Table 1 presents several equations which make possible the calculation of
real values for numerous elements and indices of the climate, including mean
monthly temperatures, on the basis of the mean annual temperature. Table 2
lists the values for several elements of the climate calculated in this way; they
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Fig. 1. Correlation between the mean (1952-1961) annual temperature (¢) and the num-

ber of days (y) with: temperature minimum < —10° (I), temperature maximum < 0°

(IT), temperature minimum < 0° (III), snow cover (IV), mean diurnal temperature

> 0° (V), mean diurnal temperature > 5°(VI), temperature minimum > 0° (VII) in
the Western .Carpathians
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correspond to the two-grade intervals of the mean annual temperature. We may
read in it the values for these elements of climate which correspond to the
given mean annual temperature. It is most essential that the dependences pre-
sented do not lose their value even at a very great range of the humidity of
the climate, since in the vertical profile of the West Carpathians the coefficient
of humidity (the precipitation-evaporation ratio) changes ten times and these
&zpendences concern both the foothills and the highest peaks of the Carpathian
Mts. This enables the determination of climatic zones in the Carpathians (M.
Hess, 1965) on the basis of a complex index linked closely with a whole range of
climatic elements. The role of such an index is taken by the mean annual air
temperature which has become the skeleton of the whole classification scheme.
Based upon the analysis of the interdependence between the altitude above sea
level (h) and the mean annual temperature (t) it was established (M. Hess, 1965)
that in the vertical profile of the West Carpathians the mean annual tem-
perature changes from +8°C at the foot of the mountains to —4°C on the high-
est summit of the Tatras. This correlation is linear

t = 9,231 —0,00498h

which gives an average gradient of temperature 0.5°C per 100 m. It is of
essential importance that the limits of the particular zones of vegetation are
connected with the two-grade intervals of the mean annual temperature. The
upper limit of the zone of alpine meadows lies at the annual isotherm of 0-2°C,
the upper limit of the dwarf pine at the isotherm of 0°C the upper forest limit
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TABLE 1. Straight-line equations y = ax+5b and correlation coefficients (r), defining the
interdependences between the mean (1952-1961) annual temperature (¢) and the other climatic
elements and indices (y) in the Western Carpathians

Climatic elements and indices (y) Equation r

Absolute annual maximum temperature y = 1.46¢1+24.2 0.99
Mean annual maximum temperature y = 1.10r+3.85 0.95
Mean annual minimum temperature y = 0.84r—3.22 0.99
Number of days with min. temperature < —10° y = 63.6—5.3¢ —0.95
Number of days with max. temperature < 0° y = 139.3—13.4¢ —0.98
Number of days with min. temperature < 0° y = 225.7—15.5¢ —0.99
Number of days with max. temperature > 25° y = 5.7t—-16.7 0.95
Dates of last frost change days! y = 78.7—6.14¢ —-0.99
Dates of first frost change days® y — 3.33t+17.0 0.96
Duration of period without frost change days® y=912r+92.1 0.96
Duration of period with mean diurnal temperature

< —10° y = —26.6:r—43.6 —0.98
Duration of period with mean diurnal temperature

< —5° y =951-13.8¢ —0.99
Duration of period with mean diurnal temperature

< 0° y = 207.5—17.7¢ —0.99
Duration of period with mean diurnal temperature

> 0° y = 17.7t+157.5 0.99
Duration of period with mean diurnal temperature

> 5°4 y = 11.23r+125.05 0.97
Duration of period with mean diurnal temperature

> 10°° y = 16.14r+39.3 0.98
Duration of period with mean diurnal temperature

> 15°¢ y = 31.07t—143.7 0.96
Number of days with snowfall (in %,%{ of total number of

days with precipitation) y=61.9—-59 —0.98
Sum of snowfalls (in %% of total precipitation) y = 553-5"7t —0.98
Number of days with snow cover y = 215.0—18.75¢ —0.98
Mean temperature of January y = 0.825:—8.60 0.99
Mean temperature of February y = 0.75¢—9.00 0.99
Mean temperature of March y = 1.00r—6.00 0.99
Mean temperature of April y = 1.16:—1.77 0.99
Mean temperature of May y=116:+2.73 0.99
Mean temperature of June y=1.17t+6.97 0.99
Mean temperature of July y = 1.14¢+8.57 0.99
Mean temperature of August y = 1.15:+8.10 0.99
Mean temperature of September y = 1.06r+5.03 0.99
Mean temperature of October y = 0.99r+1.47 0.99
Mean temperature of November y = 0.83r—3.27 0.99
Mean temperature of December y = 0.83r—5.77 0.99

! Correlation apply for annual temperature > 0° (counting from April 1 on),

* Correlation apply for annual temperature > 0° (counting from September 1 on),
? Correlation apply for annual temperature > 0°,

¢ Correlation apply for annual temperature > —2°,

® Correlation apply for annual temperature > +2

¢ Correlation apply for annual temperature > +5°
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TABLE 2. Interdependence between mean annual temperature and other climatic elements and
indices in the Western Carpathians

Mean annual temperature (in °C)

Climatic elements and indices _2 0 2 4 6 8

— ]

18.4 21.3 242 27.1 30.0
~0.6 1.6 3.0 6.0 8.2

33.0
10.4

35.9
12.6

Absolute annual maximum temperature
Mean annual maximum temperature

Mean annual minimum temperature —66 —-49 —-32 -—1.5 0.1 1.8 35
Number of days with minimum tempera-

ture < —10° 85 74 64 53 42 32 21
Number of days with maximum tempera-

ture < 0° 193 166 139 112 86 59 32
Number of days with minimum tempera-

ture < 0° 288 257 226 195 164 133 102
Number of days with>maximum tempera-

ture > 25° 6 18 29
Dates of last frost change days 18VI 5VI 24V 12V 301V
Dates of first frost change days 171X 241X 30IX 7X 14X
Duration of period without frost change

days 92 110 129 147 165
Duration of period with mean diurnal temp.

< —10° 63 10
Duration of period with mean diurnal temp.

< —5° 150 123 95 68 40 12
Duration of period with mean diurnal temp.

< 0° 278 243 208 172 137 101 66
Duration of period with mean diurnal temp.

> 0° 87 122 157 193 228 264 299
Duration of period with mean diurnal temp.

> 5° 125 148 170 192 215
Duration of period with mean diurnal temp.

> 10° 104 136 168
Duration of period with mean diurnal temp.

> 15° 43 105
Number of days with snowfall (in %% of

total number of days with precipitation) 85 74 62 50 38 27 15

Sum of snowfalls (in %% of total precipita-
tion) 78 67 55 44 33 21 10

Number of days with snow cover 290 252 215 178 140 102 65
Mean temperature of January -11.9 —102 -86 —7.0 —-53 -36 -—-2.0
Mean temperature of February —120 —105 —-90 —-75 —-60 —45 -3.0
Mean temperature of March —-10.0 —80 —6.0 —4.0 —-2.0 0.0 2.0
Mean temperature of April —-64 —4.1 —1.9 0.5 2.8 5.1 7.5
Mean temperature of May -1.9 0.5 2.7 5.1 7.4 9.7 12.0
Mean temperature of June 2.3 4.7 7.0 9.3 11.6 14.0 16.3
Mean temperature of July 4.1 6.4 8.6 10.9 13.2 15.5 17.7
Mean temperature of August 3.5 5.8 8.1 10.3 12,7 150 17.3
Mean temperature of September 0.8 29 5.0 7.1 9.3 11.3 13.5
Mean temperature of October —-2.5 -—-0.5 1.5 3.5 OES 7.4 9.4
Mean temperature of November —-66 —50 —-33 —1.6 0.0 1.7 34
Mean temperature of December -9.1 —-74 -—-58 —41 —-24 -—038 0.9
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is in line with the annual isotherm +2°C, the upper limit of the lower montane
forest zone — with the annual isotherm of +4°C, and the upper limit of the
submontane zone with the isotherm of +6°C. This enabled the authors to dis-
tinguish in the vertical profile of the West Carpathian Mts. six climatic zones
with which the vegetational zones are linked (Fig. 3). The climatic conditions of
each zone may be learned from the educed equations which determine the
interdependences between the mean annual temperature and other elements
of the climate (Tables 1 and 2).

TATRA MTS

N ALE o™ '
SN LN AR
——— - L g
_ . VY

NP g 4

d 7 Very F7 777 Moderately coc
™ £* 10 -2°( 7/ trom O° 1o «2* ’ 1 trom «4° 1o «6° ¢ g
0 «2 i 10 of [ Basns and valleys
— 4 P | 4 | S— ¢ s
Moderately cold 777 ¢ 7 Moderately warrr
t from -2* to 0° ¥ ] from «2* 10 «&* t ] (from «6* 1o «B*%(
e 0 é el ‘ & 3

Fig. 3. Vertical climatic zones in the Polish Carpathians

Thus, the method elaborated enables the determination of the climatic rela-
tionships in different places and regions on the basis of data easily available
and concerning one of the components characteristics of the thermal regime.
This method was also used in the determination and characterization of the
climatic zones in the East Alps, Sudetes and South Carpathian Mts. (M. Hess,
1968b, 1971).

The described method of characterizing the .climatic conditions which pre-
vail in mountains, enables the construction of macroclimatic maps in an easy
and objective way. To this purpose it is enough to draw proper isolines on a
topographic map, the most suitable being the annual isotherms, and in this way,
based upon the knowledge of the quantitative links of the annual temperature
with the other elements of the climate (Tables 1 and 2) to characterize in detail
the climatic units thus distinguished.

MESOCLIMATIC MAPS

The characterization of the mesoclimatic differentiation conditioned by the
particular elements of the configuration of the territory is regarded by the
present authors to be the next stage in the process of studying the climate of
mountains.

To learn the climatic differentiation of the main elements of the relief of
mountains (valleys, basins, ridges, etc.) the authors applied the method of
quantitative interdependences between the altitude above sea level and the
mean annual temperature, and between the latter and other elements of the
climate (M. Hess, 1968a, 1968b). The results of measurements obtained at the
climatological stations, which form a dense network in the belt between the
Vistula river valley and the Tatras, situated in different forms of the territory
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and at various altitudes above sea level, enabled the authors to establish that
between the altitude above sea level and numerous elements and indices of the
climate there exist strict dependences on the convex and concave forms of the
territory and on the slopes of different exposure. The strict and linear depend-
ence is shown by the mean annual temperature. Thus, on the basis of equations
(Table 3) the mean annual temperature can be determined at every point of
the vertical profile of the mountains in any of the elements of the configura-
tion of the territory. It is worth noting that there are different dependences
represented for every type of territory, which proves their great impact on the
climatic relationships.

TABLE 3. Straight-line equations y = ax+ b and correlation coefficients

(r), defining the relation between the altitude (&) in metres a.s.l. and the

mean (1952-1961) annual temperature () on convex and in concave

land forms and on slopes of northern and southern exposure in the
Polish Western Carpathians

(with A varying from 200 to 1700 m a.s.l.)

Land forms Equation r
Convex land forms t = 8.82—0.00433h —0.986
Concave land forms t = 9.02—0.00552h —0.977
Slopes of northern expo-

sure t = 9.24—0.00496A —0.994
Slopes of southern expo-
sure t = 9.27—0.00441A —0.991

Consequently, the authors were able to state that between the mean annual
temperature and the annual values of numerous elements of the climate there
also exist linear dependences (Table 4) in the convex and concave forms of
the relief as well as on the slopes of northern and southern exposure. It thus
appears that the climate of the main elements of the configuration of the
territory in the whole vertical profile of the Carpathian Mts. can be character-
ized on the basis of the interdependences established, and that the comparability
of the climate prevailing at similar altitudes and at every altitude above sea
level is guaranteed, which is of essential importance.

At the same time it has been stated that the climatic differentiation between
the particular forms of the configuration of the territory is not the same in
the whole vertical profile of the mountains but varies with the rising altitude
above sea level. For example, the difference in the number of days with strong
frost in the concave forms and on south-exposed slopes at a mean annual
temperature of +2°C (i.e. in the alpine part of the Carpathians) amounts to
23 days, while at the annual temperature of +8°C (i.e. the foothills) it falls to
4 days, that means it is almost six times. A reverse tendency exists in the
dependence of the altitude above sea level on the length of the period without
slight frost in the various forms of the configuration of the territory: at the
temperature of +2°C this difference amounts to 11 days if concave forms are
compared with south-facing slopes, and at the temperature of +8°C it rises
to 31 days, being thus nearly three times greater.

This means that the climatic differentiation occurring among the particular
elements of mountainous relief is strictly depedent on the macroclimatic rela-
tionships. It seems therefore that by this method the authors have gained a key



TABLE 4. Straight-line equations y =ax+b and correlation coefficients (r) defining the interdependence between the mean (1952-1961) annual temper-
ature (¢) and the values of a number of other climatic elements and indices () on convex and in concave land forms and on slopes of northern and southern
exposure in the Western Carpathians

Slopes with northern Slopes with southern
Climatic elements and indices (y) Convex land forms Concave land forms exposure exposure
Eguaticn ; | S r Equation 2 e uaan o

Mean annual minimum temperature y = 1.04—-4.] 099 »y=096+-47 092 y=0.65-20 094 y=072-19 0.94
Mean annual maximum temperature y=LI124t4+34 099 y=1.1414+45 097 y=1.13r+32 098 y=10r+45 0.98
Absolute annual maximum temperature y = 1.58¢+423.2 099 y=164t+246 098 y=12+247 097 y=132+249 0.97
Number of days with min. temperature

< =10 ¥y = 60.0-5.0¢ ~095 y=81.6-72 090 y=1537-38% 083 y=S520-4.0s ~0.84
Number of days with max. temperature

< y=1214-108 -099 y=1020-85 -099 y=1340-125 -095 y~-1143-10.67r -096
Number of days with min. temperature

>0 y=2190-14.0r —-098 y=2218-126/r —0.87 y=2233-12.54r —098 y=2234-142r -099
Mean dates of last frost change days' y = 81.6-7.8¢ -0.99 y=79.0-5.0r -079 y=797-58% -094 y="783-6.17r -0,94
Mean dates of first frost change days® y = 4.3r+154 099 y=28+124 092 y=283s+193 080 y=30r4+230 0.80
Mean duration period without frost change

days y=12,0r+87.0 096 y=624+914 0.81 y=8.67r+91.7 098 y=09.67r+9%4.7 0.98
Duration of period with mean diurnal

temperature < — 5% y=970-150r —089 y=1085-1475t -081 y=945-1325 -086 » = 82.0-13.0¢ -~ 0.80
Duration of period with mean diurnal

temperature < 0 y=2066-172t -099 y=2066-172t -099 y=2080-180r -099 »=208.0-180r -099
Duration of period with mean diurnal

temperature > 0° yv=17231+1582 099 y=17234+1579 099 y = 18.0r+157.0 099 y=18.0:+157.0 0.99
Duration of period with mean diurnal

temperature > S y=114r+1238 098 y=114r+1238 098 y=11.2r+122.6 099 y=10.5r+1320 0.99
Duration of period with mean diurnal

temperature > 10 y=1731+274 098 y = 16.7t+35.6 098 y=1481+474 099 y=1531+484 0.99
Duration of period with mean diurnal

temperature > 15% y=3033-1346 092 y=303%-1346 092 y=31.0r-147.5 098 » = 31.0r—147.5 0.90
Number of days with snow cover y=2303-20.66t —098 y =237.7-20.83r —096 y = 233.6-20.69r —098 y = 2232-21.53r -0.96

1 counting from April 1 on 2 counting from September 1 on 3 chtﬁt@n/lfﬁ| far.gﬁgl.lplperature < +6.5° + correlation apply for annual temperature > 5.0°
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to learn the quantitative mesoclimatic differentiation of the elements of the
mountainous relief and in connection with the macroclimatic relationships,
which change with the growing altitude above sea level.

It is obvious that the interdependences stated make possible the calculation
of an average mesoclimatic differentiation only, and do not take into account
the deviations from the average, conditioned by the differentiated morpho-
metric characters of the investigated forms of the relief. To learn in detail the
meso- and microclimatic relationships in some chosen forms of the relief
characteristic of the given part of the vertical profile of the Carpathian Mts.,
the Department of Climatology of the Jagellonian University carried out detail-
ed field investigations.

These investigations which were performed in representative territories cor-
responding to the fundamental types of the relief in the Carpathian Foothills
(T. Niedzwiedz, 1967, 1968, 1973), and in the Holy Cross Mts. (T. Niedzwiedz,
B. Obrebska-Starkowa and Z. Olecki, 1973) made it possible to learn the regular-
ities of the mesoclimatic differentiation in stream wvalleys. It is a generally
known phenomenon that in territories distinguished by a variegated relief there
occurs an inversional distribution of air temperature at night in the depressions.
Therefore, the differentiation of thermal and humidity relationships depends
on the relative elevation above the bottom of the valley or basin, which offer
conditions (flat or slightly inclined surface of bottom) suitable for the stagna-
tion of cool and moist air.

Thus, while the altitude above sea level is a factor deciding upon the macro-
climatic differentiation in the mountains, it is the relative elevation above the
bottom of the valley or basin which influences the mesoclimatic differentia-
tion. This fact gives authority to the conclusion that the most important guid-
ing indices which should be taken into account in the work of constructing
mesoclimatic maps are as follows: minimum air temperature or mean tem-
perature at night, day-and-night amplitude of air temperature, frequency of
occurrence of slight frosts, and air humidity at night. The impact of the relief
upon the other indices of temperature and humidity is smaller as the latter
change under the influence of the exposure of the territory and the altitude
above sea level.

Based upon the investigations carried out on the slopes of valleys it has been
stated that up to an elevation of 150-200 m above the bottom of concave forms
the distribution of the minimum temperature is inversional, and the greatest
gradients occur in the lower part of the profile. This is well illustrated by the
data obtained in the area of the foothills of the Raba river valley which is
distinguished by denivelations of the order of 100 m. In these particular eleva-
tions, the deviations of the mean annual minimum temperature (in the years
1967 and 1968) from the values at the valley bottom were as follows:

Relative elevation, m 0 5 10 20 50 100 150

Deviation of mini-
mum temperature
(centigrades) (°C) 0.0 +0.6 +1.0 +15 +1.9 +25 -2.8

A similar distribution of the index discussed in the altitudinal profile of
valleys was found in other mountainous areas (H. Aulitzky 1967, 1968; B. Ob-
rebska-Starklowa, 1969, 1970), and on upland (R. Geiger, 1961; H. G. Koch,
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1961; F. Schnelle, 1963; T. Niedzwiedz, B. Obrebska-Starklowa and Z. Olecki,
1973). This differentiation of thermal relations occurs on the background of the
macroclimatic differentiation conditioned by the change in the altitude above
sea level. The alterations in the mean annual minimum temperature connected
with the altitude above sea level in the West Carpathians are illustrated by the
straight line equations determined for the forms showing extreme morphologic-
al conditions (M. Hess, 1966, 1967, 1968a, 1969):

for convex forms (above the limit of inversion)

tmin = 5.10—0.0045h
r = —0.99
for the bottoms of concave forms
tmin = 3.96 —0.0053h
r= —0.99

These equations form the basis for the construction of a nomograph which
enables the calculation of the mean annual minimum temperature for any place
in the Carpathian Mts. depending on its situation in relation to the bottom of
the nearest concave form of the configuration of the territory which has con-
ditions suitable for the stagnation of cool air at night (Fig. 4). The use of that

o sl ] P

AN 5l
BN

~ | of>

/
e

=

/

-~
-
=

A=

e
//’f%P ~
Z4d

W\

200 +— - . ,
12 ) 4 6 - & 2 0 2 “
ti*%c

mum temperaiure

Fig. 4. Nomograph for determining the mean annual minimum of temperature in rela-
tion to the altitude a.s.l. and the relative height above the valley bottom (according
to formulas given by M. Hess)
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Fig. 5. Mesoclimatic map of the Raba river valley in the Carpathian Foothills

1— Mesoclimate of valley bottoms (Ia), 2— Mesoclimate of the middle and lower parts of valley sides (l1b), 3 — Mesoclimate of higher parts of

valley sides (Ic), 4 — Mesoclimate of slopes and lower ridges characterized by the most favourable qualities of air temperature and humidity (thermal

belt on slopes II), 5— Limits of the sub-types of mesoclimate, 6 — Areas of great sums of relative insolation (over 110% in relation to horizontal

surface), 7— Areas with small sums of relative insolation (below 90% in relation to horizontal surface), 8 — Stated damage by frost, 9 — Areas with

the longest duration of radiation fogs, 10 — Wind roses, 11 — Directions| 6f| the(¢old air flows during radiation nights, 12 — Wind throws, 13 — Flag-trees

(as index of the direction of the prevailing strong winds), 14-- Climatological“stations, 15— Pluviometer stations, 16— Points of mesoclimatic
measurements,
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III — Ridges, summits and slopes in low and medium mountains situated
at elevations exceeding 300-400 m, above the bottoms of valleys, cooler and
situated beyond the influence of the local circulation in the valley. The values
of air temperature change here depending on the altitude above sea level.
Although the mean minimum temperatures may have similar, and at high al-
titudes above sea level even lower values than those in unit I, the essential dif-
ference in respect of the latter lies in the existence of normal (and not in-
versional) gradients of temperature, and in the much lesser day-and-night
oscillations in air temperatures.

V.
1

st}

rrst e et

‘a9

s+ +s+444)

Fig. 6. Mesoclimatic map of the Jamne i Jaszcze valleys in the Gorce range (medium
mountains)

1 — Mesoclimate of valley bottoms (Ia), 2 — Mesoclimate of higher parts of valley sides (Ic), 3 —
Mesoclimate of slopes and lower ridges characterized by the most favourable qualities of air
temperature ande humidity (thermal belt on slopes II), 4 — Mesoclimate of higrer and colder
ridges, slopes and summits beyond the influence of the local air circulation within valleys (I
ridges, slopes and summits beyond the influence of the local air circulation witkin wvalleys
(III), 5 — Limits of the types of mesoclimate, 6 — Limits of the sub-types of mesoclimate, 7 —
Areas of great sums of relative insolation (over 110% in relation to horizontal surface), 8 —
Areas with small sums of relative insolation (below 90% in relation to horizontal surface), 9 —
Stated damages by frost, 10 — Areas with the longest duration of radiation fogs, 11 — Directions
of the cold air flows during radiation nights, 12— Wind throws, 13 — Flag-trees (as index of
the direction of the prevailing strong winds), 14 — Climatological Stations, 15— Pluviometer
stations, 16 — Points of mesoclimatic ,measurements.
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se two associations show equal or slightly higher minima (up to 0.5°C) than
those recorded on the adjacent areas devoid of forests. The higher day-and-night
amplitude in April, just before the development of leaves, is very characteristic
of the lime-hornbeam and oak-hornbeam stands, which is evident in the rise of
the maxima in relation to the open space, in consequence of the heating of a gre-
ater mass of trees.

The microforms of the territory are a further differentiating factor influenc-
ing the thermal relationships in the above-ground air layer. The widenings in
the valley bottom are distinguished by strong heating in the daytime, unlike
the narrow bottoms of the shadowy gorges. However, the lowest temperatures
in the 24-hour-period are approximate. The differences in the compared values
of the day-and-night amplitude of temperature recorded at the localities enable
the distinction of two microclimates: (1) one prevails in the widening of the
valley bottoms which are strongly heated during the day, while at night they
form reservoirs of the cold, thus showing the greatest thermal contrasts in the
scale of the 24-hour-period; (2) the other occurs in the narrowing of valley bot-
toms, which are shadowy and less heated; at night, there accumulates in them

i i i 0o\

e
“,uu“u:lu
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Fig. 7. Example of differentiation of meso- and microclimatic conditions on the border
between the Carpathian Foothills zone and the lower mountain (Beskid Niski range)
Explanation. of-signsin Table 5
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TABLE 5. Typology of meso- and microclimatic conditions at Szymbark (some selected examples of units taken from the table of explanations)

Type of mesoclimate

greatest day-and-night os-
cillations of air temperatu-
re and humidity e.g. of a
most contrasting character

of mesoclimatic conditions.

Average frostless period
169-189 days. Mean daily
range of air temperature
13-17°

Mean daily range of air
saturation-deficit 15 mb

Subtype of mesoclimate

I. Depressionsin valleyswith A. Valley bottoms and flood

terraces up to 20m high,
with greatest temperature

and humidity contrasts. Fros-

tless period 169-179 days.
Mean daily range of tempe-
rature 15-17°. Mean daily
range of air saturation-de-
ficit 16.5 mb

. Lower parts of slopes, up b.

to 40 m high with decreas-
ing daily oscillations of tem-
perature and air saturation-
-deficit, starting from valley
bottom upwards. Frostless
period 180-190 days. Mean
daily range of air tempera-
ture 13-15°. Mean daily
range of air saturation-de-
ficit 15-16.5 mb

Type of microclimate

Warmer slopes with favour- b,.

able (sums exceeding 108%)
and fairly favourable (sums
100-108%) relative insola-
tion conditions. Mean daily
range of air temperature
14.5-15.5°

b
0.

Signa-
ture
on map

Subtype of microclimate

. Cool air reservoirs in open widenings of valley 1

bottoms, with the greatest daily oscillations of air
temperature; mean daily range of temperature
16.0-17.2°

.

Cool air reservoirs in closed valley bottoms wide-
nings, with impeded flow of cooled air at night,
strongly heated during the day, mean daily range
of temperature 15.8-16.5°

The warmest frostless south-exposed slopes incli- 3
ned at 6° and east and west-exposed slopes incli-

ned at more than 11°; mean daily range of air
temperature 13.5-15.0°

Warm forestless south-exposed slopes, inclined 4
less than 6° and east- and west-exposed slopes,
inclined less than 11°; mean daily range of tem-
perature air 14.7-15.0°
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c. Cooler and more humid slo- ¢,. Afforested south-, west- and east-exposed slopes, 5
pes with not too favourable with milder daily air temperature oscillations;
relative insolation conditions mean daily range of air temperature 14-15°
(sums below 100%). Mean y

- . Wooded patches on south-, west- and east-expo- 6
daily range of air temperatu-

II. Warm and dry slopes and

re 13-15°

d. Cool air flow channels in val- d,.

ley and landslide headwalls
on slopes

. Warm east- and west-expo- c,.

sed slopes with lowered air temperature maximum
values as compared with open spaces ; mean daily
range of air temperature 14.5-15.0°

Forestless slopes with northern exposure and in-
clination below 17°, cooler; mean range of air
temperature 13.5-14.0°

Forestless air flow channels with greater daily os-
cillations of temperature and air humidity; mean
daily range of temperature above 17.5°, mean daily
range of saturation-deficit ca 15 mb

. Afforested flow channels with softened daily ran-

ges of temperature and air humidity; mean daily
range of temperature 14.5°, mean daily range of
saturation-deficit about 14 mb

Compact forest complexes on slopes with eastern

lower ridges of the Carpa- sed slopes with favourable and western exposure with softened daily oscilla- 10
thian Foothills with opti- (sums above 108%) and fairly tions of air temperature and humidity ; mean daily
mum temperature and air favourable (sums 100-108%;) range of air temperature 8-9°; mean daily range
humidity conditions. insolation conditions. of air saturation-deficit 5 mb
Average frostless period Mean daily range of air tem-

Wooded patches on east- and west-exposed slopes 11

190-199 days. Mean daily
range of air temperature on
open slopes 6-13.5° on rid-
ges up to 14.5°, Mea daily
range of air saturation-defi-
cit 7-15 mb, in forests 4.5-
-7 mb

perature 8-13°; mean daily Cs:

range of air saturation-defi-
cit 10-14 mb

with softened daily maximum values of air temper-

ature; mean daily range of air temperature 9.5-
-10.5°

N
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Table 5 Cont.

d. Moderately warm north-ex- d;. Moderately warm forestless north-exposed slopes, 12
posed slopes with sums of in- inclined less than 17°; mean daily range of air
solation below 100%. temperature 11-11.5°

Mean daily range of air tem- P
perature 11.5°. Mean daily d,. Forest glades on north-exposed slopes with grea-

fange ofalr saturation-defi- ter_ daily osc:]lz.mons of air temper:lture; mean 13
cit 7-10 mb daily range of air temperature 12-13

III. Upper parts of slopes on
insular mountains of the
Beskid Niski range, within
the range of advection. Fro-
stless period less than 200
days. Mean daily range of 14
air temperature 6-11°. Mean
daily range of air satura-
tion-deficit about 7 mb.

Signature 15 denotes the range of mesoclimatic types. Note: The values given in the table above are only guiding character; the differentiation

Signature 16 denotes the range of mesoclimatic subtypes. of frostless period is cited according to 1969; daily ranges of air temperature

Signature 17 denotes the limit of the part of the area investigated and saturation deficit concern mainly the results of microclimatic investigations
at Szymbark. at radiation weather type in July 1968.

MVISAZOAIN

Ld SSAH

"1v



g » o B ; o T e
- uln'rJ'v"-.,
*0|" :'d'.-‘»o'

o~

e t
{’

»‘jb.. [Tad i ’f.u,L‘
el #kafr \w'c.in.- >

e L .Q,-.;.,.-,w -f_, T

- AL
Lt ,*‘__.‘_ ‘5_ !

2 l'url ‘l Ai‘ ‘."“_.

w i -
. - jv‘ .

‘*\l"~1‘\q"01: .

Sl
. 7_, wﬁmﬁ %

B -




r-JA"v~ o
T.‘_bg =" ,,' .'(Iﬁ*' 1)
S F-.ﬂr‘

: - . LT\
el Lia ARSI eyt gl /!.' )
- '_‘0_‘“-_ _M“. )I"'
'D.\.' o :"l..'.i?- ; '..\l ...J‘ ¥ .’4(
0 LR '!‘.'n_l. 5o S ',' R LRt

': M 0 5L PSS

R
| SIRLT, = o S
l ‘_ ll’ ..—1"1 |.' ".f’

‘n.‘i -

2 rry——
» “ ' ‘ II »
ATUN 5 |

ot To b o

s M .

-“' s

}
e

mmﬂmm09m




é .; ’& :.a:-
N
B R

¢ % """",',"\‘ ¥

i'—*" v o8

‘:' by \*.‘.

) nl \'in Rz e & < My
) 3 VIR -7 4 ‘ - g
\ jo - N A, 4 k" . N v '
- 1'; = d - — 4 n “ 1‘}
& Pt A oy e R e
o g ' > o
Yy i1y pr Bt - 5 1o i
V. S S e
§ v b 1 Facte’ - ' - ‘;:—H.ﬂ
L1

3 E - : 1 ST
S ety g e i faet
Ry « L, r:»« P
Sl P sy + i N e A % o .‘ - : :
L

uﬁ-&. P .--\_m»v,, #7005 ’( .
=y S Lo \ 1*'1 i .& ~a3
'J ‘ Aﬁt ;,t R ., 47:._‘ v X ‘ ’ ’ ‘ .' ._ .f ‘ : ' >l .__l K '. '?

s Q'“ :‘ = g ki e et G .»- o3 il 3 f #'
(K [ r 5 M =11} . )#
A '.-‘ ! C‘(_ﬁ y b-\'&
- - P i i waes ot - w g
i 3 & T s
g = A Ry o
" ¢ ) Sy -_0, ‘(. »= ﬁ - !.-‘
. i

o : e Ll
"'iul ““ P" '4' i '\'.‘

- 'l'“—_l-

J “. 5\' 0 -,—- wat S ~¢:' ;
= ﬁ-“ "'-"E ’sl* 5 = ‘S?fu" >
:-’,. ,.,. -)lt‘ /," . PR e

B -<,‘\_)

= o e AL 1S




A i’o ':“\ o AT L N x-‘:

.-;.- .' AL 4 » 'y L iy AL !
: ¥ : ’ ) ; sy

: ‘ k’o L . . : i " ».b'!‘:-:
' : ‘

* bt el g, Epeliee {':7::1' -

T Sl ',;.:_I‘b".

g ’a" ol B q‘ ’%‘
"l ’ “z“‘r by ll-n? >

;ﬂ e B T

1% TRy . S
‘I:.'. “*I" 1 '
- L MLl
NG S
- i

| Gty
e

l ﬁ
& v,
T o

fdr?‘“

- o
o e —t--—*wm. g g7 &

W R "’%g N

i~

i 4 b il e S {
Y SUT T 5 A SR ngy TR a«: Fo o PO

- 4 B ‘\' ]

- - "4": Heirn o SES SN -q "

. L]
-:L—&.‘&» TS '!\ =R ;-;J s {‘_svn.ﬂ"‘"s?'-; -ﬁﬁ

A -%'-&'?z‘ T S
R s;.\f’-x(g.. 2er Toe ":’.,.w-’.x;'z.,f:,p.

http://rcm.org.pl .



-‘vf,-—tilf--,v -

K -
R Y T A
o'y

: ‘._ ‘i nut » . - s
.- .:‘;I?Jﬁfmy " Ly A‘;;""?‘ '“. e ‘

B e S o i

a &
ST P VS T
s P NN e
: ) K o |, .__‘?-_\}f‘, .-..v
FELCT TP A LA
b L o
J »




f ST O e

e . X "‘.J . |

» & 7 < L o SN E 1% T
R R N i AT S TTER SO T
5 ' £ =11 Mo LR |

4 ) “ali LAY TIRUN G VAN ' i
*‘\ui\f‘&pv AR WAL TS (AR e ig
y *'1“ He |_-" _-;:~‘>.\.| .. “. l #
. u’.‘ :__"‘,"A..\ a .‘I " -
&A .¢ e .|r , 'I '_l Padit {\ .
e > -

|'.'|l’\- "

i§ “l a,", o W g
4‘“” AR LOR 0 ant e iugdE
- .-I‘i ."'.&\.0'/"1 .I}r‘.ﬁ’ ey
&‘5 Q-.t AhiY 3
% . _ub "_'““j“"—'.;'
e ‘;,.r# st s
.""‘ s,ﬂ’: P
[ g f'" u( u .os-'ii-- tw‘

ey
f;_ e vf 4‘. «L'

:f;_\‘& »-pd w"

L L i

L L

K ,«( ‘5.135 e

l _‘_.V ‘.

- ‘.‘ AL e e ."'."‘..-r,‘ . : . -
K
ras 'h’ttp /Ircin.org.pl



[«
%

: http://rcin.org.pl



190 MARIA STOPA-BORYCZKA

Assuming between them a linear dependence in the form of
Yy =aX1+ax2+ ... +arxtao (1)

and making use of the method of least squares

n

3 .
>__, (Yi—a1x1i—azXai— ... —AxTki—Ao)®> = min(n = 120)
t=1

one obtains a system of normal equations

2
sna1+Sizaz+ ... +S1kax = $1
Sz a1+s22az2+ ... +Szkax = S2 (2)
Sk1a1+ Skeaz+ ... +Skkarx = Sk
where: s,,, S,, ... Sxx — are the standard deviations of the variables x,, x,, ... Z;,

and S$,,, 8,3, ... S;; the covariants of the variables (x,, x,) ... (x;, x,) etc. By s,, 8, ...
s, are marked the covariants of variable y with regard to x,, x, ... x,.
Written in their matrix form these equations appear in the form of:

SA Y 3)
where
S s 8 81
S Sn S$21 83 S Sz (4)

The coefficients of multiple regression a,, a, ...a, were determined from the
equation
A S—1S (6)

The gauge of the correctness of fitting the hyperplanes to the empiric points

Xy

is the residual variance

As index of the interdependence between the variable y and x,,x,..x,
the author adopted the coefficients of multiple correlation R which represents
the gauge for the joint impact of, the variables X upon y (0 <X R <1).
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196 MARIA STOPA-BORYCZKA

is, in the case of Poland, reflected by the extent and magnitude of the infiuence
of the Atlantic Ocean and the Asiatic continent upon Poland’s thermic condi-
tions. In the cool season a 1° increase in geographical longitude is associated
with a descrease of all thermic features, and this effect appears most strikingly
in the maximum and minimum values of the mean diurnal air temperatures
fi—f— ~ 0.2°C/1°A, and least clearly in the diurnal temperature amplitudes
(—0.03°C/1°}). In contrast, the warm season causes the signs of the coefficients
of partial regression to change into minus signs, meaning, that in Poland
checking from west to east an average increase of some 0.1°C/1°A sets in, in
the maximum temperature (T,..), diurnal amplitude (A) and mean diurnal
temperature (T). An exception is minimum temperature which changes in the
opposite direction, that is, fails to increase and rather decreases about
0.05°C/1°A. This pattern of increases in air temperature per unit of horizontal
distance (1 A) must be mainly ascribed to Poland’s situation with regard to the
most active centres of atmospheric activities, the impact of which changes
during the year.

As to altitude a.s.l.,, this parameter always affects all features of air temper-
ature (T, Traxy Tmin, 4), in the same way, irrespective of seasons. In other
words, an 100 m increase in altitude causes maximum temperatures to drop
1°C, mean diurnal temperatures some 0.6-0.4°C, minimum temperatures 0.5-
0.3°C, and diurnal amplitudes 0.3-0.1°C. This also clearly shows, that the vertic-
al gradients of air temperature are markedly larger in summer than in winter —
mainly due to a more intensive heat exchange between the surface of the Earth
and the atmosphere in summer than in winter.

AIR TEMPERATURE AND OTHER METEOROLOGICAL PARAMETERS

Here again the author deals separately with meteorological conditions, in-
vestigating their comprehensive and partial impact upon air temperature in
Poland. She treats the particular temperature features (T, T ax; Tmin» 4) as
dependent variables and the remaining meteorological elements (J, J,, p, A, O)
as independent variables, but eliminates the days with special features (L,,
Le, Le, Lm)

The author now determines how much the coefficients of multiple correla-
tion R of the above mentioned thermic indices change with regard to meteorol-
ogical parameters (Table 3).

TABLE 3. Coefficients of the multiple cor-

relation of T, Tp,xs Tinin» and 4 with re-

gard to other meteorological parameters
in Poland’s territory

X1 IV-1X
T 0.84 0.93
T 0.88 0.90
e 0.77 0.56
A 0.78 0.72
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Fig. 2. Multiple isocorrelates of air temperature and other meteorological parameters
R (T-p, v, f, A, N, O) for one year

spheric pressure (1851-1900) for a variety of localities. The lines, which on his
map join localities of identical values of the coefficient of correlation regarding
Warsaw, he called ‘“equicorrelates”. It is important in climatological investiga-
tions not only to know the interdependence of changes of a given element
occurring between neighbouring stations, but also to understand the inter-
dependence between various meteorological elements at given points or at dif-
ferent localities situated in the region under investigation (Merecki, 1914; Mich-
na, 1972). This is why the principal aim of this chapter is the study of the
spatial distribution of the coefficients of regression in a multidimensonal aspect,
between the basic feature of air temperature (the mean diurnal T) and other
meteorological parameters such as pressure (p), wind velocity (v), air humidity
(f, A), clouding (N) and precipitation (O) in a time profile. In this case the
author took into account annual values from records for the 1951-1960 period;
here it should be mentioned that in this study she limited herself to 60 synoptic
stations distributed over Poland’s territory. The distribution of these 60 stations
is illustrated in Fig. 1. The comprehensive and the partial impact of meteorol-
ogical parameters upon mean diurnal air temperature all over the country has
been pictured graphically by maps presenting spatial patterns of the coefficients
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of multiple correlation and of partial regression. The gauges of the inter-
dependence applied by the author have been indicated in accordance with the
equations presented in the preface.

As the gauge of the comprehensive impact of meteorological elements upon
the mean diurnal air temperature the author continues to use the coefficient
of multiple correlation R which in Poland’s territory shows a value approach-
ing 1 (Fig. 2). From the distribution of coefficient R it appears that, in accord-
ance with the meteorological values taken into account, T assumes for the most
part its value in the south and the north of Poland (R > 0.95).

The author started her investigation of the effect of particular meteorologic-
al parameters upon air temperature from an analysis of isoline a, = const for
the coefficients of partial regression of T and p. On an annual average, the
rise of atmospheric pressure causes the greatest temperature drop in the Masov-
ian Plain (a; = —0.34 at Ostroleka) and on the Lesser Poland Plateau (a, =
= —0.37 at Kielce). On the other hand, in the Carpathians (a, — 0.55 on Kas-
prowy Wierch) and in the Karkonosze Mts. (a; = 0.41 on Snieznik) positive
pressure increases tally not with a decrease but with an increase in air tempe-
rature (Fig. 3).

/1-XN

Fig. 3. Isolines of partial regression of air temperature with regards to atmospheric
pressure;, a; (T -p) for one year
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Fig. 4. Isolines of partial regression of air temperature with regard to wind velocity:
a; (T-v) for one year

On the whole the increase of T per unit of wind velocity is negative (Fig. 4),

especially on the NW and E side of the Lesser Poland Plateau (a; = —3.54
at Wielun and a; = —2.75 at Sandomierz). Particularly remarkable is the
run of the isarithm a; = —1.50 which separates the eastern, southern, western

and north-western part of Poland where the coefficients of partial regression
lie above —1.50, from the central part of Poland, including the centre of the
Mazurian Lake District and the Sandomierz Basin, where @; is much higher
than —1.50. An exception is the eastern part of the Pomeranian Lake District
including its surrounding shore belt, where a positive increase of T per unit of
v} can be observed (a, = 0.61 at Gdansk, 0.43 at Hel, 0.36 at Szczecinek and
0.22 at Walcz).

In the relation of T to the relative air humidity the coefficients a; are always

AT
above zero. Greatest are the changes in S locally at Ustka (a; = 0.78) and at

Swinoujscie (a; = 0.72). Smaller by half are these coefficients in western Poland
and in its north-west. Least connected with f is the air temperature in a central
belt marked by isoline a; = 0.20 (Fig. 5). In the eastern part of Poland a. values
of the 0.20-0.30 range predominate.
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Much the same as the figures of a; for T and f, the coefficients of partial
regression for T and for undersaturation of air humidity differ only in regard
to absolute values. On the whole, the changes of T per unit of A are fairly
large. The isolines of regression a; = const T with regard to A (Fig. 6) show
a pattern similar to that of T and f. Where the increases of T per unit of f are

AT
lowest, we nowadays observe rather low increases of TA (the central meridion-

al belt of Poland with A = 20-22°). Highest values of coefficient a; continue
to rule along the Baltic coast (@, = 6.33 for Ustka, a; = 5.56 for Kolobrzeg, and
a, 4.94 for Swinoujscie). Approaching these figures are the values of a; record-
ed in the mountains (a, = 6.22 for Sniezka, a; = 5.23 for Kasprowy Wierch,
and a; = 5.22 for Zakopane).

The way that clouding affects air temperature is illustrated in a further map
(Fig.”7), showing the distribution of the coefficients of regression a; (T, N) for
Poland’s territory. The areas situated in the east, separated by isolines —1.00
and — 1.50 (the Masovian Plain, the Siedlce Plateau), deserve particular atten-
tion; from these areas fairly large values (< —1.00) or the largest temperature

XN

Fig. 5. Isolines of partial regression of air temperature with regard to relative
humidity: a;(T-f) for one year
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Fig. 6. Isolines of partial regression of temperature with regard to undersaturation
of air humidity: a; (T-A) for one year

decreases per degree of clouding (a; << —2.00) are recorded. Negative increases
T
of ~ prevail in all of Poland, but as a rule they are lower in the west than in

the east of Poland. An exception are the Carpathians, the Karkonosze Mts.
and a large part of the Pomeranian Lake District, where an increase in clouding
is associated not with a decrease but an increase of T.

The distribution of the coefficients of regression for T with regard to the
sums of atmospheric precipitation in Poland’s territory, as it appears in Fig. 8,
reveals rather low values of a; — an obvious fact. A 1 mm increase in precipita-
tion cannot be reflected in a temperature increase higher than that of the order
of one hundredth parts of one °C — the more so since here we are dealing
with annual values. Here the run of isoline a; — 0.04 is most remarkable. It
clearly separates the eastern part of Poland, where a temperature decrease
twice as large per unit of precipitation prevails (a; = 0.04-0.06 and a; = 0.06),
from the western part of Poland where a; oscillates between 0.02 and 0.04.

Our analysis of the distribution of the coefficients of regression for Poland's
territory indicates, that the links, of correlation are closest between T and A
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(a; = 2.50-3.50) and between T and v where the coefficients of partial regres-
sion lie between a; = —1.50 and —1.00. Next it appeared, that the coefficients
of regression show the lowest values for T and O (a; = 0.02-0.04 and
0.04-0.06). In the majority of cases the coefficients of regression differ
when passing from the eastern to the western part of Poland, whereby
for T,, T,, TN and TO these values decrease considerably while for Tf and
TA they increase. In the majority of maps (with TN and TO omitted) it can
be seen, how the central belt of Poland stands out, extending more or less
meridionally (A = 19-22°) and featured by the lowest values for coefficients of
regression for the relation Tf and TA, and highest values for T, and T,. This
central belt does not include the Carpathian range, along which the isolines of
regression run for the most part in the direction of the parallels of latitude.
Our analysis of the coefficients of multiple correlation of mean diurnal air
temperature with regard to four meteorological parameters (p, v, A, N) has
revealed, that for these agencies the values are lower than those in which the
six meteorological parameters (p, v, f, A, N, O) where taken into account. On
the other hand, the coefficients of regression increased at the rate highest

aj(T.N)

!
/

Fig. 7. Isolines of partial regression of air temperature with regard to clouding:
a; (T;N). for one year
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Fig. 8. Isolines of partial regression of air temperature with regard to atmospheric
precipitation: a; (T'-O) for one year

for the components of water circulation in nature (TA and TN), and lowest
for Tp. No significant changes appeared with regard to the run of the lowered
and raised values of isarithms, nor to the lowest and highest isarithms with
regard to the mean values for Poland.

After eliminating the effect of clouding upon air temperature (T and p,
v, A), the coefficients of multiple correlation showed practically no changes
with regard to the value of R which had taken clouding also into account
(T" and p, v, A, N). However, with regard to the former group of variables
(T and p, v, f, A, N, O) the values decreased at an average of 0.04. As to the
coefficients of partial regression for Tp and Tv, these resemble their correspond-
ing variable in the former group and are slightly lower than their correspond-
ing variables in the latter group. For the last pair of variables TA, the a; coef-
ficients maintain the values they had in the latter group — thus they showed
an increase with regard to those of the former group.

The author decided to change diametrically the composition of the latter
group of meteorological parameters, retaining wind velocity and adding, from
the components of water circulation in nature, clouding and precipitation. Con-
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T, Toax, Tmin, and A of all other meteorological parameters correlated both
with themselves and with air temperature. In this way the author expressed by
equations the thermic features of Poland’s climate, based on fortuitous vari-
ables as they were recorded by 120 meteorological stations.

The equations of the hyperplanes of regression which approximately define
groups of meteorological parameters in Poland’s territory, can be used for
supplementary interpolations of the lacking parameters of T, Ty ay, Tmin, and A.

By reading from the map the geographical co-ordinates of a given point
(¢, A, H), its geographical latitude @, its geographical longitude A and its altitude
H asl., one can fairly accurately define for that point the values of the
unknown parameters T, T .., Tmi» and A.

Table 5 indicates the order of magnitude of the differences between parame-
ters determined from equations of regression and from measurements.

TABLE 5. Differences of air temperature and of its diurnal amplitude between ten-year values
(1951-1960), and values determined from equations of planes of regression — as per equations
(10) and (11)

AT AA
@ A H

X-111 IV-IX X-III IV-1X
Koszalin 54.1 16.1 33 +0.3 —0.5 +0.1 —0.6
Suwalki 54.1 22.6 165 —04 +0.2 +0.5 +0.4
Gorzow 52.4 15.2 65 —0.3 +0.2 —-0.3 —0.3
Siedlce 52.1 222 146 —0.2 —0.1 +0.2 +0.4
Lublin 51.1 22.3 171 +0.1 —0.1 —0.2 0.0
Kielce 50.5 20.4 261 -0.3 —0.1 +0.3 +0.5
Cracow 50.0 19.6 206 —0.1 +0.1 —0.5 +0.8
Krynica 49.3 20.6 613 —-0.5 —0.6 +0.3 +0.3
Sniezka 50.4 15.4 1603 +0.4 —0.8 —-0.9 +1.1
Kasprowy Wierch 49.1 19.6 1991 —0.3 —0.6 —-0.7 +0.9

By determining for 60 control stations in Poland the coefficients of multiple
correlation and of partial regression for the mean diurnal air temperature with
regard to a variety of groups of meteorological parameters, the author’s aim
was to define the range of changes these coefficients are undergoing, depend-
ent upon the number and the kind of meteorological parameters taken into
account.

The coefficients of multiple correlation attained their highest values when
all variables were taken into consideration (p, v, f, A, N, O), and their lowest
values after elimination of atmospheric pressure (v, N, O). This shows, that
air temperature is strongly correlated with pressure which considerably restricts
the intensity of heat exchange and water circulation in nature — and in this
way pressure clearly bears upon the behaviour of particular meteorological
elements. Any increase in wind velocity and in the degree of clouding is accom-
panied by a drop of air temperature.

The impact of atmospheric pressure (baric configurations) upon air tempe-
rature appears also in the coefficients of multiple correlation; but here this
impact is less evident due to the opposite action of some meteorological para-
meters (f, A, O).

As to the spatial disparity of the investigated values for the interrelation
between R and a;, this disparity is greatest between the eastern (partly also
the central) and the western part of Poland.

14 Geographia Polonica
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214 EUGENIUSZ DROZDOWSKI

all these three hills show asymmetrical profiles; the river-facing slopes are
steeper than those inclined towards the opposite side, where well developed
terraces occur locally.
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Fig. 1. Geomorphological sketch of the Grudzigdz Basin, shown against the back-
ground of the lines of inland ice stoppage of the Baltic Glaciation as compared by
L. Roszko (1968)

1 —stages: L — Leszno, Pz — Poznan, Pm — Pomeranian; 2 — phases: PzI — Cujavian, PzII —
Krajna-WabrzeZno; 3 — positions of recessive glacier-margin; 4 — outwash plains; 5 — valleys
and ice marginal channels (pradolinas); 6 — outline of geomorphological sketch of Grudzigdz
Basin; 7 — moraine plateau; 8 — valley outwash; 9 — erosive surface of meltwater flow; 10 —
higher fluvial terraces surrounding three moraine plateau islands called: 1. Kepa Forteczna,
2. Kegpa Strzemiecinska, 3. Kepa Gornej Grupy; 11 —rim of moraine plateau; 12 — documented
exposures

LITHO-STRATIGRAPHICAL PROFILE OF THE LAST GLACIATION

A typical developed profile of deposits of the Last Glaciation in the Gru-
dzigdz Basin consists of three till strata and glacifluvial deposits separating
them (Fig. 2). The lower boundary of this profile has recently been determined
on the basis of palaeobotanical evidences in newly discovered sites of the Eemian
Interglacial at Grudzigdz-Mniszek and Rzgdz (E. Drozdowski, K. Tobolski 1972)
where the Eemian deposits, developed in a facies of lacustrine sediments,
underlie stratified fine-grained sands and grey varved clays resting on the local-
ly occurring third (counting from today’s surface) till stratum. Thus the entire
thickness of sediments deposited during the Last Glaciation in the Grudziadz
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Basin is in the order of 70 m; that is, it reaches upwards from some 10 m a.s.l.
(the top of the palaeobotanic determined deposits of the Eemian Interglacial)
to some 80 m a.s.l. (the mean altitude of the kepy summits and of the surface
of the neighbouring morainic plateau).

Stratigrophic units Main morphostra-
m o after R.Galon (1934)| tigraphic units
80
v = '» ~ .
PN A First glacial-driff
=<3 y / e
T Upper till s horizon
20 NS Fluvioglacial 1
R 1.3.,.‘;."-._.* Second glacil-driff
2 S5l First lower till horizon
60 1
= >

o4l

Fluvioglacial Il

0
‘ S
E

: BB =3¢ B

Fig. 2. Litho-stratigraphical profile of deposits of the Baltic (Wiirm) Glaciation in
Grudzigdz Basin

1 — lodgment till; 2 — supraglacial subaquatic till; 3 — supraglacial-solifluction till; 4 — varved
clays; 5 — stratified fine-grained sands

Worth particular attention is the lower part of the stratigraphical profile,
embracing a series of stratified fine-grained sands and, underlying them, grey
varved clays (the latter being exploited by brickyards in Grudziagdz and Swier-
kocin). Due to their considerable thickness and broad extension, R. Galon (1934)
separated out these deposits as the stratigraphical key-horizon of the Plei-
stocene in the area of the Lower Vistula valley, calling them Fluvioglacial II
Fig. 2. This series overlies the second till stratum which is commonly separated
from the first, youngest till stratum by ice-dammed lake sediments (Fluvio-
glacial I).

The second till stratum often is bipartited. Investigations carried out (E.
Drozdowski 1974) show that the lower layer of this stratum, of a brown colour,
represents a lodgment till, originated in subglacial and englacial conditions,
while the upper layer, usually of a grey colour, is a supraglacial subaquatic till
which developed in peculiar conditions due to stagnation or to the obstructed
runoff of supraglacial waters. This interpretation is supported principally by
the stratigraphical sequence and grain-size composition of the deposit. The
supraglacial till shows enrichment by both extreme fractions, i.e. by a fine
clayey material and by a very coarse material consisting of pebbles and
boulders.

Least elucidated so far are the age and the palaeogeographical conditions of
the accumulation of the deposits. This particularly refers to the accumulation
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Two till beds with clayey silt separating them were next deposited. Together
they represent supraglacial ablation deposits redeposited by flowages and slid-
ings on the eastward inclining slope of the ice crevasse. Evidence for this in
terpretation are the results of till fabric analysis. As seen in fabric diagrammes

, : A .
&3~ e

Iy 'I,Sm

Fig. 3. Parsk. Geological profile of the upper part of the western slope of Kegpa
Forteczna
1 — humus; 2 — dark-brown till (supraglacial flowtill); 3 — greyish-green sandy till (supraglacial-
solifluction till); 4 — brown-red till (supraglacial flowtill); 5 — dark-brown clayey silt; 6 — fine-
grained sand; 7 — fine-grained sand with admixture of coarser sand-gravel fractions; 8 — grey
till (supraglacial flowtill); 9 — silty sand; 10 — fine-grained sand with admixture of coarser sand-
gravel fractions; 11 — fine-grained .sand ;with gravel grains; 12 — fine grained sand
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(Fig. 4: b, c), in both till beds the a-axes show an E-W orientation, and for the
most part they dip in an eastward direction.

The slight disjunctive disturbances of the sandy deposits probably origin-
ated from an uneven collapsing of the deposits, caused by the melting of buried
winter ice lenses or of minor glacier ice lumps.
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Fig. 4. Parsk. Till fabric

a in deposit No. 3; b in deposit No. 4; ¢ — in deposit No.d

The upper accumulation complex registers the next phase of decay of the
ice sheet. This phase preceded the deposition of the youngest till strata (not
shown in this exposure) which in the summit part of Kepa Forteczna approaches
a thickness of 7 m.

The greyish-green till of the upper accumulation complex (which after dry-
ing assumes a light-brown tint with clearly noticeable streaks of iron com-
pounds) differs from the subaquatic supraglacial till most of all by its grain-size
composition. It consists mainly of a sandy fraction (40-45%) and reveals a pau-
city of coarsest particles like pebbles and boulders (E. Drozdowski, 1974). The
upper and middle parts of the till contains sandy lamellae inclined northwards
at 12 —20° (Fig. 5). In the bottom occur sandy inclusions with an admixture of
organic substance. A search for sporomorphs proved futile (B. Noryskiewicz
1971, personal communication),



http://rcin.org.pl.



DEGLACIATION IN LOWER VISTULA VALLEY 221

sion of the main lithological units in the marginal part of this depression (Fig. 7).
Underlying a stratum of the upper till (Fig. 7: 1) of an entire thickness of some
7 m extends a layer of fine-grained sand, several centimeters thick (Fig. 7: 2),
next in downward order lies a darkbrown clayey silt, with streaks of sandy silt,

N50° —————

720 -~ =
m npm | 7

0 10 ‘20 30 7] 50 50 70m
Fig. 6. Nowe Marzy. Geological structure of the upper part of the Kepa Gérnej Grupy

1 —brown till; 2 — dark-brown clayey silt; 3 — greyish-green till (supraglacial-solifluction till);
4 — fine-grained sand; A, B — exposures

about 1 m thick (Fig. 7: 3), and beneath this extends the above mentioned grey-
ish-green till, gradually wedging out in the marginal part of the fossil depres-
sion (Fig. 7: 4). This latter deposit lies conformably on the sandy sediments of
Fluvioglacial II which in their top part consist o ffine- and medium-grained
sands with some gravel grains (Fig. 7: 5).

NGO‘ —————

o f im

Fig. 7. Nowe Marzy. Exposure A

1 —brown till; 2 — fine-grained sand; 3 — dark-brown clayey silt streaked with sandy silt; 4 —
greyish-green till (supraglacial-solifluction till); 5 — fine- and medium-grained sands with gravel
grains
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How the greyish-green till is deposited can be observed in detail in expo-
sure B, situated 4 m south of exposure A (Fig. 6 and 8). In the front wall of
this exposure one observes the characteristic increase in thickness of the
greyish-green till bed in a direction parallel to the slope inclination of the fossil
depression. In a distance of 1.30 m this thickness grows twofold, from some 30

Fig. 8. Nowe Marzy. Exposure B (Fig. 6). Structure of sandy ablation deposits and
their contact with supraglacial-solifluction till. Scale: 1 m

W\
PR

-
—

BTN

%
i

Fig. 9. Nowe Marzy. Till fabric in deposit No. 3 (Fig. 6)

to 60 cm. The dip angles of the bottom and top of this bed differ: the bottom
drops at a 58° the top at only 18°. In contrast to its corresponding exposure in

the western slope of Kepa ForﬁffBaI/P&ﬁr%fzé (6|a stratification can be seen
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GEOGRAPHIA POLONICA

Vol. 1. 11 papers devoted to the present status of geography in Poland and 3 papers
giving the results of research. List of Polish geographers, geographical institutions
and geographical periodicals, 262 pp., 20 Figures, 1964 (out-of-print).
Vol. 2. 34 papers prepared by Polish geographers for the XXth International Geograph-
ical Congress in London, July 1964, 250 pp., 91 Figures, 1964,
Vol. 3. Problems of Applied Geography II. Proceedings of the Second Anglo-Polish
Seminar at Keele—Great Britain, September 9-20 1962, Co-edited by the Institute
of British Geographers. 21 papers by British and Polish geographers, 274 pp., 69 Fig-
ures, 1964.
Vol. 4. Methods of Economie Regionalization. Materials of the Second General Meet-
ing of the Commission on Methods of Economic Regionalization, International Geo-
graphical Union, Jablonna — Poland, September 9-10, 1963. Reports, communications
and discussion, 200 pp., 6 Figures, 1964,
Vol. 5. Land Utilization in East-Central Europe. 17 case studies on land use in Bul-
garia, Hungary, Poland and Yugoslavia, 498 pp., 104 Figures, 16 colour maps, 1965.
Vol. 6. 14 papers prepared by Polish geographers for the Seventh World Conference
of INQUA in US.A., September 1965, 150 pp., 86 Figures, 1965,
Vol. 7. 10 papers on the geography of Poland, mostly dealing, with the economic-
geographical problems of Poland, 132 pp.. 46 Figures, 1965,
Vol. 8. Aims of Economic Regionalization. Materials of the Third General Meeting
of the Commissionon Methods of Economic Regionalization IGU, Leondon, July 23,
1964. Report and 5 papers, 68 pp.. 7 Figures, 1965,
Vol. 9. Collogque de Géomorphologie des Carpathes. Materials of the geomorphological
symposium held in Cracow and Bratislava, September 17-26, 1963. Report, 7 papers,
2 summaries, 118 pp., 22 Figures, 1965,
Vol, 10. Geomorphological Problems of Carpathians IL Introduction and 6 papers by
Rumanian, Soviet, Polish, Hungarian and Czech geographers, 172 pp., 68 Figures, 1966,
Vol. 11, 11 papers prepared by Polish geographers dealing with the history of Polish
geography, Polish studies on foreign countries and different economic-geographical
questions concerning Poland, 154 pp., 36 Figures, 1967.
Vol. 12, Formation et 'Aménagement du Reseau Urbain, Proceedings of the French-
Polish Seminar in urban geography. Teresin, Poland, September 20-30, 1965. Papers
by French and Polish geographers, discussion, 298 pp., 51 Figures, 1967.
Vol. 13. 9 papers embracing different fields of both, physical and economic geography,
all of which have been devoted to methodological problems and research techniques,
130 pp. 4 Figures, 1968.
Vol. 14. Special issue for the 21st International Geographical Congress in New Delhi,
968, 43 papers pepared by Polish geographers: 24 dealing with physical and 19 with
economic and human geography 408 pp., 80 Figures, 1968,
Vol. 15. Economic Regionalization and Numerical Methods. The volume contains the
final report on he activities of the IGU Commission on Methods of Economic Region-
alization, as well as a collection of 8 papers by American, Canadian, Soviet and
Polish authors, 240 pp., 54 Figures, 1968,
Vol. 16. 11 papers dealing with research problems and techniques in both economic
and physical geography, 136 pp., 27 Figures, 1969,
Vol. 17. Special issue prepared for the 8th Congress of the International Union for
Quaternary Research Paris, 1969, 28 papers by Polish authors, including studies in
stratigraphy and neotectonics (6), geomorphology and paleohydrology (10), paleobotany
(3), sedimentology (5), archeology (4), 428 pp., 122 Figures, 1969,
Vol. 18, Studies in Geographical Methods. Proceedings of the 3rd Anglo-Polish Geo-
graphical Seminar, Baranéw Sandomierski, September 1-10, 1967, 260 pp., 54 Fig-
ures, 1970.
Vol. 19. Essays on Agricultural Typology and Land Utilization, 20 papers presented
at the meeting of the Commission on World Agricultural Typology of the IGU, held
1968 in New Delhi, 290 pp., i s, .1970.
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Vol. 20. 9 papers on various aspects of both physical and economic geography, includ-
ing urbanization, international trade, changes in rural economy, industrial developm-
ent, urban physiography and hydrographic mapping, 183 pp., 69 Figures, 1972,

Vol. 21, 10 papers dealing with selected problems of economic growth, transportation,
cartographic methods and theory, climatology and geomorphology, 147 pp., 82 Figures,
1972,

Vol. 22, 15 papers prepared for the 22nd International Geographical Congress in
Montreal, August 1972, 205 pp., 43 Figures, 1972

Vol. 23. Present-day Geomorphological Processes. Issue prepared for the 22nd Inter-
national Geographical Congress by the IGU Commission on Present-day Geographical
Processes, 180 pp., 82 Figures, 1972,

Vol. 24, Geographical aspects of urban-rural interaction. Proceedings of the 4th An-
glo-Polish Geographical Seminar, Nottingham, September 6—12, 1970, 256 pp., 76 Fig-
ures, 1972,

Vol. 25. Perspectives on spatial analysis. 7 papers presented at the meeting of the
Commission on Quantitative Methods of the IGU, held 1970 in Poznan, Poland, 140
pp., 51 Figures, 1973,

Vol. 26. Scientific results of the Polish geographical expedition to Vatnajokull (Ice-
land), 311 pp., 253 Figures, 1973.

Vol. 27, 20 papers presented by the Soviet and Polish Geographers at the First Polish-
Soviet Geographical Seminar in Warsaw, Szymbark and Cracow, 22nd May to Ist
June, 1971, 189 pp., 25 Figures, 1973.

Vol. 28, 9 papers embracing different fields of geography. 144 pp., 36 Figures, 1974.
Vol. 29, Modernisation des Campagnes, Actes du IV* Colloqué Franco-Polonais de
Geographes. Augustow, Pologne, Septembre, 1973. 444 pp., 145 Figures, 1974

Vol. 30. Proceedings of the second Polish-GDR Seminar, Szymbark (Poland), April,
1972, 151 pp., 21 Figures, 1975.
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