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Analysis of non-linear dynamic systems in the spaces of square 
integrable functions 

M. PODOWSKI (WARSZAWA) 

THE DYNAMIC system described by a set of integrale quations is considered on the basis of an ana
lysis of the general operator eqnation in a Banach space. Depending on the various forms of 
integral operators, the theorems are formulated and proved concerning the conditions under 
which the set of equations considered possesses a unique solution within the space of vector 
functions square integrable along the segment (0, T), for T ~ oo. 

W oparciu o analize( og6lnego r6wnania operatorowego w przestrzeni Banacha rozpatrzono 
uklad dynamiczny, opisany ukladem r6wnan calkowych. W odniesieniu do r6Zilej postaci ope
rator6w calkowych sformulowano i udowodniono twierdzenia okreslaj~ce warunki, przy spel
nieniu kt6rych rozwai:any uklad r6wnan ma dokladnie jedno rozwi~zanie w przestrzeni wektor
funkcji calkowalnych z kwadratem na odcinku (0, T) dla T ~ oo. 

OnupaHCL Ha aHaJIH3 o6~ero oneparopHoro ypaBHeHHH B 6maxoBOM npocrpaHCTBe paccMOT
peHa AHHaMI{qeCI<aH CHCTeMa, OIIHcaHH3H CHCTeMOH HHTerpam.HbiX ypaBHeHHH. llo OTHOWe
HHIO I< pa3HOro BH~a HHTerpa.m.HLIM onepaTOpaM ccPopMyJIHpOBaHLI H ~OI<33aHbl TeopeMbi, 
onpe~eJUIIO~He yCJioBHH, npu y~oBnemopeHHH I<OTOphiM paccMaTpHBaeMaH cucreMa ypaBHe· 
Him HMeeT TOliHO o~o pemeHHe B npocrpaHCTBe Bei<TOp-IPYJII<IniH HHTerpupyeMhiX c I<B~pa
TOM Ha OTIJe3I<e (0, T) ~ T~ oo. 

1. Introduction 

THE NOTION of stability, which is usually introduced in connection with dynamic systems 
described by differential or integro-differential equations [1], is most frequently understood 
in the Lapunov sense. It may be shown that a qualitative analysis of a wide class of equa
tions governing various dynamic processes may be considerably generalized by introducing 
the notion of stability in a Banach space. Depending on the choice of space to be consid
ered, conditions of the ordinary or asymptotic Lapunov stability may be determined with 
respect to the sets of ordinary differential equations [2], as also the conditions according 
to the generalized definition of Lapunov (integro-differential equations). 

One of the most interesting problems which, in addition, yields an accurate and com
paratively simple solution with respect to a wide class of equations is that of determining 
stability conditions in the spaces of square integrable functions. For instance, let us con· 
sider the dynamic system described by the equation 

(1.1) Fx = z, 

z being an element of a certain Banach space X, . and F denoting an operation defined on 
the elements of X with values from within the same space. Let x = x(t) = u(t)-u0 denote 
the deviation of a characteristic value of the system from the position of equilibrium, and 
z = z(t)- the perturbation. Now~ in order to determine the stability conditions in the 
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942 M. PooowsKI 

space of continuous and bounded functions, we must ascertain whether the system dis
placed from the equilibrium position will oscillate about it or even show a tendency to 
return back to that position, lim u(t) = u0 • Considering the problem in a space of 

1-+00 

square integrable (in the Lebesgue sense) functions in the interval <0, oo) and taking 
into account the inequality (true for arbitrary T > 0) 

T T T 

~ J u2 (t)dt ~ ~ J [u(t)-u0 ]
2dt+ ~ J u5dt 

0 0 0 

+2u. V~ [ lu(t)-u.J>dt ={-.I~ [ lu(t)-u.J>dt +u.r. 

it ·may easily be observed that the condition 

yields: 

(1.2) 
T ]1/2 

lim [·~ J fu(t)l 2dt = u0 • 
T-+oo O 

This means that the system returns to the equilibrium position asymptotically. Convergence 
understood in the sense of the Eq. (1.2) allows, by contrast with the ordinary convergence, 
for arbitrary valueS' of the deviations provided their times of duration are sufficiently 
small. Determination of such properties of the solutions is of primary importance for 
numerous models of dynamics of physical processes. 

2. Formulation of the problem 

A particular case of the Bq. (2.1) has the following form: 

(2.1) 

00 

x-.A. 2; G,x' = z, 
/1:&2 

A being a linear bounded operator defined on X with values from within the same space, 
A e (X--. X), and G (p = 2, 3, ... )-analogous multilinear operators, G, e (XP-+ X). 
The symbol G,x' is a simplified notation for G,(x, x, ... , x). General analysis of the Eq. 
(2.1) was presented in [4]]where the following existence and uniqueness theor~m is given: 

00 

THEOREM I. If the series 2BG 11ftyP has a positive radius of convergence then, there exist 
p=2 

such numbers rx and fJ that for every z satisfying the inequality llzll ~ rx the Eq. (2.1) has 
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ANALYSIS OF NON-LINEAR DYNAMIC SYSTEMS 943 

in the sphere K(O, {3) c X exactly one solution x* eX which continuously depends on z and 
constitutes the limit of consecutive approximations: 

00 

x,.+ 1 = z+A 2 G,.x~. 
p=l 

Here the term x0 may be an arbitrary element of the space X satisfying llxoll ~ y*, y*, 
being the unique non-negative solution of the equation: 

00 

y-11Ail2 IIG,IIy" = llzll. 
p=2 

Solution x* satisfies then the estimate 

llx*ll ~ y* ~ p. 
From the theorem it follows that for each equation of the form of (2.1) there exists 

such a continuous function f, defined and non-decreasing along the segment (0, cz), 
that for each z such that llzll ~ oc the inequality ox• I "f<HzO) holds true; here f(O) == o 
andf(oc) = {3. 

In this paper we shall discuss and investigate the properties of the Eq. (2.1) in the 
case in which X is a space of vector-functions x(t) = {x,(t)}<•=l, ... ,JO, square integrable 
in the Lebesgue sense along the segment (0, 7'); here, Tmay be finite or infinite. The space 
will be denoted by the symbol Li,(O, T), and in the case of T = oo_:.by the symbol L~. 
The norm of x is given by the formula: 

M T 

nxn = {2 J lx,(t)l2dtr'
2

• 
/al 0 

With respect to the space thus defined, the folJowing multilinear operators will be 
considered: 

G = {G ·}I 1 P PI ( = , ... ,AI)t p=1,2, ... 

M M 

(2.2) Gpt(X1 , ••• ,x,) = 2 ... 2 Gp~~~t1 ••• 111,(Xus" ... ,x,,..,.). 
mt•l m,.•l 

Operators Gptm1 ... m, assume one of the following forms: 

{2.3) Gptm1 ••• m,.(X tmp ... , Xpm,.) 

t t 

= J ... J kptm1 ... m,(t, Th ... , T,)Xtm1(T1) ... x,.,(T,)dTt ... dT,, 
0 0 

p t 

(2.4) GpimJ ... m, (x lmp ... , Xpm,) = n J XJm, (t- -r,)dh,.. ( T,)' 
I= 1 0 

I I 

= J ... J kp;,1 ... m,.(T1, ... , T,)x1,..1 (t-T1) ... x,.,,(I-Tp)dT1 ... d-r, 
0 0 
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integration in the Eq. (2.4) being understo.od in the Stieltjes sense. With p = 1 operator G, 
becomes linear, and hence the above formulae contain also the form of the operator A. 
It is easily seen that with such definitions of the operators Eq. (2.1) takes the form of a sys
tem of integral equations. From the Theorem 1 it follows that in order to ensure the 
existence and uniqueness of solutions of that system it will be sufficient to formulate the 
conditions under which the operators A and G, are multilinear operators mapping the 
space L~(O, 'F) onto itself (under the assumption that the radius of convergence of 

CO 

}; IIG,IIy~' is positive). 
p=2 

3. Analysis of integral operators 

From a lemma proved in [4] it follows that the investigation of operators in vector 
spaces may be redqced to the investiption of scalar operators, thus the latter ones should 
be considered first of alL It corresponds to the case of a space LHO, T) which will be de
noted, for the sake of brevity, by the symbol L 2 (0, T) (if T = oo, then the notation will 
be £2). 

3.1. Operators in the space L 1(0, T) 

Let us consider the operator: 
t t 

(3.1) (G,(x1, ... ,x,))(t) = J ... fk(t, T1, ... , T,)x1(T1) ..• Xp(T,)dT1 ... dTp• 
0 0 

THEoREM 2. /f 
Tt t 

J J ... J !k(t, T1, ... , T~)l 2dT1 ... dTpdt < 00, 
0 0 0 

then the operator (3~1) transforms {L2 (0, T)]"' into L 2 (0, T) (for p = 1, 2, ... ),and 

Tt t 

(3.2) IIG,II ~ {J J ... f lk(t, T., ... , T,)l 2dT, ... dT,dtf
12

• 
0 0 0 

t 

Proof. Let p = l. If y(t) = [G1 x](t) = J k(t, T)x( T)dT, 
0 

then 
T T t 

I ly(t)l 2dt =I IJ k(t, T)X(T)dTr dt. 
0 0 0 

From the Buniakovski-Schwarz inequality, it follows that 

t t t 

if k(t, T}X( T)dTI2 ~ J lk(t, T)l 2dT · J lx( T)l 2dT, 
0 0 0 
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whence 
T Tl T Tt 

IIYII 2 = J ly(t)l 2 dt ~ J J lk(t, T)/ 2dTdT · J lx(T)/2dT = J J lk(t, T)/ 2dTdtllxll 2
, 

0 00 0 00 

Tt 

which proves that G1 e (L2 (0, T)-+ L2 (0, T)) and IIG1 11 ~ (f f lk(t, T)l 2dTdt} 
112

• In the 
00 

case of p > 1, it suffices to assume 

I I 

y(t) = J ... J k(t, T1 , •.• , Tp)X1(T1) ... Xp(Tp)dT1 ... dTp 
0 0 

and to apply the Buniakovski-Schwarz inequality p times. This leads to: 

T T t t p 1 

IIYII 2 = J /y(t)! 2dt ~ J {J ... J !k(t, Tt, ... , T..,)l 2dTt ... dT..,n J /X;(T;)/ 2dT;}dt 
0 0 0 0 i-=1 0 

Tl t p T. 

~ J J ... J jk(t, T1, ... , Tp)/ 2 dT1 ... dTpdt·fl J jx1(t)j 2dt 
0 0 0 i= 1 0 

T t I p 

= J J ... J /k(t, Tt, ... , Tp)/ 2dT1 ... dTpdt· n llx1ll 2
, 

0 0 0 la1 

which proves the theorem. 
For the operator 

(3.3) 
p t 

(G..,(xl, ... , Xp)) (t) = n J x,(t-T;)dh,(Tt), 
1=1 0 

an analogous theorem may be formulated: 

THEOREM 3. If H1(t) are functions of bounded variation (Var h1 < oo for i = 1, ... , p), 
<0, oo) 

and if for an arbitrary i0 = 1 , ... , p is fulfilled the condition 

00 

(3.4) sup f jx,o[i(w-11 w,)] n K1(jw1)'

2 

dW; < oo, i=F i0 , 
Q) -00 ; ; 

00 

in which K1(s) = f e-st dh1 (t) is the Laplace-Stieltjes transform of the function h1( t), then 
0 

the operator (3.3) transforms [L2 (0, T))P into L 2(0, T), and 

00 

(3.5) 11 G Pll ~ {sup f ,K,0 [i(w- 2 w1)] n K1 (jw1)r dw1 } 
112

, i =F i0 • 
01 -oo i · i 

Symbol dw1 means that the integrals appearing in the Eqs. (3.4), (3.5) are multiple (here 
of the order p-1). Such notations will be used throughout this paper in the cases in which 
no ambiguity could result. 
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P r o o f. Let us consider the function 

p p t 

y(t) = n y,(t) = n J xi(t-ri)dh,(ri). 
1=1 1=1 0 

If now another function y*(t) is introduced, 

p p t 

y*(t) = n yf(t) = n J x,(t- r,)dhi(r,), 
1=1 1=1 max(O,t-T) 

it may then easily be observed that y*(t) = y(t) for t e (0, T) and 

T eo. 

J jy(t)l2 dt ~ J ly*(t )l2dt 
0 0 

If x1 e L2(0, T), then 
T eo 

J lx1(t)l 2dt = ~ J IX1T(jw)j 2dw (Parseval's formula) 
0 -eo 

T 

with x,T(jw) = f x,(t)e-Jwtdt. We obtain the equation 
0 

eo t eo T 

M. PooowsKI 

Y1*(jw) = J e-Jwt J x 1(t- T 1)dh1(T1)dt = { e-JwTdh1(T) • J x 1(t)e-Jwtdt 
0 max (0, t-T) 0 0 

By the method of induction, we may prove that for arbitrary 10 = 1 , ... , p the following 
relation holds: 

00 00 

Y*(jro) = J y*(t)eiw'dt = (2n~P- 1 J Y1![i(w- 2 ro,)] [] Y1*(jw,)awi 
0 -eo I I 

(i#: io)· 

Using now the Buniakovski-Schwarz inequality we establish the following estimate 

eo 

X f lxioT[i(w- 2 ro,)]l2 n 1XtTUw,)l
2
dWi (i#: io), 

-eo I i 
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whence 

p 00 

x n {:in f 1Xtr(jrot)l2drot} jyf i0 , 

k=l -oo 

which proves the theorem. 
In the case of a linear operator (p = I)-i.e., the operator 

t 

(3.6) [Ax] (t) = J x(t--,;)dh( 1:) 
0 

and with T = oo, the inequality (3.4) is transformed (cf. [5]) into the equality 

(3.7) IIAII =sup IK{jw)l. 
(I) 

With respect to the last of the operators 

t t 

(3.8) (Gp(X1 , ... , x,)) (t) = J ... J X 1 {t--,;1) ... Xp(t--,;,)k(-,;b ... , 1:,)d1:1 ... d1:P 
0 0 

t t 

= J ... J k(t-1:1, ... , t--,;,)x1 (7:1) ... Xp(T11)dT1 ... dTp, 
0 0 

the following theorem may be formulated: 
THEOREM 4. /f 

00 00 

J ... J kj(Th ... , T11)jdT1 ... dT11 < 00 
0 0 

and for arbitrary i0 = I , ... , p, is satisfied the condition 

00 m = i0 + I , ... , p, 

sup J lx[jwJai(w-~ w,),jw,.]rdro, < oo, 
(I) -00 i 

m= i0 +I, ... ,p, 

i=F io; 

K(s1 , ... , sp) being the p-dimensiona/ Lap/ace transform of k(tb ... , t,), then the operator 
(3.8) transforms [L2 (0, T))P into L 2 (0, T), and 

00 

(3.9) IIGPII :s;; {sup f lx[iwt,i(w-~ w,),jw,. lr diii; V'2
, 

w -oo i 

k = I , ... , i0 - I , 

m= i+I, ... ,p, 

i"l: i0 • 

P r o o f of this theorem will be preceded by the following lemma: 
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LEMMA 1. If v(t 1 , ••• , t ,) is an absolutely integrable function in the region { ( 0, 00), ... , 

(0, oo)}, and the function v(t) = v(t, ... , t) is absolutely integrable in the interval (0, oo), 
then 

where 

00 

V(jw) = (2n;p-1 f v[jwk,j (w- 2 w;),jwm ]aw,, 
-oo I 

p 

00 00 -j 1: Wilt 

V(jro1, ... ,jw,) = f ... f v(tb ... , tp)e 1= 1 dt1 ••• dt,, 
0 0 

00 

V(jw) = J v(t)e-Jwtdt. 
0 

P r o o f of the lemma. Since 

then 
00 p 

OO f jt 1: Oil 

v(t) = v(t, ... , t) = (~)" f ... V(jw 1 , ••• ,jw,)e 1=1 dw 1 ••• dw,. 
-00 -00 

p 

On substituting w = 2: w1 and w10 = w- 2: w1, we obtain: 
ial l*lo 

00 

which, in view of v(t) = (2n)- 1 J V(jw)eiwtdw, proves the lemma. 
-oo 

P·r o o f of Theorem 4. If 

I I 

y(t) = J ... J k(r1 , ••• , r,)x1(t-r 1) ••• x,(t-r,)dit ... dr,, 
0 0 

and x; e L 2 (0, T) for i = 1, ... , p, then by introducing the functions 

11 

v(tb ... , r,) = f 
max(O, t1-T) 

lp 

J k(r 1 , ••• , r,)x1(t1-T1) ... x,(t;,-r,)dit ... dr,, 
max(O, t11 -T) 

v(t) = v(t, ... , t), 
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we may observe that: 
1) v(t) = y(t) for t e (0, T), 

00 

2) V(jw 1 , ••. ,jw,) = J 
0 

... 

p 

OO -j 1: Will 

J e i=l 

0 

lt 

J 
max(O, lt- T) 

949 

j" k(Tb ... , T11)x1 {t1 -r 1) 

max(O, t,.- T) 

p 
00 00 -) 1: CUjt'j 

... Xp(tp-Tp)dT 1 ... dT11 dt 1 ... dt, = f ... f k(T., ... , T11)e l=l dT1 ... dT, 
0 0 

T T p 

X f xl (t)e-iwtl dt ... J x,(t)e-Jcu,.tdt = K(jw., ... ,jw,) n X;r{jwj). 
0 0 , .... 

Making use of the lemma previously proved, and applying the Buniakovski-Schwarz 
inequality p-1 times, we obtain the estimate: 

whence 

From this inequality, it may be concluded that G, e ([L2(0, 1')]"-+ £ 2(0, T)), and that 
the estimate (3.9) holds true, which concludes the proof. 

With p = 1 the operator (3. 7) becomes a particular case of the operator (3.6) (it suffices 
t 

to put h(t) = .f k(T)dT) and the remarks following the Theorem 3 hold true once more. 
0 

3.2. Operators in the space Lj,(O, T) 

As already indicated, properties of the operators in vector spaces (M > 1) follow from 
the properties of their component operators in the space £ 2 (0, T): if all the operators 
G,im1 ••• m,. transform [£2(0, T)]" into £ 2(0, T), then the operator G1 transforms [L~(O, T)]" 
into L~(O, T). The corresponding theorems then have the form: 
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THEOREM 5. If the operators (2.3) transform [L2 (0, T)]P into L 2 (0, T), then the operator 
(2.2) transforms [L~ (0, T)]P into Lie (0, T), and 

M M M T I I 

(3.10) IIG,II ~ {~ 4 ... 2 f f ... f lkpimt ... m,.(t, Tl, ... , r,)l 2dr1 ... drpr
12

• 
i=1 ml'..J m1=1 0 0 0 

Proof. It will be sufficient to prove the validity of the estimate (3.10). This follows 
directly from the inequality 

M T M M t I 

IIG,(xh ···, x,)ll 2 ~ _l, f 12 ~ f ... f kpim 1 ••• m,.(t, Tt, ... , ip) 
i=1 0 m1=1 m,.-1 0 0 

M M M T t I 

~ 222 ··· 2 J J ... f jkplm1 ... m,.(I,T1, ... ,Tp)X1m1(it) ... Xpm,.(Tp)dT 1 ... dTpj 2dt 
i=1 m1 =1 m.,== I 0 0 0 

M M M T t t 

~ 2 2 2 ... 2 J J ... Jlkpim 1 ... m,.(t, T 1 , ... , TI-)I 2 dTt ... drpdt 
1=1 ml':zl m,.-1 0 0 0 

T T 

x J IX1m 1 (t)l
2dt ... J lx,,,.(t)l 2dt 

0 0 

M M M T t t 

~ ~ ~ ··· 2 J J ... J lkpim 1 ... m,.(t, T1, ... , Tp)l 2dT1 ... drpdt 
i=-1 m1=1 m,.-1 0 0 0 

M T M T 

x ~ J )x1, 1 (t)l
2dt ... 2 J lxp,,.(t)l 2dt. 

m1-1 0 m.,~1 0 

THEOREM 6. If the operators (2.4) transform [L2(0, T)]' into L 2 (0, T), then the opera
tor (2.2) transforms [Lit(O, T)]P into Lit(O, T), and 

M M M oo 

(3.11-) IIG,II ~ {2 ~ ... 2 sup f jKmo[i(w- 2 Wm,)] n K,,(jw,,)l2awm,f12 ' 
1=1 mt=1 m,.==l w -oo mr m1 

m, =I= mo 

THEOREM 7. If the operators (2.5) transform [L2 (0, T)]P into L2(0, T), then the operator 
(2.2) transforms [L~ (0, T)]P into Lit (0, T), and 

M M M oo 

HG,II ~ {2 2 ... 2 sup f jx,,m1 , .. m,(iwk,i(w- 2 w,),iwn]raw'",r
12

, 
i=l m1 =1 m., .. t w -oo m, 

k = I , ... , m0 - I ; n = m0 +I , ... , p; m1 :1= m0 • 

P r o o f s of both these theorems are similar to those in the case of Theorem 5. If 
p = 2, then a stronger estimate of the norms may be established: 

M oo 

IIG21l ~ {};[sup f IIK2,Uw1 ,j(w-wdll2dw1]2V'
2

• 

; .. 1 w -oo 
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Here 

and 

the symbol 11 11 2 denoting the Euclidean norm. 
In the linear case (p = 1), operator (2.5) becomes a particular case of operator (2.4). 

The following norm estimate may then be given [5]: 

IIAII = IIG1II ~sup IIK(jw)ll2· 
w 

Here K(jw) = {K;m(jw)hi,m=l, ... ,M>, and with T = oo the inequality is transformed into 
an equality. 

4. Final conclusions 

The set of theorems presented in Sec. 3 determines the conditions under which the 
operators considered transform the spaces of square integrable functions into themselves. 
From Theorem 1 it follows that if the assumptions of any of these theorems are satisfied, 

00 

and the radius of convergence of .2 IIGPIIyP is positive, then the Eq. (3)-which assumes 
P=2 

the form of an integral equation or a set of integral equations-has at a sufficiently 
"small" z-i.e., at 

-the unique solution x* E Lft(O, T), M~ I, with a norm satisfying the estimate 

(4.1) llx*ll ~ f(llzll), 

f being a non-negative continuous function, defined and increasing in the interval (0, rx.) 
and such thatf(O) = 0. The value of rx. depends on the norms of operators A and GP, and 
so-according to the proof of theorem 1 [4]-the better the estimates of those norms 
the greater will be the permissible values of rx.. In practical applications both the rx. and 
the estimate (4.1) may be evaluated numerically for each particular equation. 

Note that the form of the Eq. (2:1) contains a wide class of integral, differential 
and integro-differential equations. In particular, the following equation, frequently encoun
tered in practice may be reduced to such a form: 

I oo I I 

(4.2) .A.x(t)- J k 1{t-r)x(r)dr = y(t)+ .J; J ... J kp(t-r 1 , ••• , t-rP)x(r 1 ) 

0 p=2 0 0 
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952 M . PoOOWSKI 

This is a non-linear Volterra equation, the linear part of which possesses exactly one so
lution if, and only if, A. is a regular value [6] (in that case-with respect to the space 
L 2 (0, T)) of the linear operator A1 

t 

[A 1 x](t) = J k1 (t- r x( r)dr. 
0 

The solution may be represented in the form 

t 

x(t) = [Ay](t) = J k(t- r)y(r)dr. 
0 

Here A = (A./-A1)-t, and I is the identity operator. A similar procedure applied to the 
Eq. (4.2) with the substitution z = Ay yields the Eq. (2.1). The same results may also be 
obtained in a more general case-i.e., for a system of equations and for different forms 
of the integral operators. 
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