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INTERFEROMETRIC TECHNIQUFS FOR MEASURING FLOW VELOCITY FIELDS 

Pilar Arroyo, Paz Alvarez, Nieves Andres and Manuel Quintanilla 
Dpto. FfsiCa Aplicada, Universidad de Zaragoza, Pedro Cerbuna 12, 50009- Zaragoza, Spain 

Summarv Holographic interferometry and digital speckle pattern interferometry as techniques for 
measuring out-of-plane velocity fields are presented. The feasibility of introducing phase shifting 
techniques in order to improve the accuracy of holographic interferometry is investigated. The 
techniques are demonstrated in a Rayleigh-Benard convective flow. 

INTRODIJCfiON 

Interferometry includes a range of optical techniques for measuring phase differences between two 
waves. If the two wa,es come from the same object but separated in Lime by an interval 6T, the 
phase differences 6Q will be related with the local displacements. d , occurred to the object in that 
Lime tntcrval. IL can be shown that 

6Q = K· d ( 1) 

where K = (21tiA) [uo- u,] is the sensitivity vector. being u. and u, unity vectors in the observation 
and illumination directions respectively. Thus. by measuring 6~ the projection of d along the 
direction of K can be mfcrred. 

Holographic interferometry (HI) and digital speckle pattern interferometry (DSPI) are two whole
field interferometric techniques, 1 that mainly differ in the way the phase differences are detected. In 
HI , the two object waves are holographically recorded. A reconstruction of the hologram, using a 
pointwise beam, produces an interference pattern over the object real image, i.e. an interferogram, 
where the brightest fringes correspond to phase differences such that 

69 = 2 n lt, n = 0, ± 1, ± 2, ... (2) 

with the integer n being known as the fringe order. 

In DSPI, also known as TV -holography, the holographic plate is replaced by a video c~ra as the 
recording medium. In this case, the camera records the interference between an speckled object wave 
and a reference wave (specklegram), whose relative angle is kept as small as possible due to the low 
spat1al resolution of the CCD sensors. Two specklegrams, corresponding to the two object waves, 
are recorded separately in different camera frames. The absolute intensity difference between them 
produces a sveckle imer(erogram. i.e. a speckled image, whose mean intensity depends sinusoidally 
on 6~. Now, the brightest fringes correspond to phase differences such that 

M = (2 n + I) 1t , n = 0, ± I, ± 2, ... {3) 

The most straightforward techniques for automatically measuring the phase 6~ from an 
interferogram2 are based on the detection of the image intensity with reported accuracies of the order 
of 0 .2 lt. However, in complicated interferograms, reliable fringe numbering may be impossible. 
Alternatively. the phase can be directly measured by using phase shifting techniques. In this case, a 
kno10 n phase change is superimposed to the deformation phase between the two object waves. A 
different interferogram will be obtained for each phase change. The deformation phase is now 
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obtained at each CCD pixel by a simple equation involving the intensity pixel in several 
interferograms. The main advantage of these phase shifting techniques are that the processing is very 
simple and the precision is about an order of magnitude better than that of the intensity based 
techniques. Besides, fringe numbering is not a problem even with complicated interferograms. The 
main drawback is that it is not always feasible to introduce the phase shifting devices. 

HI and DSPI are very widely used in solid mechanics for the measurement of deformations and 
displacements. Here. we present the investigation carried out in order to extend such techniques to 
the measurement of flow velocity fields. In HI and DSPI as flow velocimetry techniques, the object 
waves consists on the light scattered by the tracers in a fluid plane that is formed by illumination with 
a sheet like laser beam. This means that the illumination direction u, is detennined by the fluid plane 
and so, the sensitivity vector K is always an out-of-plane vector. Thus, HI and DSPI as velocirnctry 
techniques are more sensitive to out-of-plane velocity components than to in-plane components. 
Different velocity components can be measured by changing u,. However, since the flows are usually 
unsteady. the interferograrns for each different U0 have to be recorded simultaneously. In HI. the 
three components can be obtained from the same hologram by changing the location of the 
reconstruction beam. In DSPI only one component can be obtained with one camera. Although a 
system with three cameras may be designed, it looks more convenient to combine PlY (panicle 
image velocimetry) and DSPI, which will require only two cameras. 

PHASE SHIFTI:'IiG HOLOGRAPHIC I:-ITERFERO\IETRY 

HI as a velodmctry technique has already been demonstrated'-' but usmg Intensity based methods for 
tht! interferogram analysis. Here, we present the investigation carried out in order to Introduce phase 
shifting techniques. Figure I shows th.: experimental setup used in our experiments. As compared 
with previous setups3

, the main difference is the use of different reference beams to record each of 
the two object waves. The phase shifts are introduced in the reconstruction process by changing the 
relative phase between the two reconstruction beams. Two very small angle wedges (- 6 arcmin) are 
placed in one reconstruction beam. The phase shift is introduced by displacing one wedge while not 
moving the other. About 21t I mm is the rate of shift introduced by this system. 

Figure I. Experiment.al PSHI setup (top view). 
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PSHI has been setup in a Rayleigh-Benard convective now. The convective cell consists of a 20 mm 
thick plexiglass frame placed between two 10 mm thick cooper plates. The cell. whose inside 
dimensions are 25 x 25 x 12.5 mm, is filled with an aqueous glycerol solution. The fluid is seeded 
with 5 ~m diameter latex panicles. Row velocities have been selected in the range of a few ~m/sec, 
to match our recording capabilities. 

Figure 2. PSHI wrapped phase map 

A 17 mW He-Ne laser has been used for illumination. 
Three appropriately synchronized electromechanical 
shutters have been used to produce two 5 rns 
exposures at a time interval of 41.5 rns. The 
holographic plate has been placed at 20" from the 
illumination direction, which makes the setup mainly 
sensitive to the Vy field. 

Figure 2 shows the wrapped module 21t phase map. 
visualized as gray levels with a gray of 255 
corresponding to a phase of 21t. It has been obtained 
from a plane at 6 mm from the wall. Although some 
improvement is still needed, the image is much better 
than any of the interfcrograms used to retrieve the 
phase. The maximum displacement is about 2 ~m. 
which corresponds to a velocity of -n ~rn/s. 

DIGITAL SPECKLE PATTERN INTERFERO~IETRY 

DSPI has never before been used as a velocimetry technique. Figure 3 shows the experimental setup 
used in our experiments. It corresponds to the case where both the object and the reference beams 
are speckle fields. The speckled reference beam is produced by the light passing through a ground 
glass plate. Both reference and object beams have been combined by means of a bearnsplitter placed 
in front of the CCD camera lens. As seen in figure 3, the sensitivity vector is at 45• with the 
illumination direction. 
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Figure 3. Experimental DSPI setup (top view). 
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Series of 15 specklegrams have been recorded with a digital camera at a frequency of 15 frames per 
second. Exposure time for each frame was 8 rns. Figure 4 shows the speckle interferograms obtained 
from two succesive specklegrams (AT = 66.66 rns) or from two alternate specklegrams (AT = 
132.32 ms) corresponding to the same series. It can be seen that the number of fringes doubles as the 
AT doubles. Figure 4 also clearly shows where the zero velocity component occurs: it corresponds 
to the dark fringe that is common to both interferograms. These speckle interferograms have been 
obtained from the same y = 6 mm plane used in the PSHI experiments. However, the flow was setup 
at lower velocities because the modulus of the sensitivity vector is bigger in the DSPl configuration 
due to its different direction. The maximum 45" displacement is about 0.75 )J.m in figure 4a and 1.25 
Jlm in figure 4b. The corresponding maximum 45° velocity component is about 10 Jlrnlsec. 

a) b) 

Figure~: DSPl speckle interferograms for: a) .lT = 66.66 ms; b) AT= 132.32ms. 

CONCLUSION 

Phase shifting holographic interferometry and digital speckle pattern interferometry as techniques for 
measuring out-of-plane velocity fields have been described. It has been shown that both techniques 
are based on the same principles, mainly differing in the recording medium. Thus, DSPI can be 
viewed as the digital version of HI. In the future, we plan to introduce phase shifting techniques in 
DSPI. 
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Abstract. Nonmetallic inclusion-metallic matrix interface structure in refractory compound-based 
composite materials seriously affects such events as plastic strain and rupture. Boron carbide (fi-Ni
Mo) binder granule material structure was studied by X-ray phase and microspectrum analysis. 
Study of phase make up of B,C-metallic binder transition zone revealed existence of two-phase zone 
consisting of bond and carbon phases. 

Plastic strain and rupture of refractory compound-based composite materials used in 
manufacture of drilling tools for oil and gas industry significantly depend upon nonmetallic binder
metallic matrix interface structure. Strong phase interface-binder is one of the important factors for 
production of superstrong materials [ 1]. 

This project analysed composite material based on boron carbide granules (-150-300 1=) 
with Ti-Ni-Mo binder and shows its possible applications in drilling tools for oil and gas industry 
(2]. X-ray structure and microscopic methods of analysis were used for this project. X-ray phase 
analysis was conducted on DSOOO diffractometer in Cui<.. radiation, and X-ray microscopic analysis 
was conducted on Stereoscan 200 electron microscope. Measurements of microhardness were taken 
to evaluate mechanical properties of alloy. Testing was done by means of indentor depression on 
Micromet (Buehler-Met AG, Switzerland) with automatic load. Lap surface impressions were made 
with Vickers pyramid at 50 H load. 

Fig. I shows composition bond structure with well-defined transition zone growth of carbide 
granule-metallic binder 12 J.l1ll in width. Pulished reports indicate that a transition zone for boron 
carbide-metal system has a phase composition of both boron carbide and metal (3]. Analysis of 
phase composition of B,C- (Ti-Ni-Mo) metallic binder interface was done by means of comparing 
results ofX-ray microspectral ( fig.2) and phase analyses (fig.3). X-ray phase analysis did not reveal 
any boride phases in the material, which indicates no boron diffusion from B4C. The transition zone 
registered presence of three elements - Ti, Mo, and C. Testing results lead to the conclusion that 
B4C- (Ti-Ni-Mo) metallic binder granule transition zone develops titanium carbide and solid 
solutions of molybdenum in titanium carbide, with titanium carbide located closer to B4C carbide 
granules and present in far smaller quantities that (Ti,Mo)C. 

Presence of solid solution of molybdenum in titanium carbide leads to higher overall 
strength of material as well as improvement of such properties as bending strength and 
thermodynamic stability, which indicates a stronger interface chemical bond and guarantees lower 
possibility of material rupture along carbide granule-metallic binder interfaces. 

Fig. 4. shows results of microdurometric tests of B,C-metallic binder (Ti-Ni-Mo) granule 
transition zone. At was found that microhardness of transition zone 7-12 J.l1ll wide gradually 
decreases from 45xl03 MPa to 20xl03 MPa with moving away from carbide granule, whicb is 
explained by a higher quantity of molybdenum in (TiMo)C solid solution. 
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Fig I Carbide-metallic binder interface structure for B,C- (Ti-1\i-\lo). magn 450 
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SHAPE DEFORMATION A.."'AL YZIS OF RAIL CAR BRAKES WITH USING IMAGE 
PROCESSING TECHNIQUES 

Piotr Bogus· , Stanislaw Bocian .. 
·Medical Academy of Gdansk, Department of Physics and Biophysics, D<ebinki I, 80-211 Gdansk, 
Poland 
.. R~search-Development Rail Vehicles Center, Warszawska 181 ,61 -055 Poznan, Poland 

Summary The paper presents the current state of the researches on modem rail car brakes 
diagnosing and supervising. Our considerations concern the estimation of the brake friction parts 
wear by measuring friction elements thickness using image processing techniques. 

INTRODUCTION 

The application of the pan ern recognition and image processing to a technical equipment diagnosing 
became very popular last time. New techniques from this field allow to use a camera collaborating 
with a computer vision system instead of a human being. The main task in such an approach is a 
diagnosing basing on part shapes deformations. 
In th~ literature one can find many methods and approaches to similar problmes 1

"
5 an10ng oth~rs 

som.:: hased on neural n<!lworks6
, among others the methods taken from robot vision systems when: 

the main task is simibr and focuses on pans recognition of parts in the robot visuallield;.s. 

PROBLE:\'1 DESCRIPTION 

Th~ state of the car brakes is shown by the wear of mechanical friction parts and can be determined 
by estimating the thickness of break friction elements. The general diagrammatic bonom view of 
break disk with friction lining is presented on Figure I. 
The main task of the diagnostic image system is to measure the friction lining thickness (denote as d 
on Figure I) and the external side of break disk thickness (denote as c on Figure I}. Figure I 
presents also characteristic fragments of the image using to scaling the image dimensions. There are 
elements which fix brake blocks (fixed distance a) and control lines which limit internal, minimal 
for safe work, thickness of a break disk (fixed distance b). Distances a and bare used to scale in two 
perpendicular dimensions. 
On a typical car running set axis there are two disks and a co-operating with each of them pair of 
friction elements - brake blocks. In a high-speed running sets there are three disks with six blocks. 
Hence it needs to use corresponding four or six cameras. 
In general, a schema of the visual system will consist of CCD cameras, stroboscopic tubes, aid 
converters, signal processors and computer PC with image analysing and data base systems. The 
measurement will be performed during a rail car moving with the maximum velocity of 5 km/h. An 
example image obtained by using a CCD camera is presented on Figure 2. 

APPROACHES TO THE PROBLEM 

We consider the following approaches to the above presented problem: 
I . A manual estimation of thickness bases on the image presented to the user on the computer 
monitor. This is the simplest solution assumed at the initial stage of a system developing. 
2. An approach which takes into consideration some properties characteristic for the given problem. 
Sometimes such solutions appear simple and fast but they are limited to the given unique case. For a 
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Figur~ I. The general diagrammatic bottom view of rail car brakes 

situation when the objects of interest on the image have enough stable positions we consida 
methods based on one dimension edge detection. 
3. An approach which bases on simply image processing methods like segmentation (by edg~ 
detection techniques) and next a simply analysis to find the position of the relevant object and it 
dimensions. They very often are limited only to the unique given specific case. In this approach very 
promising seems methods of detecting elements with a prior known shapes1 and so called, model 
based recognition7

, where the input images and their objects are matching with a set of predefined 
models. 
4. An approach which uses full pattern recognition techniques. Here one must prepare the full image 
analysis using one of three main methods; 
• Global feature method which considers features base on the properties like brightness, colour, 

texture etc. This methods are very popular in some applications (e.g. for medical images) but in 
the described above problem they do not seem to be very useful (especially because of their 
complexity and long calculation time). 

• Structural feature method which considers features base on geometrical properties like edges, 
angles, lines, arcs, holes, borders etc. These methods seem the most interesting in presented here 
problem. 

• Relational dependencies method which considers relations between objects often describe b) 
graphs. This approach usually needs some extra knowledge about the given image. This 
knowledge can significantly improve the image analysis. The main problem here is the choice of 
the right method of knowledge representation (e.g. graphs, frames etc.). 

After feature analysis basing on a training set one should perform learning to prepare image 
segmentation and classification or automatic clustering in feature space to obtain image 
segmentation and next recognition of parts and finding their characteristics. 



http://rcin.org.pl

49 

Figure 2 An example image of the rail car brakes. 

CONCLUSION 

On the current state of research we have not been built a full image acquisition system yet hence 
most of our consideration are preliminary. We were testing only exemplary images taken by a 
single camera without a full vision system. 
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Simultaneous DPIV measurements of two-phase 
particle-liquid flow 
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J. Bolinder1
, Wu Zhi Lei and L. Fuchs 

Lund Institute of Technology 
Division of Fluid Mechanics 

Box 118, 221 00 Lund, Sweden 

Modeling solid panicle transport in a liquid turbulent flow is a difficult subject due to the 
equal importance of most of the terms in the panicle equation of motion. Experimental 
methods, such as panicle image velocimetry (PIV), may provide information in complex flow 
situ:l!ions that currently may not be obtained by numerical simulations. 

The principle of PIV is to illuminate the fl ow field of interest by a plane light sheet from a 
pulsed laser, usual ly a frequency doubled Nd:YAG laser. T he flow is seeded with small tracer 
panicles, which scatter the laser light. The illuminated flow plane is imaged on to a 
photographic film, or a CCD chip, in which case one talks about digital PrY (DPIV). The 
tracer particles appear as light spots in the flow image. By illuminating the flow field twice, 
with a ~nown time separation, one may determine the velocity field in the flow plane from the 
dist:~nce travcled by the tracer panicles during the two light pulses. This is usually done by 
cross-correlating small interrogation areas in the images. Since one in PlY actually measures 
the velocity of the tracer particles, the method is "ell suited for me:lsuring the dispersed phase 
of a two-ph:~se flow, where the dispersed phase may be either solid particles, bubbles or 
d ropplcts. 

There arc a few pre vious simultaneous PIV or PTV (panicle tracking) measurements of 
two phases reported in the literature. Hassan et al. (1992) used panicle tracking velocimetry to 
measure the velocity of both phases of a liquid-bubble flow. McCiuskey et al. (1993) used 
PlY to measure both phases of an air-panicle jet. S;~kakibara et al. (1996) also measured in an 
air-particle je t by DP!V, and provided results on the particle-fluid velocity correlation and the 
extra dissipation due to the particle motion relat ive the fluid. Common for all these studies is 
that the bubbles or particles are much bigger than the tracer particles used to measure the 
continuous phase, so that in the flow images the two kinds of particles are easy to distinguish 
by their different image size and intensity. Then some kind of threshold technique is used to 
separate the two phases in the images. 

The goal of the present project is to measure by DPIV simultaneously the instantaneous 
velocity field of both phases of a particle-liquid flow. Then we may obtain a two-dimensional 
picture of the instantaneous velocity-slip field of the two phases, and we may also calculate 
the spatial correlation of the two velocity fields. The basic idea is to use two cameras to take 
simultaneous images of the same flow region. By using fluorescing particles for either the 
particle phase or the tracer particles, and a filter in front of one camera to fi lter out the Mie
scancred laser light, only the fluorescing particles will appear in one image. In the other 
image, both panicles will appear. By using the information of the location of the fluorescing 
particles in the first image, the corresponding particles may be removed in the second image. 
The pleasant thing about this technique compared to the previously reponed, is that the two 
kinds of particles may be of the same size. 

1 Corresponding aulhor 
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Flow facilitv and Measurement svstem 

For testing purposes we have measured the flow created by a magnetic stirrer in a small 
rectangular pkxiglass box. The flow is highly turbulent, anti the mean flow shows some 
large-scale vortex structures. The continuous phase is water. The tracer particles (Expancel) 
are sphencal with a dwmeter of L0-20 J.!m , and a density very close to that of water. The 
dispersed phase consists of fluorescing particles of about 75 J.!m, which are slightly heavier 
than water. The fluorescing panicles are doped with Rhodamine B, and may be excited by the 
green 532 nm light of an Nd:YAG laser. The fluorescence is in orange, with a max around 
590 nm. 

The DP!V system consists of a frequency-doubled Nd:YAG laser with two oscillators of 
25 mJ each, with a common beam outlet, and two cross-correlation CCD-cameras with a 
resolution of 1280x l024 pixels. Since the light source is common for both cameras, they will 
capture the flow at exactly the same time. The cameras arc made to look at the same flow 
region by means of a beam-splitter and mirror syst.:m, see F1g. I. 

Image processin!! ai!!Orithm 

The fir:;t step is to correlate simultaneously tal-en images from the two cameras to get the 
displacement field of the images. Th1s is necessary, since with the present camera set-up it is 
not pos:>1bk to get perfectly o'crlapping images. A typical misalignment of a few pixels IS 

obtamed tone pi.\<:1 corresponds to about 50 J..lm 111 the flo" pl.mc). Th1s displ:lcement field IS 

then used to Jtlcnt1fy match1ng pairs of fluorescing pan1cles m the t\\O images. 

The pusJtlon of the panicle peaks in th.: filtered 1mage 1s determined to sub-pixcl accuracy 
by fitting a two-dimens1on:~l G:~ussian function to the p1~cl 1ntensities about each peak. Then 
the local 1mage displacement is added to find the mo;t l1kcly position of the corresponding 
panicle in the unfiltered image. If no peak is detected at the expected position, the eight 
closest pi .~els are checked to see if any of them is a peak. For typically 50-90 % of the cases a 
peak is detected at the first expected position, and the number of complete mi sses is in the 
range of 1-LO %. For a successful matching it is also required that the peak intensities are of 
the same order of magnitude, as defined by a factor of allowed deviation. Generally speaking, 
the algorithm works best for strong peaks, with a degradmg behavior for weak peaks, which 
may be explained by an increasing sensi tivity to background noise for weaker peaks. 

Once a matchmg peak is detected in the unfiltered image, it is removed by a locally 
adapting scheme to be able to remove as much as possible of the peak, while at the same time 
leaving neighbor peaks untouched. A search is performed from the peak center and outwards, 
and as long as the pixel intensities are decreasi ng they are replaced by a locally determined 
background value. An example of a small pan of the unfiltered image field before and after 
images of the fluorescing panicles are removed 1S shown in F1g. 2. 

To get out the velocity field of the two phases, a "standard'" cross-correlation PIV 
technique is then applied to the filtered image and the image processed unfiltered image. 

S:~mple results 

In Fig. 3a is sho"n an example of the instantaneous velocity field of the fluorescing 
panicles, obtained by a direct PIV analysis of the high-pass filtered image. The magnetic 
stirring bar is located just outside the right side of the picture, wh1ch shows the velocity field 
in a cross-plane through the plexiglass box. The water surface is at the top of the picture, the 
left and lower sides are walls, and the right side cuts through the water slightly to the left of 
the box center. The slip velocity field, i.e. the velocity difference between the fluorescing and 
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the tracer particles, is shown for the same instant in Fig. 3b. Local spots of high velocity slip 
may be identified, with a magnitude frequently larger than one pixel, which is significantly 
higher than the expected measurement accuracy of about 0.1 pixel. 

The present results show the capabilities of the developed methods. The next step will be 
to do measurements in a well-defined flow configuration, with a more uniform size 
distribution of fluorescing particles. 
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Fig. 2a Detail of unfiltered 1mage showing images of both nuorescmg and tracer part1cles 

Fig . 2b Same detail as in Fig. 2a after removJI of images of tluorescing particles 
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Fig. 3a lnstant~neous vel0<:1t) field of fluoresc1ng panicle~ 

Fig. 3b Instantaneous slip velocity field, i.e. velocity field of fluorescing particles less the 
velocity field of tracer panicles. The vector scale in Fig. 3b is twice that in Fig. 3a. 
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VIDEOGRAMMETRIC SYSTEM FOR MEASUREMENTS OF MOVEMENT AND 
DEFORMATION OF REAL-SCALED HELICOPTER ROTOR BLADES 

S.Bosnyakov, V.Koulesh, A.Morozov, N.Tarasov, S.Fonov 

Central Aero-Hydrodynamic institute, Zhukovsky, 140160, Russia 

Summary. Helicopter's blade during its rotation accomplishes a complex spatial movement and 
deformation. This Blade Deformation Measuring System (BDMS) was developed to measure 
parameters of the real-scaled blade movement and its bending-twisting deformation. This system 
operates under videogrammetry principles. The basic principles of registration of video-images and 
processing of results of measurements are stated. Brief description of the system design is given. 
This system was tested during experimental investigations of blade deformations of the real upper 
rotor of Kamov-26 helicopter with radius 6.5 m on the VP-5 rotor test facility in TsAGI's T-101 
wind tunnel. The tests have shown opportunity of twist deformation measurements of the blade with 
a root-mean-square error lower 3-6 angular minutes and bend deformations measurements with an 
error of 0.3-0.6 mm. The technique of calibration of Blade Deformation Measurement System and 
appropriate software had been developed and tested. 

Introduction 

At the end of 70's - beginning of 80's in Central Aero-Hydrodynamic Institute (TsAGI) a lot of 
attention was paid to development and using in experimental researches of optical systems for non
contact measurements of a trajectory of the movement and deformations of models and full-scale 
blades. The first type system was based on a laser differential interferometric method [ !). it was 
used in TsAGI's T-1 05 wind tunnel and provided researches of blades of small-scaled rotor models 
with a diameter up to )m. 

At the end of 80's for investigation of blades of full-scale rotors on a hover ring and in TsAGI's T-
1 0 I wind tunnel the laser scanning system was developed and entered in practice oftests. Operation 
of this system was based on determination of time intervals between pulses of light reflected by 
retro-reflectors located in pairs on the blade during it was scanning by laser light sheet. The main 
restrictions in operation of this system have appeared insufficient stability of the optic-mechanical 
scanner and instability of He/Ne laser in conditions of high vibrations on a rotor test device. 

Recently a number ofvideogrammetric methods were developed in the TsAGI for measurement of 
geometrical parameters of the form, movement and deformation of the elements of an aircraft 
design [2-3). These videogrammetric methods are based on using the videocameras with CCD
array, modem computer facilities and methods of numerical images processing. In this paper the 
basic principles, design feature and the results of application of videogrammetric system for 
investigation of the full-scale blade of a carrying helicopter rotor are presented. 

BDMS brief description 

The basic diagram of the measurement system is shown in Fig. I . The upper surface of the blade 
under test is painted in black col or. A set of the light-reflective markers is located on this surface in 
given sections along radius in pairs near to leading and trailing edges. The diameter of reflective 
elements increases from 5 mm on near section up to I 0 mm on the end of the blade. 

The measurement head installs on the rotor hub top flange and is turned by an optical axis of the 
videocamera along the blade with markers with angle about minus 6 degrees from above to a plane 
of rotation of the blades. In the measurement head the videocamera and flash (stroboscopic) light 
source with the power supply are placed. 
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The described videogrammetric Blade Deformation Measurement System (BDMS) was developed 
on the basis of two synchronized analog CCD-cameras. The measurement head has an adjustable 
platform on which the videocameras and flash-lamp arrangement are installed. The adjustable 
platform provides to change the angle of the videocameras optical inclination axis in a range from 0 
up to I 0 degrees. Inside the case of the measurement head the electronic blocks of system are 
placed too. The optical and electronic blocks are closed by a cowling-cover (Fig.2). 

W!easurement Head 

PC 1 PC 2 

QlOl gc 
Fig. I. Blod·. diagrJm of videogrammc:tric syslc!m Fig.:!. Measurement head 

The system of the acquisition and processing of the irmges has t\\O personal .. Pentium" computers. 
The pulsing lamp was synchronized with two CCD-cameras. Synchronization of two analog CCD
camcras with shifl of phases at 0.25 of period at division of even and odd fields provides frequency 
of measurements equal 100Hz. In analog cameras the electronic shutters are available application 
of which allows to increase contrast of the mar~ers images and stability of system operation at 
presence of extraneous light exposure of the blade. The measurement system provides continuous 
registration of the images consequence during 2 .. l 0 seconds. 

The system works as follows. At determined azimuths of the blade during it rotation the flash lamp 
illuminates the blade. The videocamera registers the image on which the markers are seen by the 
brightest points on dark background. By determining of two-dimensional coordinates of these 
images of markers it is possible to calculate the spatial coordinates of each marker of the blade. 

Calibration of measuring system 

The calibration is more impotent procedure of measurements by videogrammetric technique (4]. 
This procedure should establish the mathematical relations between 3D coordinates of mark points 
in object coordinate system connected with the helicopter rotor under test and measured coordinates 
on their video-image. 

1l1e developed in this work calibration facility contains two basic units: an adjustable platform for 
installation of the measuring head and refcrenct> lattice with a set of markers. The general scheme of 
calibration setup is shown in Fig.3. The adjustal:-le platform contains the laser pointer, which creates 
the base z-axis of the object coordinate system. Horizontal position of the measurement head base 
plane is checked by the inclinometer placed on upper surface of the lower flange of the support 
column. Accuracy of the level or inclinometer must be better then 30 angular seconds. 

The reference lattice includes the se t of markers with diameter I 0 and 5 mm. These markers are 
located in the chess order. An interval on a vertical (along an y-axis) between six rods is equal 



http://rcin.org.pl

59 

160 mm. On each rod 10 markers with a step of 90 mm on a horizontal (along an x-axis) are 
located. The normal error (standard deviation) arrangement of centers of markers in units of a 

Fig.J Scheme of calibr.ttion faciht) 

rectangular grid does not exceed 
0.2 mm. The reference lattice 
contains the laser target located 
on a plate in the middle between 
fourth and fifth rods. The laser 
target in pair of laser pointer 
provides the precision alignment 
of the reference lattice relatively 
measurement head. 

The calibration of 
videogrammetric system is 
usually made in laboratory 
conditions then measurement 
head is established on the flange 
of a helicopter rotor hub without 
additional tuning. At calibration 
of the measurement head with 
analog CCD-cameras the measure 
lattice was placed at two posiuon 

on distances 2286 and 4761 mm from the measuring head. The value of root-mean-square 
de,iations for the analog camera was equal 0.756 mm on an x-axis and 0.372 mm on any-axis. 

Experimental setup and measurement results 

The general exterior (photo) and block-diagram (draw) of experimental facilities in the T-1 01 wind 
tunnel are presented in Fig.4. The glass-fiber-plastic blades of the upper rotor system of Kamov-26 
helicopter were used during these tests. Diameter of this rotor equals 13 m. One blade carries four 
pairs of the retroreflectors placed in sections on relative radius r = 0.4, 0.6, 0.8, 0.98. The speed of 
the acquisition of the information was I 00 Hz, and the duration of sample was equaled about 2 
seconds that corresponded about to 8 revolutions of a carrying rotor. 

The exan1ples of the measurements results of the rotor blade flap (a) and angle (b) distributions vs 
azimuth on flight regimes with thrust T = 0 and 1000 kg with different helicopter device attack 
angle a are shown in Fig.5. The distributions of bending-twisting defonnation on a) hover regime 
(V= 0; T= 800 kg; N=256 rpm and b) on flight regime (V= 35 m/sec; a= -3 degrees; T= 1000 kg; 
N = 256 rpm) are presented in Fig.6. 

The estimations showed the root-mean-square error of measurement of coordinates of markers does 
not exceed 0.3 ... 0. 7 mm on radius of 5 m. The error of measurement of twist deformation depends 
on distance between markers and makes size about 3 ... 7 angular minutes. 
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ENHANCEMENT OF THERMOGRAPHIC IMAGES QUALITY 
USING PYROSIGNAL DIGITAL FRAME-BY-FRA.\1E PROCESSING 

lhor Bozhenko, Zenon Hrytskiv and Piotr Kondratov 

State University "Lvivska Polytechnika", S. Baodery 12, 290646 Lviv, Ukraine 

Summan• Thermovision cameras, based on pyrovidicon, are widely used in thermal phenomena 
investigation including. applied mechanics. It is known that pyrovidicon target has an effect of 
piezoelectricity. As a result, special interference aggravate the quality of thermographic images. 
Besides external sources, some influence may be generated by thermovision camera units that 
ensure action of obturator. The last is the integral part of pyrovidicon camera. Peculiarities of 
mentioned influence and details of its sources are discussed Special processor for this influence 
decrease is proposed. Image quality enhancement is based on pyrosignal processing by the 
processor. The nature of influence is discussed and results of signal processing are illustrated. 

INTRODUCTION 

Thermovision cameras, based on pyrovidicon, are widely used in thermal phenomena investigation 
including applied mechanics. As an example, the investigation of thermal images of metallic 
samples under a mechanical loading may be adduced. Unfortunately, numerous of interference 
prevent to reach optimal parameters concerning thermal sensitivity, thermal resolution, high quality 
image receipt in general. 

It especially concerns to thermovision cameras with obturator that permits to receive static thermal 
image of stationary object by motionless camera. In comparison with cameras, based on panoramic 
or orbital motion, in such cameras the amplitude of useful signal decreases. Correspondingly. the 
influence of the interference of different nature increases. This problem partly is elucidate in 1• 

Usually, the influence of the interference, stipulated by technological peculiarities and shortcomings 
of pyrovidicon target and obturator manufacturing, on the quality of the images is considered. 
Negative influence of pyrosignal noise components, generated by target and video amplifier input 
circuits, is also known. 

At the same time, in known scientific sources, a problem of negative influence of mechanical 
interference is not considered. However, this interference, because of piezoscnsitivity of target, may 
noticeably aggravate the infrared thermography of objects. 

SOURCES OF MECHANICAL INFLUENCE 

The obturator and units that ensure rotation are the main sources of mechanical influence or 
vibration. Typical synchro drive consists of motor, rotation moment transfer unit, opto-electronics 
synchronization system, obturator mount units. In spite of aspiration to decrease the influence of 
vibration by corresponding design and elements of springing use, this influence is noticeable on the 
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thermal image. Obturator rotation has to be synchronize with frame scanning frequency. As a result, 
horizontal black-and-white strips appear on the monitor screen. Number of strips depends on the 
peculiarities of vibration. 

An analysis of the obturation system elements permitted to concretize the next possible sources of 
vibration: 
- motor (usually direct current electromotor), the bearings and collector, first of all; 
- errors in the unit of rotation moment transmission manufacture: axes uncoincidence, inexactitude 
of the main bearing making; 
- defects of making and poor balancing of obturator. 

IMAGES QUALITY ENHANCEMENT 

The main way to thermographic images quality enhancement consists in use pyrosignal digital 
frame-by-frame processing 2

• The processing foresees an analog signal conversion to its digital 
version with necessary accuracy (usually 8 bits). Obturation of thermal radiation creates pyrosignal 
Ups that consists of base pedestal sigrtal Up and useful signal U •. The last is positive if obturator is 
open. and negative if obturator is closed. 

On the next step an algorithm of frame-by-frame subtraction is realized. As a resul t, we receive the 
signal 

U, = ( Up+ Uu ) - ( Up- Uu ) = 2U •. 
This kind of processing p.:rmits to decrease the level of noise including "mechanical" interference, 
components of which have the same polarity in two adjacent frames: these components 
selfcompensate in resultant signal. 

The second algorithm - frame-by-frame accumulation -consists inn-divisible repetition of previous 
algorithm with summing up and middle value determination of resultant signals Un. The output 
signal 

U0 = ( 1/n) L Vn ( 1/n) L 2V., = 2Uu. 
i •I i •I 

At the same time the noise component of pyrosignal will be mitigated as more as larger value n 
because of its asynchronous character. 

It is more difficult to foresee the action of frame-by-frame accumulation algorithm on pyrosigrtal 
with mechanical interference. In spite of synchronous "mechanism" of their formation, their action 
is accompanied by many factors that destroy synchronism and intensively influence on momentary 
value of vibrations amplitude which reach the target. There are time and temperature changes in the 
elements of drive and in elements of electromotor springing. The appearance of asynchronism 
permits to use successfully the procedure of frame-by-frame accumulation in the aim of mechanical 
influence visibility decrease. 

PROCESSOR STRUCTURE 

The processor that was designed and used in experiment, consists of the next units:- analog-to
digital conversion unit;- frame memory unit;- arithmetic and logic unit;- accumulation memory 
unit;- display memory unit;- display unit;- interface unit. 
The last one ensures the communication with personal computer. 



http://rcin.org.pl

6J 

Peculiarity of pyrosignal processing consists in the pedestal component existence in input signal. As 
it was mentioned above, this component is not useful . As the result, useful component of pyrosignal 
are processed in analog-to-digital converter unit by only several bits. It is evident that the quality of 
thermographic images may be enhanced by all (8) bits use for processing. 

To solve this problem we have suggested additional unit to processor structure -analog subtraction 
unit at the input of processor. In accordance with this proposal the procedure of two adjacent 
frames subtraction is realized in the unit. The signal, that is subjected to analog-to-digital 
conversion, consists on useful part only and may be quantized by all bit scale. 

A model of 1-inch pyrovidicoo camera was used in experiments. The useful component to 
mechanical interference component ratio was estimated as 110.04. The interference became invisible 
if the number of accumulated frames were more than 64. 

CONCLUSION 

The interference, stipulated by mechanical influence of obturator on pyrovidicon target, is able to 
create a visible noise on the thermovision system monitor screen. In the case of still images the 
noise may be mitigated by pyrosignal frame-by-frame processing with two main procedures: Frame
by-frame subtraction and frame-by-frame accumulation. There is the reason to perform procedure of 
subtraction with analog signal on the input of processor. 
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ABSTRACT 

The quatemionic Fourier transform (QFT) is introduced as a modification of the 2D complex 
Fourier transform. We analyze the symmetry properties of the QFT and find that according to 
these properties the 2D Hartley transform,the complex Fourier transform and the QFT can be 
regarded as three levels of a hierarchy of 2D harmonic transforms. Based on the QFT a new 
definition of the analytic signal in 2D is proposed. 
Quatemionic Gabor filters are introduced and shown to provide an approximation to the 20 
quatemionic analytic signal. The local phase of a real 20 signal is defined as the angular 
phase of its quatemionic Gabor filter response. We show that there is a close relation between 
the local intrinsically 2D structure of a signal and its local phase as defmed above. 
Applications to the image processing task of texture segmentation are presented. 
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Summarv: A conditional PIV acquisition technique and averaging procedure is developed to study 
coherent structures forming in the interaction between a jet and a cross stream. The experiment is 
conducted in a water tunnel and the jet is forced by a mechanical device. Sequences of images are 
acquired synchronized to the external forcing and v.ith a fixed phase. Instantaneous and averaged 
velocity and vorticity 20 fields are obtained for several flow conditions. 

L"'TROD!;CllON 

The study of jets exhausting in cross-flows is an important aspect for many physical problems and 
applications in engineering and environmental aspects. The importance of the subject have stimulated 
several experimental studies in air and water facilities 1• For the case of water experiments, most of the 
studies have been conducted by flow vi~ualizations which, even if often of fundamental importance for 
preliminary understanding of the physical behaviors, lead to qualitative results. For more quantitative 
analyses in water experiments, the use of PIV seems to be straightforward. Indeed, the PIV technique 
provides a good connection between the clear features observed by visualizations2

, and the need of a 
quantification of the velocity or vorticity magnitudes. From a physical viewpoint, one of the basic 
aspects which needs clarifications by more quantitative analyses, is the influence of the principal non
dimensional parameters (namely the jet-to-cross stream velocity ratio R=UJU• and the typical 
Reynolds number Re1= u, Dj v , where ~ and u, represent respectively the jet and cross-stream 
velocity and D1 the jet diameter) on the vorticity dynamics mechanisms and coherent structures 
evolution. In particular the basic flow structures we consider are the pair of counter rotating vortices 
which fonns inside the jet flow when it bends under the effect of the cross stream3

, and the ring-like 
structures which instead are fonned on the upper shear layer of the jet as an effect of a destabilization 
mechanism of Kelvin-Helmholtz type

4
• A new technique for phase averaging and conditional PIV 

acquisitions has been developed and applied to a test case in a water tunnel at low Re1• Present 
technique is based on the idea that the mechanism of destabilization and fonnation of the coherent 
structures which mostly influence the fluid dynamics, may be induced by a mechanical forcing of the 
issuing jet which is also synchronized with the PIV acquisitions to permit the analysis of the mean 
fields by ensemble averages. 

EXPERIMENTAL FACILITY, PIV SYSTEM AND CONDmONAL TECHNIQUE 

Experiments were carried out in a water tunnel available at the Aerodynamics laboratory of the 
Department of Mechanics and Aeronautics, of the University "La Sapienza" of Rome. The tunnel has a 
converging nozzle with a contraction ratio of 10. The test chamber of 0.5 m of length has square 
section of 0. /xO.I m1 

. Perpendicular to one side is flush mounted a nozzle with circular section of 5 
mm diameter. Also within the jet, the working fluid is water. The velocity of the free stream fluid was 
fixed to 0.02 mls and the corresponding value of Re1 was around 100. The velocity ratio R considered 
ranges from about 2 up to 4.5. A 2 Watt, continuous, laser is used to produce a light sheet illuminating 
a plane within the flow. The sheet, obtained by a laser ray crossing a cylindrical lens, has been 
positioned in the plane containing the jet axis, to measure the longitudinal velocity field. A second 
measurement campaign to measure the transverse velocity field has been perfonned producing an 
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illuminating plane perpendicular to the jet axis. Tracer particles of lycopodium are added both to the 
jet and the cross stream. Particles mean diameter is 30 m and the density is 0.31 times water density. 
A CCD monochrome camera (optical sensitive pixels arranged in a frame of 756 horizontal lines and 
581 vertical columns.) and a frame grabber board attached to the PC are utilized to capture and acquire 
images of the illwninated particles in the observation area. The frame is divided into two fields, one 
containing the odd numbered lines and one the even ones. The shutter time has been varied depending 
on R, and fixed at 15 ms for R;2, 12 ms for R; 3 and 9 ms for R=4 and 4.5. The images captured by 
the CCD camera are acquired on-line by the 8-bit AID converter of a VFG-1 00 image processing 
board. For the purposes of conditional PIV acquisition, a sequence of 4 images is stored in a buffer 
using an initial resolution of 6 bits then extended to 8 bits throughout zero-padding. According to 
classical Digital PfV (DPIV) approach5

·
6

, velocity is measured applying a cross-correlation technique 
between pairs of successive images separated by a known time delay t. In the implemented DPfV 
rechnique1

, pairs of images to be correlated are earned by a single CCD frame extracting the two fie lds 
corresponding to odds and even lines and with a time delay <-20 ms. The effective image size is 
therefore reduced to 744 x 252 pixels. <-20 ms is the minimum time interval between correlated 
images, but it can be increased considering pairs of fields extracted from different frames of a 
sequence. Interrogation windows of 48 x 24 pixels. 50 % overlapped, have been correlated to evaluate 
panicles displacem~nt. The matrix of in-plane velocity vectors, whose point of application is the center 
of an lW. is composed of 31 rows in the horizontal direction and 21 columns in the vertical one. The 
seal~ factor is I :0.098 for the longirudinal velocity fields and I :0.107 for the transverse ones, i.e. I mm 
in the physical space corresponds respectively to 0.098 mm and 0.107 mm on the sensor of the CCD 
camera. The velocity spatial resolution in the physical space is 2.4 nun for the longitudinal fields and 
almost 2.6 mm for the transverse ones. Particles displacement is determined with a resolution extended 
to Yz pixel throughout interpolation, corresponding to about 0.05 mm. In order to improve the accuracy 
of tltis calculation, images are processed in advance via software to enhance signal to noise ratio. 
Images enhancement consists in producing a binary image basing on a threshold level: pixels with 
intensities larger than or equal to the threshold are preserved, while the rest is set to zero, so that the 
final image contains only black or white pixels. The dynamic range DR; VPmaxNpmon of the available 
PIV system in the adopted experimental conditions is thus 45: I for the vertical velocity and 22.5: I for 
the horizontal one. The conditional acquisition procedure has been implemented in order to collect 
images of particles in the illuminated plane phase-locked with coherent structures position and 
convection. This has required to apply jet forcing to produce a controllable and periodic flow during its 
destabilization. Forcing is accomplished introducing a velocity perturbation in jet upstream flow at the 
frequency fo of the preferred mode of destabilization, experimentally determined. Synchronization 
between jet external forcing and image capruring is managed via software. The procedure consists in 
acquiring the external synchronization signal provided by the CCD video camera module, basing on 
which a trigger condition is supplied to a signal generator through its external triggering port. The 
trigger signal start the generation of a square waves train (TIL 50% duty cycle) with the appropriate fo 
ensuring phase-locking with image acquisition timing. Perturbation of jet upstream velocity is 
accomplished by means of a mechanical device, locally squeezing jet flexible pipe and driven by the 
amplified TIL signal. The time interval tPT from the beginning of jet excitation signal to the first 
image acquisition (pre-trigger time) as well as the delay t11.1G among the four images of a sequence. 
determine phase-delay between acquired images and coherent structures position. The first parameter 
has not been changed during present measurement campaign and set equal to I Os. The time shift ltMG 
has been maintained equal to 200 ms in all tested cross-flow conditions, with the exception of case 
R=3 for which further acquisitions with t!MG=IOO ms and tL\1G=300 ms have been carried out to 
assess the related phase variation. The statistical analysis is based on about 50 realizations per image 
(for each flow condition 200 images have been acquired). Each image has been processed to achieve 
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the instantaneous velocity and vorticity field and, for each flow condition, the ensamble averages have 
been performed over the fields corresponding to the same phase delay. 

So~n: RESULTS 

In Fig. I, an example of the ensemble average obtained with the forcing, is reported. The figure 
corresponds to a velocity ratio R=J and a time delay bem·een images of 300 ms. It is evident that 
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Figure l. Contour plots of the averaged longitudinal vorticity . The evolution of a ring vortex is 
evidenced by the rectangular windows 

the vorticity contours at known phase delay permit the analysis of the evolution of the coherent 
structures. More specifically, being t.he images obtained by the light sheet positioned perpendicular to 
the wall, tl1e presence and evolution of the ring· like structures forming in the shear layer may be 
observed. The difference between the vorticity contour at different delay is a signature of the 
unsteadiness of the phenomenon especially for relatively large distances from the jet exhaust. Indeed, 
it is clearly observed the formation of a strong ring vortex at the exit of the jet having the same 
vorticity as the wall boundary layer at the upper side and the opposite on the lower side. This appears 
as a steady structure which is always observed at any flow condition. After few diameters from the jet, 
tl1e destabilization of the upper shear layer is clearly observed with the formation of annular structures 
whose signature is rven by couples of positive or jet·like (counter·clockwise on the upper side) and 
negative or y.-ake·like (clockwise on the lower side) vorticity. Taking into account that the positive and 
negative values of the vorticity amplitude are reported with the same resolution, it seems evident that 
the vorticity associated to the upper shear layer is stronger (for R=3) than what is observed in the lower 
one. This is a typical behavior observed for R>2. Even if with different magnitude, it seems that there 
is always a coupling between upper (with positive vorticity) and lower (with negative vorticity) 
structures: the shear layer instability on the upper side, leads to the formation of a strong vortex with 
positive vorticity which detaches from the steady structures at the jet exit. As soon as it is formed, a 
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secondary vortex with weaker vorticity of opposite sign is also formed and it moves coupled to the 
first one. 1bis appears as the signature of a ring vortex. Taking into account the magnitude of the mean 
velocity of the cross stream and the time delay between the images, the use of the conctitional averages 
allows us to follow the evolution of a ring during a total time interval of 900ms. 1bis is shown by the 
enhanced regions of the figure. lt is also observed that when the vortex is sufficiently far from the jet, 
the positive vorticity of the upper side decreases faster that the negative one on the lower side. 
Analogous results are obtained in the other cases at R> 3 (not reported here for brevity). It has been 
also observed that significant ctifferences are instead documented with respect to the observations at 
R=2. In particular the main transitional bebavior seems to be the passage from a steady state to an 
unsteady nature of the ring-like structures of the shear layer. The analysis of the averaged vorticity 
contour corresponding to the transverse light sheet, substantially indicates the steady nature of the 
counter rotating vortices. As an example in Fig. 2 we report the averaged vorticity for a fixed position 
and time delay and for increasing R. It is shown that an increase in the velocity ratio leads to a faster 
forrnation of the vortex pair which, anyway, are forrned even for lower R. The conditional analysis in 
this case is less useful than for the longitudinal cases, confinning previous results obtained by flow 
visualizations 1• 
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Figure 2. Contour plots of the averaged vorticity. Each plot corresponds to a phase of 1200m/s from 
the start of the perturbation and to the position of the light sheet parallel to the wall. The two images 

correspond to R=3 and R=4 (from up to below). 
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PRINCIPAL COMPONENTS ANALYSIS FOR PIV APPLICATIONS 

Introduction 

A. Cenedese*. A. Pocecco*. G. Querzoli .. 
*DITS- Universita di Roma "La Sapienza" 

.. Dip. !ngegneria del Territorio, Universita di Cagliari 

During last decade the experimental flow investigation based on image analysis (PIV and 
PTV) received a big development due to the improvement of hardware support and 
acquisition systems (digital cameras and image acquisition cards). PIV technique is based on 
the detection of the displacement of seeding particles which can represent, for their 
characteristics, the flow [ l]. In PIV the displacement is calculated by analysing images 
acquired at known times, the images are subdivided in sul>-domains and the mean particles 
displacement is calculated by means of auto or cross-correlation. By using cross-correlation it 
is possible to increase the dynamical range of measurement but it requires the acquisition of 
two distinct images. Several techniques were suggested in order to obtain two single-exposed 
images : 
- Cross-correlation cameras, which can acquire two digital images, commonly with 
lOOOx l 000 pixels . 
- Digital can1eras equipped with narrow-band optical filters and using lasers emitting at 
different wavelength [2). 
- A photo camera, with a laser system emitting two different colour laser beam, acquires a 
mu!tiexposed colour image. A successive separation into two inlages utilising the colour 
information is required in order to apply cross-correlation technique. 
The present work proposes a method, based on the detection of the principal components of 
the image, to obtain two single-exposed images from a colour digital PIV image. 

Experimental set-up 
Figure l shows a PIV inlage, taken from the EUROPIV database of CIRA (Italian Centre for 
Aerospace Research), representing a free jet in air. The seeding used was olive oil droplets of 
I J.Lm diameter. In this experiment was utilised a system composed of a Nd-Yag laser emitting 
laser pulses at 532 nm and a dye laser which provides laser pulses at 635 run, with a frequency 
equal to 12.5 Hz. The delay between pulses was adjustable between 50 ns and 10 ms. The two 
laser beams were made into sheets by cylindrical lenses and superimposed in the test section. 
The inlage was acquired, using a photo camera, on a film whose spatial resolution is 90 
lines/mm. The colour negative was subsequently digitised by means of a scanner at 2700 dpi. 

Figure I. The colour image acquired 
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Colour separation by principal components analysis 
A pixel of a digital image can be represented by its three component RGB, so the easiest way 
to obtain two single-exposed PIV images from a colour multiexposcd image is represented by 
the separation of the original image into three images representing it~ Red, Green and Blue 
components (figure 2). Generally the colours of particles image do not correspond to RGB 
bands, so the particles image acquired with the green laser arc partially present in the red and 
blue channels, the same happens with the red laser. This results in strong correlation peaks 
located in the origin of the cross-correlation function . 

A method to overcome this problem is based on the determination of the image principal 
components [3]. As each pi:~el can be represented in the RGB domain with its co-ordinates. by 
detecting the principal directions of the correlation tensor of the pixels d istribution. it is 
possible to obtain a different frame of reference with an orthogonal basis in which colour bands 
are independent. Let K=MxN be the image dimension (in pixcls) and F a Kx3 matrix whose 
columns arc obtained by ordering. for each band. the intcn,ity of pixcls ·\ (i=l. 2. 3) after 
having subtracted the respective mean values: 

Fr = [a. . . 

The corrcl:nion tensor of the pixds distribution is gi,cn b). 

[~) = - 1 
-.[F)' [F) 

:VI < N 
Due to the symmetry of matrix I its cigcnvcctor matn:o. c)) is real. The relation between RGB 
space and the new components is: 

[F. j = [F)[cll) 
The three new bands, which represent the principal components of the image. arc then 
normalised in a 0-255 levels scale. 

Original image 

Figure 2. The three RGB components of the image 
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Results of PIV analysis 
figure 3 shows the velocity vector field obtained from the analysis. conducted using cross
correlation technique, of the two images which represent the R and G components of the 
image of figure I. It is clear how the interference amongst the colour bands does not allow the 
reconstruction of the flow field. 
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Figure 3. V.doci(l' vector field obtained b.1· the image separated in RGB bands 

In order to impro1e the results. the procedure described abo,·c was applied to the colour 
image. Two images obtain.:d from the principal components analy~is 1\Cre utilised to evaluate 
the 1clocity I'Cctor field. The re,ult;. illustrated in figure 4. indicates that in most cases the 
error, due to autocorrelation peaks ha\'\: been eliminated. 
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Figure 4. Velociry vectorjield obtained by the image separated in Principal Components 

figure Sa illustrates the cross-correlation function calculated on sub-domains extracted from 
two images separated in RGB bands, it is clear how in this case the correlation peak located in 
the origin of coordinates dominate:.. The cross-correlation function, calculated on the same 
sub-domains extracted from images separated in principal components (figure Sb). presents 
only the valid correlation peak. Thus allowing the exact detection of the particles diplacement. 
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Figure 5. Comparison between the cross-correlation function 
separated in: a) RGB bands, b) Principal components. 
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ADVANCED EVALUATION METHODS IN PARTICLE IMAGE 
VELOCIMETRY 

T.P. Dewhirst, J. Kompenhans, M. Raffel, 0. Ronneberger 
Institute of Fluid Mechanics, BunsenstraBe 10, Gi:ittingen, D-37073 

Summary 

A number of algorithmic evaluation methods have recently been gaining attention which offer 
the po:;sihility of higher accuracy or more robust flow velocity field measurements by means of 
PI\" measurements. An overview of some of these methods will be presented along with the 
approach being taken by DLR Gottingen. The suitability of these methods for application to 
other measurement fields is also considered 

Introduction 

Partic!P Image \'elocimPtry (PlY) has gained increased acceptance and interest over the last 
t<'n years. mainly due to the availability of high resolution, high quality CCD cameras and the 
exponential increase in cheap computing power, memory and storage. These factors together 
han~ allowed PI\' to be transformed from using wet-film for image acquisition with its associated 
data bottlenecks to being a completely digital process. A wide range of PIV systems are 
available commercially which can allow the capture of high spatial resolution velocity maps at 
a reasonable temporal resolution. 

While the hardware involved in PIV has been developing almost constantly over the years, 
the basic principles of PIV evaluation have not altered much since the first double exposure 
film recordings were analysed by the application of Young's fringes analysis methods [1]. To
day, most PIV analysis routines are based upon simple two dimensional Fourier transforms, 
which, when coupled with the Wiener-Khintchine theorem yields the correlation plane of the 
region under investigation. There are however a number of well documented limitations to this 
method, namely: 

• Ouly limited spatial gradients in the flow can be accomidated 

• A lack of proper normalisation of the correlation results in an intolerence of rapidly 
varying image backgrounds 

• Limited choice of interrogation areas due to the 2"' limitations of Fast Fourier Transform 
(FFT) routines 

Several approaches have been suggested to overcome some of these limitations. To overcome 
the first limitation a number of solutions have been proposed which can be split into roughly 
two groups, one using recursion to gain a higher spatial resolution [2, 6, 9, 4] and the second 
using either a non-linear image warping or a technique refered to as "optical flow" [11, 8, 5]. 
Work currently being carried out in our laboratory aims to tackle the second and third short
comings. namely the proper normalisation of the correlation function to allow for non-uniform 
backgrounds and also the possibility of having irregularly shaped interrogation areas. These 



http://rcin.org.pl

.... 
,. _ _,.. 

Figure 1: Regular FFT based correlation analy
sis of vortex with irregular seeding 
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Figure 2: Improved FFT based correlation anal
ysis of vortex with irregular seeding 

features can be of great use in analysing flows of interest which are close to solid boundaries in 
the flow [10). 

Advanced Correlation Algorithms 

As previously stated, a properly normalised correlation is considered essential to the correct 
analysis of PIV images [3), however until now this was only possible if a direct correlation was 
carried out. This is a time consuming and lengthy process, requiring N~ operations for an NxN 
pixel image. It has been shown that in fact this correlation can be carried out with FFT's, 
considerably reducing the time required for an analysis [10). A good example of the effect this 
improved correlation can have on the analysis of a typical PIV image can ·be seen in figures 
1 and 2. The location of a ring of outliers in figure 1 corresponds to a ring of inhomogenous 
seeding caused by the fluid dynamical behaviour of the particles and the flow field (figure 3). 
When using the properly normalised correlation it can be seen that this dropout does not occur 
(figure 2). 

Peak Fitting 

Another possible area of improvement in PIV analysis is in using a more sophisticated peak 
fitting algorithm. Until now the most popular method for finding the sub-pixel displacement of 
the correlation was to use a three point Gaussian fit [12, 9). However, this makes the assumption 
that the correlation peak is a Gaussian in shape. The approach taken by thl! DLR is that if 
the shape of the correlation peak can be found then a Gaussian can be fit to the data using 
the Levenberg-Marqardt method [7). This can be shown to be useful in reducing the effects of 
peak locking [13) which can occur when the particle image diameters are reduced to around one 
pixel in diameter. As an example of this routine, the PIV image which produced the velocity 
maps in figures 1 and 2 were formed into a two dimensional histogram of velocities. It can be 
seen quite readily that the velocities gained when using the normal three point Gaussian fit 
tend to cluster around int~er pixel values more than when the more sophisticated peak fitting 
routine is used (see figure 4) . 
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Figure 3: PIV image showing inhomogeneQus seeding 

Figure 4: Histogram of displacement distribution of evaluations in figures 1 and 2 - {left) Regular 
3-point Gaussian fit and (right) Gaussian fit by Levenberg-Marqardt method 
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STR.\1:"-i SOLITARY WAVE EVOLLTIOi'i 1:-.' Fl!'iiTE NONLINEARLY ELASTIC SOLID 
RODS 

G V Drc1d.:n. A. V. Porubov. A. M. Samsonov. I. V Semenova 

A.F.lofT~ Physical Technical Institute, 
26. Pol~tekhnichesJ...aya, St.Petcrsburg. 194021. Russia 

Summlln Results ar~ presented from theory and c:-.periments carried out to ~xcite and observe a 
ln(alilcll nonlincar longituumal strain \\a\e (soliton) in nonlin~arly elastic solid rods. It is shown 
th.ll SU(h .1 w::l\ c conserves its amplitude and shape during its propagation in a waveguide. The 
prnce-;s ,,r soli ton reflection from both the free and bounded tips of the rod is studied. 

1:\TRODL'CTIO:-i 

S,>IItnn, 111 tlUJJs were ubsencu and gcncrat,•d man: times. It was th~ most surprising fact. 
hll\\C\cr. th.1t <.Jc,pitc of almust similar description of stresses in tluids and solids. longitudinal 
strain Slllituns hJ\( lhll b.:(n obscncd in nonlincarl~ elastic wavcguidcs. The en,elope solit:lf) 
\\.t\ es gm.:rncd h) th.: nun linear Schro.:dingcr equation wcr.: widcl) considered; another famous 
snlill>n 1n a solid. h.:ing mnddlcu as a ball (hain. has been found by Frcnkd and Kontorova in 1938 
anJ bc(am.: us.:ful f(lr Cr) stallinc lattice modds. Ho"e,·er. there must be a soli ton in solids in the 
form of" non linear hmg quasi stationary localite<.l strain "ave. propagating either along an interface 
or inside a waYcguidc (a density soliton). This latter soliton must propagate without change of 
shape in a uniform roll \\hi I.: its shape will vaf)· in presence of inhomogeneities. In the last case the 
amplifk:uinn or fl>(using ma) occur. in other words, the soliton amplitude will increase, while its 
width will dccr.:asc simultanc0usly. The process of soli ton formation is as follows. When a 
powerful strain wale pmpagates in a nonlinearl} elasti~ solid, the curvating of a wave front can 
incn:nse ropidl) right up to th-: irre,-ersiblc deformations appearance. This phenomenon can be 
balJm:cd with a waH: di,pcrsion inside a waveguide, having small, finite but not an infinitesimal 
cr0ss s~ction siLc. that is in close correspondence with an appropriate balance in a shallow water 

"'~' e thcor~ . 

SOLITO~ OBSERVATION 

l"umcricnl simulation of vanous initial pulses generatilln and propagation subjected to the Double 
Disp.:rsion Equat1on m0dcl [I J (i.e., of a non-stationary problem) have shown the dependence of 
bllth mass and a tail type behind a solitary v.ave upon the mass (duration) of initial pulse. It was 
fl>LmJ that a sharp pulse provides a solitary wave with a decaying oscillating tail behind, while a 
ma,si' e on.: le~ds to the solitary wale train followed by the oscillating wave trains, having an 
almost sinusoidal em elope wave. 

In order to a\Oid any plastic tlo" of a specimen and to keep the dastic type of deformations the 
parameters of an iniual pulse should satisfy the following condition for the finite strain tensor 
comp0nent tC_.): l-ii+2C,- I I < Y0, where Y0 is the yield point of a material. The amplitude of an 
initial pulse should be given in order to balance non linear and dispersive features of a waveguide. 
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The parameters of t.:ntati\e initial pulse (pressure at the shock front and the pulse duration) and the 
currcspondmg solitary v.ave in a rod were summariz~d in [~] Following the analytical result~ 

obt;tined we ha'e chosen the transparent polyStyrene SD-3 with v = 0.35: p =- 6 10" N m'. c,, = 
I 810'm s as an appropriate material to manufacture a solid nonhncarl) da!-.tic wa,cguid.:. 

Soli tuns in a transparent solid rod wwc formed in our experiments from an initial shock wa\ c. 
w hi eh \\aS initiat~d in a liquid. surrounding the v.a\ cguide. b) mc:ans of the laser e:\plu~i' c 
C\ aporntion of a metal. co,·cring a foil target surface. that was placed in water nearby the input cd~~ 
of the v.a,cguidc. The pulse duration was equal to 10 nanosec. The power density of laser radtati11n 
acting on the target was m.:asured b) the energy control unit and was kept constant and equal to 
2.3 10' Wicm' during th~ experiment. In [3] we prcs.:nted the study of a wca~ shock in a v.atcr. 
gcncr:ncd by laser C\aporation of a metallic fod lt was sh<mn that thts wa'c consists of a \cry 
narrow cnmpr.:~sinn zone (0. I pm) follov.cd b) a long (I mm) tension area. The parameters of thts 
wa\c arc yuitc similar totho~c v.hich arc necessary for strain sol iton generation. So far as the 'alu~~ 
of a..:nusueal wa\ c rc~istanec of both water and pol) stcren~ ar~ '-lUtte cl os.:. that allows to input a 
w ;l\ c in a 'pccimcn "ithout considerable losses of p<mer on the intcrbcc. 

1 he arp;~r:Hus used for generation and ob~enation or stram soli tons consisted of a ch~nnel tv 
prnduc..: th..: ~tr:11n wa\e in a solid from a w..:a~ shod, wa\e in w.Her cell. a s~nchromLer. a 
h·•lllgtJphtC tnt..:rli:mmch:r and a control untt ft•r m..:asurin:; th~ laser pulse cncrg~. Obsenattons 
"er" m.td~ '" th..: dirc..:tion pc:rpcndicubr tL> that 1lf "a,·e rmrag;~utm hy means or the second pubL·d 
IJ,..:r u,~J r~~r hol••graphtC llllcrfi:romctry rh..: two parJikl cut-oft:, w..:r..: m:oJc Jlc>ng the roJ in 
1>rdcr t1> m.,~..: tratbp.trcnt its central part. Ftrst "'PO~ur~ of the hologram \\as m;~d..: in nn Jl1sCil>C of 
a sho..:~ '""..: in a specim..:n. that allowed to produce a hnlogram of unperturbed ""' egutde. the 
scwnd one was s~ nehrnni1cd "ith th~ prescribed stage of elastic wa,·c prorngation. Carrymg. 
fringes on interferograms oc..:ured due to the rotation of an optical "edge between exposures. 
rhcrcli,re the \,a,·e pattern was visualised due to the carrier fringe shift ~K. which amplitude was 

used for direct calcubtions. 

SOLITO;\' EVOLUTJO:'\ 1:-. FI:\"ITE RODS 

1 het~ pica! intcrferogram of the solitary wave in the rod of constant cross section is shom1 in Fig. 

I. \\here the direction of a wave motion is sho"n b) an arro". The left and right edges of the frame 
arc located. respecti' dy. at 75 mm and I ::!5 mm from the input edge of the rod. Sharp kin~ on the 
right side of the photograph corresponds to a \leak shock wa\e (A). that has produced the strain 
sol nun. 1 he fringe shtft. representing a soliton, was extracted and plotted separately below the 
observation area im:~ge for com·enience only. The longitudinal strain soli ton is. in fact, the densit) 
w:l\e. but not at all the bternl surface ekvation wa,·e (as it could be on a water surface) Th~ 

secnnJar) shock v.a' e is imprinted in th..: middle of soli ton. Thi~ shock ""s produc~d due to 
rdkctillns of th.: initial shock from a tip of the rod and from target's foil conse4uently. The fringes 
111 surrounding v.akr remain undisturbed. that confirms the fact that the wave under study 
pmpagates in the rod. 
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r~:.;urt: I V.·''~ p.!ll.:rn m tht: P'>l).,h:renl! rod .md m ~urromdmg \\Jtcr, 'ihowing the ~lrJln ')ohwn lCl. 
I hi.! bt:h;l\ ll'ur of a .,m:ik fnn~~ i'i <.kptctt:d undl.'r thl.." mtcrfcrogram 

{,l ..:lh:rk th.ll th~ 1.!\.,.:itt:d :ttrain \\~\\'c possesses indeed the soliton featun: to con~l!r\'t: its shapl.'. it is 

rh:~..·~.:-... ... <~r: hl r'ull\''' in dh-.cn at~t)ns 11s propagJtion along an CXh:!ndcd ~lastic ''a' cg.ui~..l\! Hl)\\cvc.:r. 
the n:<'r~ """'' h111g IS " \\,.l\ ~guiJc mat~rial t\1r lin~ar clastic wa\'CS. the much ~hortc r distance is to 
he 'LJfii(I<:Jll tll J~:rect the constant sh;~pc wa\C propagation. lnt<:rfcrogrnms rccord~:d at different 

.~rc.l> ,,t" th.: "a\ eguid~ alltl\\ to detect the e\Oiution of the wa\ c pattern in the rod and to \'isualizc 
the pr.•cc's of solittln fnrmatit>n and 1ts succeeding propagation along the wa,cguidc. We observed 
thdt ,h,lch. \\a\C, (\\hJch arc rcsiduals of the initial shock wave used for soli ton generation) decay 
quid, I: . mo' ing along the rod. howewr, their velocities remain higher than both the sound velocity 
in pol: >t) re ne and the soli ton \clocity (from one frame to another the soli ton lags behind them). 
The soliton cxhihits a rather extended trough-shaped longitudinal wave, which is not followed by 
~n' t<:nsik wa,c. Mo' ing along the rod, the soliton does not undergo any noticeable change of its 
sh.tpc anJ amrlituJ~: Clln.lirming by that the well lu10\~n major property of any nonlincar solitary 
\\J\ c. w h1ch is <.ktcctt:d no\\ in a non linear clastic wave propagation. The lack of attenuation is the 
sccont.l di;tincti\ c snlitnn feature in comparison with any linear pulse, that is exp~cted to disappear 
in the poh s tcrcnc at the I 0 radii distance from the input due to wav~ dispersion and dissipation 
lthSC>: C\en ~ shm:k wa'c att~nuatcs dramatically moving along the polysterene rod. 

The liJI Iowing qu~ntitati\c estimations of the soliton pammetcrs were reached. TI1c soliton length A 
'"" mcasun:d direct!) from th~ interfcrogram. and the soliton amplitude A was calculated from the 
cmicr fnngc shift .~K obtained b) rccomtruction of doubly exposed holograms and shown on 
intcrti:rogram. 1 he 'aluc of A was fount.l by means of the following formula: 

t\ = - i,,..\K :~h[tn 1 - I)( I -2v) T v(n,- n0)]! (I ) 

"her~ n., and n, arc tralbparcnc: indices Of\\Jtcr and deformed material n:spccti,cly. A, is the light 
\\,1\dcngth. 2h < Rv is rod's thic~n~ss along the detecting laser light direction. We obtained the 
t(lll o" ing parameters for a typical recorded soli ton: A = 2.82 I 0""'; A= 32.5 mm >> ~ = 5 mm. that 
arc in a good agreement\\ ith o ur th~orctical estimations. 
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The following arguments may confinn the observation of the strain solitary wa,·e in our 
experiments. Firstly. there is no tensile area behind the observed long compressive wave, that is a 
typical feature of the localized non linear waves. Tensile areas, if any. can be easily ddectcd using 
th~ same apparatus: the fringes would be shifted in an opposite direction. Ho\\ever, nothing was 
obserYed behinJ the soli ton except straight fringes, i.e .. the rod was free of strain after the soli ton 
propagation. Secondly. e,·en at the distances, exceeding dozens of rod's radii. both the shape and the 
wave parameters remain permanent and do not exhibit any essential distonions in the uniform rod, 
that is. th~ nonlinear strain wave possesses one of the most distincti,·e feature of a soliton. The 
distance chosen for our obsc:rvations seems to be sufficiently large, because polystyrene is well 
known to b~ an efTective absorber of acoustic and shock wa,·es. The last was confinned by 
considerable decay of the remainder of the initial shock wave. which moved ahead of the soliton. as 
it is shown in Fig. I. 

The n~xt set of experiments has b~cn de,ot~d to the process of soli ton reflec tion from both the free 
and bounded tips of the rod. As it follnws from theory and numerical simulations \\hen reflecting 
from the free tip sol iron has to change its "polarity" and become the \\ave of rarefaction. Ho\\C\'er. 
\\:1\ c of such t~ pc can not propagate in a polystercne rod. Thus. it has to disappear quickly after the 
S<lli tnn rellccti<m In cxperim.:nts "~ h:I\C proved this conclusion. On the contra~. \\hi le rcll~cting 
from the buunded tip the solit<Jn ha., to conscrY~ its parameters and pass back \\ith th~ sam~ $hop~ 
and amplituJc Js the one incident to the tip. The only difference is some ph:1sc shift occuring as a 
result or rctkctivn. Th~ ~xp~rim~ntall~ rcconkd patterns of soli ton rcfk~tion sho" the considcrabl~ 
ri >e or'""<' ampliwdc n<.:ar the tip at the mom<.:nt of reflection. and the rdlcct~J soli ton propagating 
b,tck and ha' in!! the sam~ sh:1p~ and :unplitud~. The phase shift is diflicult to record using our 
apparatus. 

CONCLUSIONS 
Thus. using the las~r generator of v.eak shock wa,·es and the holographic interferometry setup. we 
have successfully generated. detected and recorded the strain solitary wave (the soliton) inside the 
nonlinearly elastic solid rod. Soliton detection may allow to introduce a new one-pulse technology 
in nondestructi \·e testing. to detcnninc intrinsic physical propenies of nonlinearly elastic materials 
and the wa,·eguide parameters. e.g .. the 3d order elastic moduli , which values are not reliably 
m~asured for many structural materials up to now. They can be of use for study of inhomogeneities 
and ca,·iti<.:s. in panicu!Jr, when the ultrasonic technique cannot be applied. However. the main and 
general result of th~ study sc~ms to be the proof of energy transfer for quit~ a long distance in 
e!Jstic solids made of materials, which arc not sufficiently transparent for linear strain waves and 
ultrasonic waves due to dispersive and dissipative features. 
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OPTICAL FLOW TECHNIQUE USED TO CHARACfERISE THE FLOW INSIDE 
DIFFERENT CAVITIES INTERACTING WITH A BOUNDARY LAYER 

AfifElcafsi, Alecsandra Rarnbert and Pierre Gougat 
LIMSI-CNRS, B.P. 133 91403 Orsay FRANCE 

Abstract An Optical Flow technique based on the use of Dynamic Progranuning has 
been applied to Particle Image Velocimetry yielding a significant increase in the accuracy and 
spatial resolution of the velocity field. We applied this technique to characterize the 
interaction between a laminar boWldary layer and cavities of different shape factor. 

The experimental characterisation of the interaction between a boWldary layer and a 
cavity was developed in order to valid a three dimensional computation code based on the 
L.E.S. method (Large Eddies Simulation). The main application of this work is the study of 
the pollutant transport and dispersion in a street canyon. 

INTODUCTION 

Th.: optical flow method (Quenot1
) offers a new approach for analyzing flow images. 

lt largely improves spatial accuracy and minimises the number of spurious vectors. 
Application of this method may help in quantitative analyses of several challenging problems 
of fluid mechanics, as well as in full plane validation of their numerical COWlterparts. This 
technique has been tested for calibrated synthetic sequences of images (Quenot et al.2

). It was 
observed that the accuracy remains better than 0.5 pixels/frame. 

We have used this technique in order to characterize flow velocity field inside cavities 
interacting with a boWldary layer, configuration which is similar to a canyon street. Much 
attention has been directed to the study of the various canyon flow regimes (DePaul and 
Sheih3

) since air flow is responsible for the transport of properties such as pollutants, heat and 
moisture. Canyon geometry is an important determinant of characteristic airflow observed 
within urban canyons. The transition between flows is determined by canyon geometry 

EXPERIMENTAL DEVICE 

The experimental configuraiion is presented in Figure l. The cavities we tested have different 
length ratio Ch2/L: 0.5; l; 2). 

At the entry of the cavity, the boWldary layer is laminar and it is matching with a 
Blasius profile (U.., is equal to 1.27 m/s). The boWldary layer velocity profile was measured 
using a hot wire. The velocity field inside the cavity was measured using an Argon laser and a 
Pulnix digital camera (768x484 pixels). Lycopodium particles and smoke were used as 
seeding. The image processing was made by PIV using the optical flow technique. 
Measurements were made for the both planes (XY) and (YZ). 
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Figure I Geometrical configuration 

OPTICAL FLOW COMPUTATION 

Optical flow computation consists in extracting a dense velocity field from an image 
sequence assuming that the intensity is conserved during the displacement. Several techniques 
have been developed for the computation of optical flow. The technique that was chosen for 
DPIV application was introduced by QUiinot1 as Orthogonal Dynamic Programming (ODP) 
algorithm for optical flow detection from a pair of images. It has been extended to be able to 
operate on longer sequences of images and to search for subpixel displacement. Compared 
with other optical flow approaches or to the classical correlation based DPlV, the optical flow 
has the following advantages: (i) it can be applied simultaneously to sequences of more than 
two images; (ii) it performs a global image match by enforcing continuity and regularity 
constrains on the flow field. This helps in ambiguous or low particle density regions; (iii) It 
provides dense velocity fields (neither holes nor border offsets); (iiii) local correlation is 
iteratively searched for in regions whose shape is modified by the flow, instead of being 
searched by fixed windows. This greatly improves the accuracy in regions with strong 
velocity gradients. 

EXPERIMENTAL RESULTS 

Velocity fields obtained inside the different cavities are presented in Figures 2, 
Figure 3 and Figure 4. 

For the cavity of (h1/L=O.S) shape factor, two counter rotating vortex are observed 
with eddies of smaller dimensions turning around them (Figure 2a and 2b).'A numerical result 
was obtained by L.E.S. (Large Eddies Simulation) for the same geometrical configuration and 
in the same flow conditions (Figure 2c). 

For the cavity of (h2/L=!) shape factor, only one vortex was observed (Figure 3b). 
The cavity of (h11L=2) shape factor is characterised by a more complex structure (Figure 4b): 
one greater vortex and other smaller size vortex of opposite sing. For the three cavities a 
velocity field measurement made in the YZ plane show that the flow can't be considered only 
bidimensionnal (Figures 2b, 3b and 4b). 

Measurements made after the cavities showed that the boundary layer was no longer 
laminar. A spectral frequency analysis of the hot wire signals was realised which showed that 
the frequencies were in the low frequency domain ( <200 Hz). This perturbation of the 
boundary layer was due to the exit of the vortex structures from the cavity. The flow 
visualisation (Figure Sa) confirms the perturbation of the laminar boundary layer. The 
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velocity field obtained in theses conditions show the translation movement of the vortex in 
this region (Figure Sb ). 

Figure 2a Figure 2b 

=========:::::::::: 

•'" 

Figure 2c 

Figure 2 Flow velocity fields obtained inside the cavity (h2/L=O.S) 
2a. (XY plane) 2b. (YZ plane) 2c. (X.Y plane: numerical results) 

Figure 3a Figure 3b 
Figure 3 Flow velocity fields inside the cavity (h2/L=l) (3a. (X.Y plane);3b. (YZ plane)) 
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Figure 4a 

Figure 4 Velocity field inside the cavity (h21L=2 (4a. (XY plane), 4b. (YZ plane)) 

Figure Sa Figure Sb 
Figure 5 Smoke visualisation of vortex release from the cavity (h2/L= I) (Sa) 

and the corresponding velocity field (Sb) 

CONCLUSION 

An Optical Flow technique based on the use of Dynamic Programming has been 
successfully applied to Digital Particle Image Velocimetry yielding a significant increase in 
the accuracy and spatial resolution. Results have been presented for an interaction between a 
boundary layer and a cavity modelling the flow in a canyon street. Using this algorithm, a 
dense velocity vector field for every pixel of the image could be obtained. 
Preliminary experimental investigations show that optical flow method can be successfully 
applied to extract velocity fields on smoke seeding image sequences on which classical cross
correlation DPIV fails. 

An important future development of the optical flow technique is its extension to 
three-dimensional velocity fields computation for which Dynamic Programming search is 
very well suited. 
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Comparative study of correlation-based PIV evaluation methods 
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Many evaluation methods applied to planar PIV data sets are based on correlation 
schemes. Optical correlation resulting in visible patterns of Young's interference 
fringes has been abandoned in favour of digital image processing methods. The 
correlation algorithms reported by Cenedese and Paglialunga (1990), Adrian (1991 ), 
Willert and Gharib (1991) can be accelerated by the FFT. Another means of 
acceleration is the .error correlation" (Hart 1996). The correlation function also serves 
for evaluating the planar data field if the velocimetry is performed by particle tracking 
(Huang et al. 1993; Kemmerich and Rath 1994; Okamoto et al. 1995). The evaluation 
methods reported by Gui and Merzkirch (1996, 1997) for tracking ensembles of 
particle images (.minimum quadratic difference· (MQD), .minimum absolute 
difference· (MAD) method) also incorporate the correlation function. The following 
algorithms that are described in the given references are investigated regarding their 
performance when certain parameters of the data sets and the evaluation procedure 
are varied (see table): 

Algorithm Evaluation function 

M-1 N-1 

Correlation A <l>(m,n)= I Ig ,(i,J) .g,(i+m,j+n) 
{•0 i•O 

Correlation B 
<l>(m,n)= ( )I ( )"t.·'Nf' [g,(i,J)-gJ[g ,(i+m,j+n)-g, ] 

M -m · N - n ,.o ;-o 

for m ~0, n ~ 0 

Correlation C <l>(m,n)= "f-'Nf'[g,(i,J)- i;} [g,(i+m,j+ n)-g, ] 
loO j•O 

I U' -M-1 N-11-l 

Error <I>(m,n) =l-( X )I I jKJ(i,J)-g,(i+m,j+n)j 
Correlation 

M - m N - n 1• 0 }•0 

for : m~ 0, n2:0 

Correlation- <l>(m,n)= I I;[g,(i,J)-g,j . [g, (i+m,j+n)-g,] 
Tracking 1•0 j•O 

M-1 N -1 2 

MOD-Tracking D(m,n)= I I(g,(i,J)-g,(i+m,j+n)] 
... o }·0 
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M-1 N-1 

MAD-Tracking D(m,n) = L Ilg,(i,j)- g, (i + m, j + n)l 
1•0 ,.o 

The algorithms are compared by applying them to the evaluation of simulated 
(artificial) PIV recordings, in which the particle images are distributed stochastically 
and have a Gaussian grey value distribution. (Willert and Gharib 1991; Westerweel et 
al. 1997). The influence of three different parameters on the evaluation accuracy is 
studied.: 

1. Particle displacement 
60 simulated pairs of PIV recordings of size 768x512 pixels and particle 
displacements ranging from 0,05 to 5 pixels are generated. The RMS values of the 
evaluation errors, with reference to the known true displacement, are shown in Fig. 1 
for the different algorithms used. The errors determined for the tracking algorithms 
are periodical functions with the periodicity of 1 pixel. The MOD method here 
produces the smallest error. The pattern shown for the correlation algorithms A,B,C 
can be improved by applying the window off-set technique (Westerweel et al. 1997) 
so that the displacement to be measured is reduced to values below 1 pixel. 

0.40 
___,_ Cor. A - Cor.-Tracking 

035 -<>-Cor. B -MOD-Tracking 
-cor. C --MAD-Tracking 

~ 0.30 -- Error Cor. 
Qi 

·6. 0 25 0. 

0 0.20 
t: 
Q) 

Cf)0.15 
~ 

a: 0.10 

0 .05 

0 0.5 1.5 2 2.5 3 3.5 4 4.5 5 
Particle displacement (pixel) 

Fig. 1 Evaluation accuracy as function of 
particle displacement 

2. Interrogation window size 
15 window sizes ranging from 16x16 to 128x128 pixels are used for the evaluation. 
The resulting RMS errors are shown in Fig. 2. The tendency is similar for all 
algorithms tested. The influence of the window size is prominent for small windows. 
Low RMS error values for small window sizes are mandatory for resolving small scale 
flow structures. 

3. Non-uniform velocity fields 
While the previous examples correspond to a constant velocity flow we use here the 
simulation of a PIV recording taken in a flow with strong non-uniformities (vortical 
flow). The influence of the interrogation window size on the evaluation accuracy is 
tested; the RMS error shown in Fig. 3 is the average error for the whole field 
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evaluated. Each algorithm has a critical value for which the RMS error is minimal. 
The increase of the RMS error for increasing window sizes beyond the minimum 
must be explained with the increasing non-uniformity of the particle image 
displacements included in the windows of larger size. 

0 .25 .-------------------, 

0.20 

Qj 
)( ·a. 
00.15 

g 
~ 0.10 
~ 
ex: 

0.05 

0.00 
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.Cl) 
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Displacement: 0.3 pixel --<>-Cor. A 
-e- Cor. B 
--<>- Cor. C 
-Error Cor. 
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Fig. 2 Evaluation accuracy as function of 
interrogation window size in uniform flow 
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-e- Cor. B 
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-+- MOD-Tracking 
--+- MAD-Tracking 
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window size (pixel) 

Fig. 3 Evaluation accuracy as function of 
interrogation window size in non-uniform flow 

128 

128 

These parametric studies allow to select the appropriate evaluation algorithm if a 
specific accuracy is desired or needed. Additional parameters that are also 
investigated and of practical interest are the influence of particle image size and 
evaluation speed. 
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Summary. The videograrnmetric system was developed and applied to industrial control of the 
geometrical parameters of railway wheels. The measuring system uses three videogramrnetric 
channels. Two of them apply the laser light sheet scheme. These channels have a measurement 
range of 500x500 mm. The measurement errors of each of the two coordinates do not exceed 
0.15 mm. The third channel is constructed under a shadowgraphic scheme on base of a light beam 
of radial rays and provides the measurements of the wheel rolling surface geometry. This channel 
has a measurement range of 120x l80 mm and measurement tolerance of 0.05 mm. The 
measurement system has been placed in operation on the industrial conveyor at Vyksunsky steel 
works. It operates in real time with the conveyor. 

Introduction 

Traditionally different optical methods are extensively applied at the Central Aero-Hydrodynamic 
Institute (TsAGI) for non-contact measurements in aerodynamic experiments [1,2]. In the last years 
a number of the optical systems was developed in the TsAGJ for measurement of geometrical 
parameters. These systems are based on the videogrammetric method and intended for three typical 
applications: 

• measurement of movement and defonnation of the aircraft models in wind turtnel [3]; 
• measurement of movement and defonnation of blades of full-scaled helicopter rotors [ 4]; 
• measurement of geometrical parameters of the different complex shape objects. 

This paper presents one practical case of the third application. The videogrammetric system in this 
case uses video cameras with CCD-array, modem computer facilities and methods of numerical 
images processing. This system is intended for indilstrial control of geometrical parameters of the 
railway wheels at Vyksunsky steel works. 

Measuring system brief description 

The measuring system for industrial control is built-in on an existing factory conveyor line and 
structurally includes two basic subsystems: 
I . Optico-mechanical stand located on the conveyor and including, first, a electrical & hydraulic 

system of transportation of the wheel to a 
measurements zone and its rotation with 
technological control facilities and, second, a 
videograrnmetric system, located on a rigid 
metal skeleton. The whole stand is cover by 
light-proof box (Fig. I). 

2. Central digital-control system built on the 
base of the "Pentium" personal computer. 
This system is installed at a special control 
room. 

The videograrnmetric system consists of the 
following main principal partitions: 

• an optical system; 
• a digital system of the acquisition and Fig. I. The exteriors of the optiro-mecbanical stand 

processing of the image information and 
control system operating in rate of the conveyor; 
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o an original technique and means of calibration; 
o software package. 

The structural scheme of the video-optical system is presented on Fig. 2. The system contains three 
video-optical channels - A, B and C [ 5]. 

The A and B channel is intended to measure 
geometrical parameters of a relief of inside and 
outside surface of the wheel (top and bottom in a 
position of the control). These channels are based 
on the same principle of a cutting light sheet [6] . 
Each of the A and B channels contains two 
functional units mounted on a general rigid frame: 
a laser projector and analogue CCD camera. The 
laser projector creates a light sheet falling in radial 
section on a surface of the wheel. It contains a 
continuously operated He/Ne laser with power of 
radiation about I mW with wavelength of 0.6328 
microns and optical lens system including 
spherical and cylindrical lenses. The optical axes 
of both laser projectors are located vertically at a 
distance about 300 mm from the wheel axis and 
are directed towards each other. The light sheets 
are passed through the wheel axis. In front of 
objective of each video camera a red optical filter 
is installed. which lets the laser radiation pass and 
cuts radiation of a blue-green spectrum range. The 
optical axes of CCD-cameras are directed under an 
angle about 45 degrees to a light shert. 

The C channel is intended to measure parameters 
of rolling surface profile of the wheel felloe. This 

CCD<amo<o 

Fig. 2. The structllnll scheme of the video-optical 
system 

channel is built under the shadowgraphic scheme with radial beams. The C channel contains the 
source of a radial light beam and analog CCD camera both mounted at one side of the wheel, and 
retroreflective screen installed at the other side of it. The optical axis of video camera of the channel 
C is oriented horizontally, perpendicular to the light sheet and is positioned at a distance of the 
wheel radius (about 485 mm) from the axis of rotation. The C channel camera is supplied with a 
blue-green optical filter, which prevents the He/Ne laser radiation from passing into the camera. 
The light source contains a condenser lens and blue-green optical filter. 

The digital image acquisition and processing system is implemented on base of a <<l'entium» 
personal computer equipped with additional specialized boards connected to it's information bus. 
These boards are: a standard videomultiplexer "Data Translation CPX-7", a standard board of a 
digitization of the video-images "Data Translation QCAP-55", and a non-standard board of the 
parallel input/output interface. 

Calibration technique 

Accuracy of measurement of geometrical parameters depends on accuracy of determination and 
stabiliry of all parameters of the functionally complex operating characteristic of each of the three 
channels. The calibration is perfomted with the help of a special developed calibration facility, 
which can provide: 
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• initial and periodic adjustment of 
measuring system; 

• calibration of system with obtaining 
of the operating characteristic 
parameters and estimation of 
measurement tolerance; 

• metrological certification and 
verifications of measuring system. 

?J 

The structure of the calibration facility is 
shown on Fig. 3. The calibration facility 
has an assembly frame, figured horizontal 
rod and profiled small board installed 
sequentially on an assembly frame. This 
facility provides establishment of 35 
marker node points (7 positions of the rod Fig. 3. Calibration facility 

in the vertical direction by 5 marker node points in the horizontal direction) for each of three A, B 
and C channels. The measurement area in two axes (the view fields) for A, B and C channels is 
graphically represented in Fig. 4. This area is correlated with the CCD-array frame projection. The 
circles indicate the reference points that are established during calibration. 

Fig. 4. View artaS and reference point for calibration 

The results of numerous calibrations showed that measurement tolerance (root-mean-square value) 
for channels A and B does not exceed 0.1 mm and for channel C - 0.05rnm. 

Sequence or measurements 

The measurement process, which is fairly complex, can be outlined as follows. When a wheel 
comes to the measuring stand, the system locks the conveyor to prevent next wheel's arrival. The 
wheel is lifted to measurement position with the help of hydraulic mechanism. At the same time the 
wheel is driven into rotation with a period of20 seconds. 

As the wheel is being turned, a required number of its radial sections are examined by getting 
images from the 3 channels. While the wheel is turning between two subsequent examined sections 
preliminary processing of the images is carried out: the coordinates of points of three channels are 
combined into whole contour of radial section (Fig.5) and the results are stored. 

Usually one wheel revolution is enough to get images of the required number of sections. 
However, if it is necessary to investigate a wheel in greater number of radial sections, it can be done 
during several revolutions of the wheel. When the measurements are over, the wheel is lowered to 
the conveyor. Then the conveyor is be unlocked and the measurement stand is ready to receive the 
next wheel. 
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While the wheel is being lowered, the system makes final processing of the measurement data. The 
measured separate radial sections are bound together and compared with the wheel mathematical 
model and the generalized geometrical parameters ofthe_~~eel are determined. 
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Fig. S. Graphic presentation of measurement ~uhs and their comparing with mathematical model 

By the moment, when the stand is ready to accept the next wheel, the results of measurement of the 
previous wheel are ready. The whole cycle of the measurement of one wheel takes 43 seconds. The 
generalized geometrical parameters are stored in a database in tabular format text files. The most 
important parameters selected by administrator are displayed on the screen of the conveyor 
inspector. The contours of sections of the wheel are represented in the graphic form on the screen of 
the monitor. An example of the monitor screen output is shown on Fig. S(b). In this picture a 
contour given by mathematical model is also shown. The system supports the animated 
representation of this graphic information. 

This measuring system provides measurements of 6 ... 12 radial sections per wheel revolution 
and has productivity of about 80 wheels per hour. It is necessary to note that the duration of graphic 
representation of results or animation can not be performed during 43 seconds period, therefore this 
feature cannot be enabled in the automatic check mode. It will be necessary either temporary to stop 
the conveyor or to miss to check some of the wheels. To enable the features of graphic results 

·representation and animation in automatic mode will require connection of an additional personal 
computer. 
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Summary Visualization of heat transfer enhancement regions was made for a pair of jets 
obliquely discharged into a crossflow. The present study was provided to examine the interaction 
between the two oblique jets and also to compare two cases of vertical and oblique jets. The 
temperatures of the heat transfer target surface were visualized with therrnochromic liquid crystal 
sheets. The colors of the liquid crystal images taken by a CCD camera were transformed accurately 
and effectively into the temperatures by means of the neural network technique to obtain Nusselt 
number distributions on the target surface. Fluorescent dyes were added to the jet fluid to visualize 
also the cross-sectional flow patterns with the light sheet of a laser. The most important parameter 
used in the present study was the velocity ratio VR of the jet to the crossflow besides Re)nolds 
number. It was observed that the behaviors of large-scale longitudinal vortices generated by the 
oblique jets were affected by the mutual interaction between the two jets. The locations of the 
longitudinal vortices were found to correspond well to the Nusselt number contours, the ridge lines 
of"hich, in particular, were situated almost parallel to the axes of the longitudinal vortex. The 1:1\0 

ridgetops or peaks were observed in the Nusselt number contours. In the case of the oblique jets, 
the upstream peak was higher than the do,.,nstream one in higher VR ratio, while in the case of 
vertical jet the downstream peak was always higher than the upstream one. 

ABSTRACT 

As an effective method to enhance heat and mass transfer, impinging jets have been used in many 
industrial applications; the drying process of papers and films, the tempering process of glass, the 
annealing process of steel, the cooling process of gas turbine system and electronic components, 
etc . Numerous analytical and experimental studies have been made to investigate the basic heat 
transfer characteristics of jet impingement; Gardon and Akfirat1

"\ Sparrow and Loveltl, Pamadi and 
Bclov•, Goldstein et al.s, Goldstein and Franchen6

, Chang and Mills7
, Lytle and Webb8

, Lee et a1.9, 

San, J.Y. et al. 10
, etc. They have examined the effects of Reynolds number, nozzle-to-plate 

distance, nozzle configurations, jet temperature, and jet orientation upon the heat transfer 
performance of the jet impingement under the conditions of air impinging jet onto a flat surface 
without cross flow. Effects of cross flow on jet impingement heat transfer also have been examined 
by Metzger and Korstad 11

, Sparrow et al. 1
\ Bouchez and Goldsteinll, Goldstein and Behbahani 14

, 

AI-Sanea1s, etc. 
The authors previously focused on the jet orientation under crossflow conditions to 

intentionally generate large-scale steady vortices and enhance local heat transfer coefficients, and 
carried out the flow visualizations and heat transfer experiments for an obliquely discharged jet into 
crossflow1

6-
17

• A single jet was installed on the duct wall opposite to the heat transfer target wall so 
as to impinge obliquely on the target wall. The jet orientation was defined with two angles; one is a 
pitch angle measured up from the nozzle-installed wall and the other a skew angle measured 
relati vcly to the crossflow direction. The visualization results demonstrated that a pair of counter
rotating longitudinal vortices generated by the oblique jet elongate heat transfer enhancement 
regions spanwisely and streamwisely. 
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In the present study, the attention was paid to the effects of flow and thermal interactions 

between two oblique jets on jet impingement heat transfer. Visualizations were made for flow and 
heat transfer fields modified by the interaction between the two jets obliquely discharged into 
crossflow. Then, the heat transfer characteristics were compared between vertical and oblique jet 
cases. 

Figure 1 shows a schematic illustration of the flow configuration together with the present 
experimental set-up. The two oblique jets were situated in in-line arrangement with a streamwise 
distance of 10 nozzle-diameters. The skew angels measured relatively to the crossflow direction 
were set to be +90 degrees for the upstream-side jet, Jet 1, and -90 degrees for the downstream-side 
one, Jet 2, while the pitch angle measured up from the nozzle-installed wall was fixed at 45 degrees 
for both jets. The pitch angles of both jets were changed to be 90 degrees for the vertical 
impingement case. 

Cross-sectional jet flow fields were, first, visualized with the addition of fluorescent dyes or 
tracer particles illuminated by a planar Nd:Y AG pulse laser light. The cross-sectional images of 
flow pattern were taken with a CCD camera set up downstream. The velocity vectors were 
calculated by using the scattering images of the particles and the PlY (particle image velocimetry) 
system. Thermochromic liquid crystal was used to estimate the surface temperatures of heat 
transfer target plate18

• Another CCD camera was set up above the top plate, that is the target plate, 
of the test section to monitor the li~uid crystal colors through the plate. The hierarchy neural 
network method proposed by Kimura 9 was applied to transform the calor images into temperature 
distributions and then into the Nusselt number distributions. 

Figure 3 shows a typical snapshot image of the cross-sectional flow patterns at xld = 20 
downstream of the two oblique jets. d and x, respectively, denote the diameter of the jet nozzle and 
the streamwise distance from the center of the upstream nozzle .. ll1e Reynolds number based on the 
hydraulic diameter of rectangular test section was equal to be 5,000. The cross-sectional flow 
visualization clearly reveals that three major large-scale longitudinal vortices, VI, V3 and V4, not 
the two pairs of the cotmter-rotating vortices inferred from the above-mentioned single jet case, are 
generated in the downstream of the two jets, together with one more obscure small-scale vortex, V2. 
V3 and V 4 denotes a pair of longitudinal vortices generated by the downstream-side jet, Jet 2, while 
V 1 and V2 a pair of the vortices by the upstream-side jet, Jet I. Although it is difficult to find the 
image of V2 vortex in Fig. 3, the rotating motion of the V2 vortex was observed on the monitoring 
screen of video cassette-tape recorder. The vortex, V3, dominantly affects the behavior of the V2 
vortex, although the V2 vortex should be relatively intense similar to V3 according to Refs. 16 and 
17. It is, therefore, found that the interaction between the two in-line oblique jets has significant 
influence on the formation of longitudinal vortex. 

The heat transfer enhancement regions were observed corresponding to the locations of the 
above-mentioned longitudinal vortices generated by the two oblique jets. And, also flow patterns 
and heat transfer distributions were compared between the oblique and vertical cases of the two jets. 
Figure 2 shows the contours of Nusselt number distributions on the target plate in the cases of (a) 
VR = 3 and (b) VR = 5 tmder the same Reynolds number, Re = 5,000. It is clearly seen in this 
figure that the Nusselt number distributions depend on the velocity ratio, VR, and two peaks appear 
in both Nusselt number contours. The upstream peak to which Jet 1 mainly contributed was higher 
than the downstream one in larger VR cases, and vice versa in smaller VR cases. In the case of the 
vertical impinging jet, on the other hand, the downstream peak is always higher than the upstream 
one. Close observation reveals that the ridgelines of the Nusselt number contours, that is, the lines 
connecting the maximum positions in the spanwise Nusselt number distribution at every streamwise 
location were situated almost parallel to the axes of the vortex centers. The valley between the 
ridge lines corresponds to a relatively lower Nusselt number region in the middle of the V2 and V3 
vortices. These two vortices may obstruct the crossflow especial~ in the vicinity of the target 
surface, identified with the vortex visualized in the previous study1 

• More details about relations 
between vertically and obliquely discharged jets will be given in the presentation of the 
Colloquium. 
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Fig. I. Flow configuration. 
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\, 

Fig. 3. Flo}Y visualization of two oblique jets (Re= 3000, VR = 5 and x/d = 20). 
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QUANTITATIVE ANALYSIS OF MELTING BY IMAGE PROCESSfNG TECHNIQUE 

1 6zef GoScik 
Bialystok University ofTechnology, Wiejska 45C, PL 15-351 Bialystok, Poland 

Summary Image processing is applied to investigate melting of a subcooled paraffin. In general, the 
experimental method proposed is to make analysis of the visual information automatically by means of 
digital processing. The technique was applied: to visualise steady state melt contours strongly influenced 
by natural convection, to obtain quantitative data such as area of regions occupied by either phase, to 
detect shape and location of the solid-liquid interface, and finally to obtain volume of the material melted 

lNTRODUCfiON 

Melting I solidification attracts still attention because of wide application to industrial purposes and 
frequent occurrence in nature. More recently, strong effo11s have been made to understand better 
and to develop the best mathematical models and numerical algorithms suitable for prediction 
strongly conjugated solid-liquid phase change processes when occur with assistance of natural 
convection. One. among many others interesting aspects of the investigations, is a complex 
behaviour of the solid-liquid interface and consequently melt contours Two approaches can be 
distinguished in experimental methods applied for this subject. First one, invasive. which is based on 
a posterior deduction and estimation of the front location from measured temperatures fields 
Second, non-invasive, are the optical methods Present knowledge of the author says that such 
approach is mostly performed in traditional way what means that visual information is recorded by a 
conventional camera. The aim of the work is to propose an idea of how analysis of the aspects 
mentioned could be make automatically by use a technique successively applied in the image 
processing/machine vision. 

EXPERIMENTAL APPARATUS 

When solid-liquid phase change process occurs in a chamber specially prepared for the visualisation, 
some backlight discloses the solid state matter as the black region and the liquid is transparent 
(white) The feature is ideal for automatic detection of individual groups ofpixels, which characterise 
the same intensities in individual phases, and consequently for digital processing capabilities' . To 
carry out the idea into practice, an experimental set up was completed. It consists of a test unit 
where the phase change process studied takes place, illuminating accessories and complete system 
for image acquiring and processing 

Heat Transfer Apparatus 

The experimental study of the melting process is performed in a specially designed test unit The unit 
has a form a cube which two metallic vertical walls are thermally active In details, one of the vertical 
sidewall is maintained at uniform temperature which is lower than a· (a· being the phase change 
temperature) and the opposite one at the temperature which is greater than a· All the remaining 
walls were made of plexiglas. The proposed configuration allows obtaining visual observation and 
record melting evolution. The more detailed description of the unit can be found elsewhere2 N
octadecan {99%) was chosen as a test material This substance has the liquid phase transparent and 
solid core that block the light passing through. 

Illumination 

The essential effect that creates shadows was attained by background illumination In the experiment 
it was a diffuse white light source {200W) located at the backside of the test unit. This arrangement 
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provided possibilities for the camera to acquire images as shadowed two regions, very distinct, with 
respect to light intensity. Because of transparency of the liquid phase the configuration gives only 
information on total quantity of the melt. To make the experiment fully automatic it is necessary to 
separate region of interest (ROt) which physically corresponds to the entire region filled by the phase 
change material. To do this lighting system was completed by front light 45• (two halogen lamps 
200W) illuminating on front of the test unit. The ROI was prepared by painting borders of the 
plexiglas plate with matt red paint. 

Video equipment and image processing system 

The system for analysis of visual information consists of two essential parts. equipment operating on 
analog video signals and digital part for sampling signals. Video equipment consists of Sony DXC-950P 
3CCD colour video camera with VCL-714BXEA zoom lens attached to, Sony camera adapter CMA-02, 
Sony remote control unit RM-C950 and Sony trinitron colour video monitor PVM-14M4E Thus, 
collected video equipment allows to very comfortable location on the object by adjusting iris, focusing and 
zooming manually as well as automatically. CCD camera, for image acquisition and processing is 
connected to the computer (Pentium 200Ml'v!X, Windows NT) where Matrox Meteor frame grabber 
resides, specially designed for acquisition RGB video format signals Image processing operations were 
performed on 740x542 pixel size images using specialised software Matrox Inspector> (V er 2 I) The 
program pro,ides also camera interfacing and access to grab features of digitizer 

ll\-lAGE PROCESSL"'G 

At the stage of research project the main interest was concentrated on analysis of the final. stead} state 
regime when melting process is terminated because of the subcooling The time scale of an experimental 
run ranges from 8 to 12 hours depending on parameters of the experiment Thus, the images were 
grabbed manually and saved on the disc The image processing was performed in three main steps Step I 
calihration of the image for which script code was prepared that detects edges and corners of ROI (all the 
operations at the step were performed on the original signal - the CCD camera works with video signal 
mode 24bit. 3-band RGB). Step 2 phase change (ront delerminalion that means a detection of contour 
which correspond solid-liquid interface (first of all the RGB signal was analysed for rejection anificial 
effect of the uneven back lighting, next image gradient determination, gradient histogram equalisation and 
finally abstraction previously locked image were performed). Step 3 area mea~uremenl of the region 
occupied by liquid phase taking the solid core as a background black regions (the step was perfom1ed in a 
sequence of following operation: format acquired image converted from RGB (all band) to the 8 bit 
unsigned format, next binarized, segmented and finally proceed by blob analysis procedure) 

CONCLUSIONS 

The technique has been applied to a number of experimental runs, from which the results obtained were 
also worked out traditionally by making photographs and the planimeter As expected, the comparison 
showed that image processing methodology is more accurate, flexible and much more fast. The conclusion 
seems to be very important because the hardware requirements in general are considerably less dem.and'ng 
than that used in the experiments reported (B/W camera provided that ROI is specially prepared an~ 
unique marked, low cost typical frame grabber). 

REFERENCES 

I. Russ. John C. : TI1e Image Processing Handbook. 2"' ed .. CRC Press. Inc .. Boa! Ra1on. Florid.1 1995. 
2. GoScik.J .. Kolodziejczyk. W. All e.<perimcntal investigation of melting of tl1c subcoolcd pure norullclallic Jn.11<erial (in 

prc:parntion). 
3. Matro.x Inspector V cr. 2.1 User Guide. Mnrox Electronic SySicJns Llcl. Canada. Quebec t 997. 



http://rcin.org.pl

Pedagogical Applications of Photoelastodynamics 

for Solid Mechanics and Dynamics of Structures 
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ABSTRACT 

Thi~ p.1per presents developments realiLed on photoclastodynamic bench of ENSICA's Department of 
Mechani.:al Engineering. Cla"ical wa' c, vibrating, shock and rotating parts theories. were compared 
with color pictures of isochrurntc !me' obtamed "ith rapid camera and urethane resin specimc:ns. For 
non-linear '>hock and large detle.:tion. explicit code LS-DYNA has been used. Then, the facility has 
ocen U>ed to analyst: dynamtc work of gears for power transmission, in comparison with numerical 
computation' performed at E:\SICA. In additton. tht~ development has lead to a demonstration which 
i; now induded in engmccnng lir\t year general courseware. about stress analysis. It is now planned 
to vi~u;tltlc vibratmg membrane \\a,·c, etgen,hape' in isotropic and onhotropic mc:mbrane. 

I I:--;TRODL'CTIO:\ A:\D PRES E:--;TATIOI'o< OF BE:"'CH 

Photocla,tictty is often used to visuali1e structural strains in resin specimens of at surface of real 
parts. Thi, proce-.s. based on birelnngency of transparent materials. related with >tre;se>. allows a 
global view of informations concerning plane stress field : direction and relative values of principal 
stres-.e' by isoclinic and isochromic patterns (ref.[ I]) . 

With cla'>ical rhotoelastic materials, strains induced by volumic loads are generally not sufficient for 
convenient vi>ualization , thrs lunit:mon oblige~ in fact to simulate those loads by contact applied 
forces, which make' the model more approximative. Membrane compression and shear waves could 
be ob,crvcd w''h high speed camera.<; and low module resins (ref.[2]). The main problem is due to 
high speed of wave propagation in re .. ins, combtncd with the necessity to have a significant 
photoelasttc con>tant of material. The plane stress membrane compression and shear wave 
propagation speeds are re<;pectively : 

[ -V 
and CL = C (I+ V)(J - 2v) 

where: c = ~ : basic bar tension-compression propagation speed 

E.v,G.p :Young's and shear moduli, Poisson's ratio and specific mass 
of ela.>tic material 

Cp = c / I , : cla.\sical plane stram wave propagation speed. vi- v-
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With classical resins. c range is 1800 rnls, which leads to ultra-rapid mechanical phenomena. 
practically impossible to observe, the total time of propagation of mechanical perturbation across 
standard test part {200mm) being approximately lOO J.lS. 

Urethane resins present interesting mechanical characteristics for this purpose : E = 7 MPa. v = 0.46, 
p = 1100 kg/m3, which lead to c = 80 rn/s. Using this type of material. we have developped at 
ENSICA a pedagogical bench for visualization of dynamic plane phenomena. based on a classical 
photoelastic test-bench (fig.!). basically for pedagogical demonstrations for elastodynamic and 
structural dynamics course wares. and also for developments of gear and local dynamic investigations. 

y 

Observation ' ID Q 
- rapid camera ~ · f--f. / ;:,_f. -eye x ~@ 41' 

•

-sensor . ~- ').0f'~ -j'~:,/'J'·-' lr,... '• Polanzer I 
"' · I Ouarter-Wave 

~- I ' Plate _______ _ 
- - Source of light 

Quarter-Wave _flash 
Analyzer Plate _ _ . 

Doubly refractinf: - stroboscop1c lamp 
loaded specimen - ~ontmuous lamp 

_U'!thane r:esin plate 

Figure I : Photoelastodynamic Bc:nch. 

We h:l\e focused on visualization of isochromic patterns, which can be defined as lines where the 
difference of principal plane strc:sses is constant ; thus. isochromic fringes are level-curves of in-plane 
shear stress. 

On isochromic fringe: number n: O'u- O'A = 2<p = n 0'1 

where : crA. cr3 . 'tp :in-plane principal and shc:ar stresses in loaded specimen 
cr, : isochromic fringe: unitary stress value. 

This value is obtained by simple tensile test of material: cr, = ;\ 
p 

where : :>.., : wavelc:ngth of observed isochromic fringe 
kp : photoelastic constant of specimen material 

t : thickness of specimen. 

Isoclinic patterns being eliminated by two quarter wave plates, isochromic remaining "maps" were 
obsaved by different ways : stroboscopic lamp with classical observation or continuous lamp with 
high speed photo (color) or video (monochromatic) camera. 
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11 APPLICATION TO SIMPLE ELASTODYNAMIC CASES 

The bench was used to test the capability to demonstrate effects of centrifuge volurnic forces on 
cotating parts. The simple two blades system, consisting in rotating beam has been tested first (flg.2). 
Other rotating shapes were also considered (fig.3). 

Fig.2 : Rotating beam vizualized with rapid camera·(2SOO images/sec). 

Fig.3 : Stroboscobic visualization and numerical Samcef implicit model of square cotating plate. 

Shock loads were then approached, in a first step on classical rectagular plates (flg.4), and after on 
clamped beam (flg.S), with filmed observation of free vibrations after shock, in accordance with 
beam eigenshapes. 

Fig.4 : Photographic visualization of isochrorns at shock contact on rectangular plate. 
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Fig.5 : Photoelastodynamic image and LS-DYNA explicit model of shocked bending beam. 

Ill APPLICATION TO GEAR POWER TRANSMISSION DYNAMIC APPROACH 

The bench is now used to investigate dynamic stress distribution in working gears, with 20123 teeth 
transmission. Considering previous experiences, the stress value precision for comparison with 
analytical and numerical models, can be considered as reliable with 15% margin. This "allows 
qualitative and quantitative qualifications for different theoretical approaches. 

Fig.6 : Photoelastodynarnic image and LS-DYNA explicit model of gear teeth transmission. 

IV CONCLUSION 

The photoelastodynarnic approach is now included in basic engineering training of EN SI CA, as 
complement and practical activity related with solid media and dynamics of structures course wares. 
This method allows various simple and pedagogical demonstrations, but also qualitative and 
quantitave complementary datas for elastic mechanisms models. 
Developments now in progress consider permanent vibrating eigenshapes systems in isotropic and 
orthotropic membranes. The interest of orthotropic materials consists in applications to composites, 
with dynamic global behavior, and also local approach of resinlfiber interfaces. 
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MEASUREMENTS OF TEMPERATURE OF DROPS 
WHEN IN FLIGHT 
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Simulation tests of aircraft icing have been usually performed with clouds 
of supercooled water drops whose median volume diameter was about 20 J.l.m. 
For these sizes, drops were assumed to be at the static temperature of the flow. 
There is a recent interest in simulating freezing drizzle {diameters up to 500 J.l.m) 
and it is necessary to measure drop temperatures before impaction on obstacles 
because the cooling time increases with drops size and may become larger than 
the transport duration of drops. 

There exist some techniques which can be used for droplet temperature mea
surement, like rainbow angle measurement , dual burst technique or extended 
phase doppler anemometer [1]. These techniques are applicable only if the refrac
tive index variation of the liquid varies significantly with temperature. However, 
this is not the case for water from the supercooled state (around -40 oq up to 50 
°C. So, we choose another method based on Laser Induced Fluorescence (LIF) of 
a dilute organic dye. 

Guilbault (2] has pointed out that fluorescent molecules like rhodamine B are 
very sensitive to a temperature variation (temperature quenching), and Nakajima 
et al. (3] have used this organic dye to measure the temperature of a liquid flow 
by Planar LIF (PLIF). We show here that LIF could be employed for temper
ature measurement of a liquid phase dispersed in a gas. A theoretical analysis 
using quantum mechanics, geometrical optics and generalized Lorenz-Mie Theory 
(GLMT) yields, for low rhodamine B concentration C and a drop diameter D 
smaller than the beam diameter w0 , the following expression for the intensity of 
fluorescence emitted by a drop crossing a laser beam at a distance y from the 
axis: 

(1) 

where ! 0 is the incident intensity on the beam axis, T is the volume average drop 
temperature (inK), Kopt and K,pect are constants depending on the optical setup 
and characteristics of fluorescent molecules, respectively. The constant {3 has to 
be determinl:"!d by calibration. A validation of equation (1) was performed with a 
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simple experimental setup. A monodisperse injector, filled with a water solution 
containing 10-4 mol.l-1 of rhodamine B, was placed vertically and produced 
periodically droplets with a nominal diameter of 92 J.Lm. The initial temperature 
of droplets was known and adjustable. Tests on polydisperse sprays were done 
using the bjector in some peculiar modes. Falling drops were illuminated by a 
60 m W Ar-ion laser (with >. = 514.5 nm) and fluorescent red light was collected 
on a photo.nultiplier after passing through a pass band filter centered at 600 nm 
(maximum peak of rhodamine B fluorescence). Signals were then analyzed on an 
oscilloscope. 

The results confirmed that the equation (1) is correct for temperature above 
293 K. Although accuracy is limited here to 0.5 K due to thermal probe un
certainty, the measured value of coefficient {3 indicated that the accuracy on 
temperature measurement could reach 0.1 K. 
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Summary Three-dimensional localisation of an arbitrary tool or the particles in flow in 3D scene 
is developed. It combines three arbitrarily localized cameras and system of calibration points. 
Least square data fitting is used to solve set of algebraic equations obtained for points localized 
at three planes of the cameras. At the present stage an accuracy below I mm is obtained for a 
typical 0.2 m3 3-D scene. Quasi real-time (10 fps) data evaluation can be achieved using 32-bit 
frame grabber (AM-STD) and 450 MHz Pentium Il processor. The primary application of the 
system is live tracking of a surgical tool within an operative field and displaying tool's position 
on a set of diagnostic tomographic images. 

INTRODUCTION 

An accurate description of observed phenomena plays a significant role in the experimental 
mechanics. It is obvious that real world is three-dimensional in space. However, for a long time 
the complexity of three-dimensional systems forced us to rely on theoretical models and data 
acquisition tools, which used two-dimensional description of the real world. Such approach, even 
if sometimes successful, needs real i.e. three-dimensional experiment to be verified. With this 
objective in view several three-dimensional recording systems have been developed in the last 
decade. In fluid mechanics stereoscope viewing systems has been adapted to follow particle 
tracks [I) or to acquire three-dimensional velocity vector field (3-D PIV) [2,3). Three
dimensional visualization of the complex flow or mechanical structures became possible with the 
development of holographic tools. But probably most revolutionary progress is observed in 
medicine [ 4 ), where the tomographic reconstruction of three-dimensional images became 
standard nowadays. In the following we would like to describe our efforts to construct three
dimensional tracking system based on the directional observation system. It is extended version 
of a natural stereoscopic viewing set. Our primary aim is to provide real time 3-D navigation 
system for surgery, but system can be applied as well for particle tracking in fluid mechanics or 
machine vision control in robotics. 

DATA ACQUISITION APPARATUS AND PROCEDURE 

Tite acquisition system consists of three synchronised CCD cameras, arbitrary located in 30 
space. Two identical monochrome CCIR cameras (Sony XC77CE) and one RGB colour camera 
(Sony XC003) are used. Presently, the colour infonnation is used only to enrich human 
observation of the viewing area. Data acquisition system is based on a single 32bit PCI frame 
grabber AM-STD (Imaging Technology Inc.) equipped with a dual RGB input port. Two 
monochrome cameras and the red channel of the RGB camera are connected to the three separate 
inputs of the board, i.e. the red, green and blue channels. In such a way simultaneous acquisition 
of three video channels into computer memory is made possible. Each video channel has 8-bit, 
768x548 pixels resolution. Images from the cameras are continuously displayed on three video 
monitors to help in adjusting the cameras. They can be displayed on SVGA screen through the 
frame grabber too. 
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Figure I. Schematic of the acquisition system: DOS based acquisition computer with three 
cameras; active markers (LEDs) are used in the tracked tool and the calibrator. 
The second PC running Linux is used to display the actual tool position within 

pre-loaded set of the tomographic images. 

Our target is a model of surgical tool, IScm long plexiglas rod moving freely in about 0.3m3 

observation volume. One of the problems appearing in building tracking procedure is searching 
and identification of the object of interest to calculate its position in the video frame. There are 
several algorithms to localise a known pattern, but most of them are too slow to be use in real 
time systems. Our system is based on active markers, easy for identification and localisation light 
emitting diodes implemented in the rod. Their location in the rod is knovm, hence using only two 
markers it is sufficient to calculate geometry of the rod axis. In real situation however, some 
diodes can be hidden or outside viewing area, situation unacceptable in medical applications. 
Hence, six LEDs are used, each of them separately triggered by the acquisition software. Seven 
images are taken for each evaluation step, one for each LED switched on and the reference image 
with all markers switched off. The differential images give easy to localize spot of one switched 
diode only. Using information from all three cameras their position in the space is calculated. 
The triggering of the LEDs, image acquisition, pre-processing of images and localization of the 
LED centroids are performed synchronously for all three cameras. These operations and the 
three-dimensional reconstruction of the rod axis are performed running especially designed code 
written under DOS extender (Watcom). We choose this archaic operating system, as it is one of 
the last easy to program real time systems available nowadays. The PCI based syst,em allows us 
to perform calculations during acquisition and memory transfer times, hence the whole process is 
accomplished within time of seven frames (280ms) taken at each tracking step. 

THREE-DIMENSIONAL RECONSTRUCTION 

Three-dimensional reconstruction of the tool position is based on the analysis of two
dimensional in1ages taken by the cameras. Two different viewing points are sufficient to 
reconstruct 3-D world coordinates of the point. For an arbitrary three-dimensional body the 
problem can be solved approxinlately only, even for large number of viewing points. Here, we 
are looking for the position of the tool axis, a two-dimensional object defined by two points in 
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3D space. For inconvenient alignments of the axis the use of only two viewing cameras may 
generate large evaluation errors. Hence, our tracking system is based on the three cameras, 
allowing to solve the system of underlying equations for an arbitrary position of the markers. 
The three-dimensional stereoscopic reconstruction is based on solving a system of algebraic 
equations representing transformation of 3-D world coordinates of a point to the 2-D image 
coordinates in plane of the viewing camera. For an arbitrary position of the camera the 
transformation matrix between the coordinate systems of the object and the camera is defined by 
three Euler angles (<p.lj/ ,9), three components of the translation vector (T,,Ty,Tz), and the 
projection scales (S,,Sy). Neglecting optical deformations, two coefficients, for the horizontal 
and vertical scale of the camera sensor, are sufficient to describe the projection. Hence, eight 
coefficients are sufficient to describe transformation of unknown vector V[x.y.zJ in world 
coordinates to its image V[x'.y'J at the camera plane. Each camera looks at the same point V[x.y.zl 
generating different image v. Two cameras are sufficient to get four equations for three 
unknowns. The eight transformation coefficients must be found by the calibration procedure. 
Mathematically the two camera (stereo) reconstruction is represented by simple to solve, 
overestimated system of algebraic equations. However, a physical image taken by the camera is 
in fact rather far from its analytical counterpart. Due to the optical deformations, finite resolution 
of the camera and inaccuracy of the calibration procedure, by solving the set of equations directly 
in the best case large errors are obtained, and in the worst - there is no solution at all. To 
overcome this difficulty a least-square minimisation problem is solved. For three cameras we 
obtain system of six equations for the three unknowns. Additional correction of the accuracy is 
achieved by fining calculated points along straight line describing the rod axis. 
The main part of the 3-D reconstruction is calibration of the camera system. The set of eight 
unknown transformation coefficients must be found for each camera with high accuracy, 
otherwise the errors of inverse transformation are unacceptable. Theoretically images of four 
points should be sufficient to solve the problem. But non-linearity of the camera model, the noise 
errors and discrete character of the information given by the camera do not allow to compute the 
parameters directly. Therefore least-square minimisation method (Levenberg-Marquardt
Aigorithm) is used. The function to minimise is 

L( q>,ljf,9,T, ,Ty,Tz,Sx,Sy) = L Uv,- !l(<p,lji,9,T,,Ty.Tz,Sx,Sy; V,)ll 
I 

To avoid the algorithm from getting caught in a local minimum, a choice of proper initial values 
is critical. The physically justified constrains on the result are used to reverse the search path in 
case of dead-locks. 
Each camera is calibrated for a fixed position using a I Ox l Ocm matrix of triggered LEDs. Using 
our automated search algorithm the calibration procedure needs only the world coordinates of the 
diodes as the input. The accuracy of the calculated transformation is tested performing inverse 
operation, the calibration matrix is moved and its new position calculated and compared with the 
known displacement. Experimenting with different configurations and number of points used we 
found that minimum five points are necessary to converge the algorithm. Perhaps optimal from 
the practical point of view is set of l 0-12 points. Increasing number of points to about 200 points 
gives only slight improvement. Above these number of points round-errors of the algorithm often 
deteriorate the result. The typical accuracy obtained is 0.3mm for about 250mm viewing area. It 
is close to the theoretical limit determined by the camera resolution. Figure 2 displays example of 
the information shown on the computer screen during calibration-testing procedure. 
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[mm] 
X Y Z 

72.5 20.0 30.1 
57.1 19.8 29.9 
44.2 20.2 29.8 
30.1 20.2 29.7 
15.1 20.1 30.2 
0.1 20.2 30.3 

[pixels] 
x, y, x. Y2 Xl Y> 
396 136 622 492 105 467 
345 163 592 437 167 449 
298 185 567 387 224 434 
252 212 542 336 281 419 
200 240 511 279 347 402 
149 263 486 225 407 389 

Figure 2. Testing the tracking system. Images of the rod with five triggered LEDs seen by the 
three cameras. The coordinates are simultaneously updated in the forth window. The LEDs are 
identified by the program and their world position calculated. The inverse transformation is used 
to calculate their position in the camera plane and to set markers on the real time images. The 
coordinates found are simultaneously updated in the forth window: fust three columns the world 
coordinates, next columns - the pixel positions within each image. 

Having position of the tool in the world coordinates the second set of transformations has to be 
performed, to visualize the tool position within medical images. For this purpose each set of the 
tool coordinates, updated periodically by the acquisition computer, is transmitted by serial port to 
the visualization computer. The stack of images from the magnetic resonance (usually 50-60 
equidistant slices) are used to generate volumetric data of the object. The specially designed 
software allows to display instantaneously three cross-sections of the volume and the 
reconstructed surface image. The delivered coordinates of the tool are used to calculated position 
of its tip in the select set of the slices and to show its position within volumetric cut of the 
surface image. 
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SummarF. Theoretical and applied problems of development and use of ultrasonic computer 
tomographic methods and systems for non-destructive evaluation (NDE) of the material state in the 
product are considered in the report. Results concern following questions: USCT in problems of 
NDE of the material defective state and USCT in problems of NDE of the material predefective 
state Accordingly. new USCT technologies for analysis of internal defective structure of highly 
inhomogeneous materials, for material structure analysis, for analysis of inhomogeneous stress
deformed state (SOS) of material have been presented. 

Methodology of the investigations 

Image processing methods, including methods of the acoustic (ultrasonic) image restoration, are 
very actual in solid mechanics because they allow to increase effectivity of technical diagnostics 
(TD)1 From standpoint of aims ofTD it is necessary to select two probable states of the product 
material. The first state, when a defect in the material already has been formed. may be 
characterized as defective material state (DMS). And the second state, the predefective material 
state (PDMS). when a defect is not yet formed, but exist so changes in the spatial (volume) 
distribution (SD) of the physico-mechanical features (PMF) of the material, including parameters of 
stress-deformed state (SDS), which under certain conditions might initiate defect origination. 

Methods of the acoustic image restoration (RAJ) are the most respective for evalution different 
material states in solid mechanics. Among these methods ultrasonic computerized tomography 
(USCT) are the most perspective. Article is dedicated to research and creation of new ultrasonic 
and information technologies based on the principles of USCT. Obtained results are relevant to the 
following problems: application USCT for the evaluation of DMS; application USCT for the 
evaluation of PDMS 

In the first estimation of DSM, one should take into account the following facts: a defect is an 
accidental and low-probable phenomena; the most part of solid does not have defects; the presence 
of a defect is characterized by the acoustic parameters jump on its borders. 

Describing PDSM, one should pay attention to the absence of jump-like changes of acoustic 
parameters and to the presence of anomalous areas with small (weak contrast) PMF changes, which 
are being described by fluent functions of spatial coordinates. These facts should be taken into 
account for developing ofUSCT technologies and systems. 

Value of control information, determining mechanic properties of solid, are being consisted not in 
the information about whole internal structure of solid (or product), but only in the infom.ation 
about its difference from <<Undefective» standard. The control system based on RAl methods should 
provide high sensibility and effectiveness. To satisfy these requirements, we propose the 
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methodology of control of wide class of solid objects, form of which allows to represent their 
volume as a set of uniform elements (sections). This methodology consist of the following steps· 
• relative division of investigated area of solid object into typical or equal zones of attention, and 

collecting of data in these zones in consecutive or parallel ways, 
• formation of the «statistical standard» of «nondefectiveness» of the zone of attention; 
• detection with high effectiveness and reliability of «defective» zones of attention: 
• restoration of the acoustic images of defective zones only, in order to get the characteristics of 

defects, sufficient for diagnostics. 

Defective state of material. 

This methodology of application of RAI methods in solid mechanics is implemented in developing 
of USCT system for defectoscopy of wide class of solid objects. that can be presented as a set of 
uniform elements2 In this method, one restores only tomographic image of the differences of 
«defective» section from some «nondefective» standard The solid object may be relatively divided 
into a set of20 sections, and the method of coaxial projections may be used for RAI 

In report main principles of the developed method of adaptive projection formation (APF) have 
been stated3 One is built into US tomograph (UST) for NOT of toroid with multy-layer strand 
adhesive structure from carbon-<:arbon composite material. The UST detects on working frequency 
I SO kHz cracks (at least IOmm). differences in density .(at least 10%). porosity (at least 5 mm) with 
random defects orientation The object is conventionally divided on 128 zones of attention in the 
form of radial sections. 64-channev piezoelectric transducer covers the perimeter of each section, 
sounds each sections in 512 directions and measures the amplitude of US signal in shadow made for 
each direction. The US waves cover uniforrningly the surface of the section. 

Each measurement is a ray integral (projection). The method of APF uses an operation of 
developing of new projection data formed by introducing adaptive threshold for each measuring 
direction. a formation of sum image of restoring function of defectivity, an inverse projection of 
sum image and following filtration. After a final inverse projection result image describes the spatial 
distribution of defect in an object. Fig. I shows the examples of defective sections, i.e. Fig.2,a shows 
the image of a difference in material density, Fig.2,b - a cluster of small porosity. These defects can 
not be detected by the traditional shadow method 

The predefective state of material. 

The process of origin of defects in solid are connected to the formation of inhomogeneous spatial 
distribution (SO) of PIYIF. Existing defects cause inhomogeneous SO of PIYIF of different nature, 
and the development of inhomogeneous SO of PIYIF initiate the formation and further development 
of defects. That is why we need to identify the SO of PIYIF in order to evaluate the solid areas in 
which the defects may arise. In the POMS the spatial changes of acoustic characteristics from the 
average or initial value constitute a few or even fractions of a percent. Therefore, the changes of 
US parameters (velocities of US waves) are small, and there is need for high-precision 
instrumentation for measurements of time intervals (ray projections) and methods that allow to 
measure time with relative deviation not larger than - I 0"'%. 
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In repon USCT methods and systems, that is developed to evaluate SD of PMC in solid material 
and SD of internal stress of the plate objects, surface of which may be analyzed only from one side, 
have been described. The time of propagation of the wave along the ray projections is an 
informational characteristic of US signals for restoration SD of PMF. These projection are 
measured using the mirror-shadow method. USCT allows to detect SD of elastic propenies of 
material (modulus of elasticity, shear modulus, etc.) by the SD of velocities of longitudinal and 
transverse US waves, using the known relationships of strength and technological characteristics of 
material (modulus of rupture, hardness, etc.) based on the specified experimentally the correlated 
relation with the velocities of propagation of US waves. 

In the process of developing of RAJ algorithms the specialties· of SD of reconstructed 
characteristics - spatial low frequency and small contrast - were taken into account. We also took 
into account a need in providing the high productiveness of control. The developed algorithm 
requires less time for RAJ than the method, that uses 2D Fourier transform and convolution, and 
may be used to reconstruct 3D spatial distributions. Two steps in the algorithm (the first step - sum 
image, the second one - reconstructed image of PMF SD) provide higher productiveness of control. 

Using the created USCT system, some number of experimental acoustic images of SD of PMF in 
the solid object has been obtained. The data were collected from the surface of steel plate (thickness 
is equal 26 mm), in which the central pan of the control area is heated by a high-frequency current. 
For diagnostics of thin objects the information about SD of PMF in the whole object is required. 
Fig.2 represents the experimental result of reconstruction of SD of relative changes in elastic 
modulus oE% in venical plane perpendicular to surface of plate. The restored acoustic image shows 
that the heating in the central area causes changes in mechanical propenies of material, and allows 
to evaluate SD of inhomogeneities and their approximate geometric shape relatively easy 

Conclusion. 

The developed physical methods, information technologies and technical devices, that are based on 
the principles of ultrasonic computerized tomography, open new possibilities for research of 
defective and predefective states of solid materials and diagnostics of objects comparing to 
destructive, computer and traditional methods of acoustic defectoscopy and structuremetry. The 
funher development of these methods will allow to increase significantly the reliability and the 
sensibility of material investigations by nondesructive ultrasonic methods. 
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Fig 2 Tomographic (a) and graphic (b. for depth 13 mm) images of relative change of 
Young's modulus liE% (average on volume Eo=218,3·IO!>pa) of material in section 
perpendicular to surface of thick-sheet sample (thickness 26 mm). 
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Summao· Examples of the image processing methods applied to the several classical problems 
of two phase flow are given. Images of oscillating droplets are used to obtain quantitative data 
about material properties, image analysis of growing vapour bubble allows to evaluate the 
evaporation rate and local interface velocity. Simultaneous measurements of temperarure and 
velocity fields using liquid crystal tracers are exemplified for a solidification problem. 

During the last decade solid state CCD camera and frame grabber replaced the classical 
photographic methods in many areas of experimental fluid mechanics. There are several reasons 
for this development. Partly it is due to the inherent characteristics of the CCD camera itself, like 
the linear response of the output signal to the amount of the collected light and well defined, 
mechanically stable geometry of the images. Nearly immediate access to the information stored 
and the on-line evaluation of the digital images is another important feature, allov.ing fast control 
and adjustment of the experimental conditions. l11ese benefits, together with incredible 
development of the personal computers market allow to built relatively easily powerful 
acquisition systems, used not only for observation and registration of the flow, but to perform 
quantitative flow measurements. Comparing with classical measuring techniques used in fluid 
mechanics, the acquisition and evaluation of images has very important advantage: the 
quantitative information are gained for a full two or three dimensional flow field at a time. This 
is specifically important for two-phase flow. Two-phase flow was always difficult to treat both 
experimentally and theoretically. A large number of parameters describing the flow can be 
defmed, depending on the complexity of the problem. The quantitative experimental data, 
essential for verification of the models used, are not easy to obtain. Local velocity, temperature 
and concentration fluctuations, interface motion or deformation are difficult to describe using 
point measurements only. Therefore, 2-D or 3-D full flow field acquisition methods became the 
only alternative, especially for analysing transient flow phenomena. With this objective in view 
new experimental techniques based on application of image processing techniques were 
developed by the author and his eo-workers to analyse selected problems. In this paper a few 
examples of our visualisation and evaluation methods based on digital imaging techniques will 
be presented. 

The first application of image processing methods concerns analysis of small liquid jets and 
droplets, also under evaporation conditions. Basic parameters of the evaporation process, the 
evaporation rate and the surface temperature can be studied by analysis of oscillating and 
simultaneously evaporating droplets (1-2). In our experimental set-up the droplets were typically 
0.!-0.3mm in diameter and moving at a few metres per second. They were illuminated with short 
LED pulses. The images were captured and recorded under a microscope by a CCD camera and 
then recorded with the help of an imaging board. One of the visualisation method used is based 
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on the principle of multi-exposure of a transient object on a single video frame. Due to the high 
dynamic response and the linearity of a CCD sensor, multi-exposed images can be evaluated by 
using specially developed software (Fig. 1). 

Fig. I. Image and evaluated contour (solid 
line) of a multiexposed oscillating ethanol 
droplet of 0.21 mm mean size; time interval 
7.8J.!S, illumination time 200ns. 

0 

Fig. 2. Break-up of an ethanol jet; separation 
of the droplet and creation of the s1:1all 
satellite. The droplet mean size 0.1 run, 
illumination time 200ns. 

This allows determination of the droplet diameter (or volume) as well as its osci.lating 
frequency. From these parameters the droplet evaporation rate as well as the dynamic s~rface 
tension- proportional to the surface temperature- could be determined [3-4). 

Break-up of the liquid jet is another example were novel imaging techniques, based on CCD 
video camera and image processing, improved the experimental ability to record the relatively 
fast phenomena appearing in the small conical region of the jet tip when a droplet se~arates 
(Fig. 2) [5). Important details about geometry and dynamics of the separation process were 
gained making use of special feature of the CCD, i.e. the frame transfer. A modified standard 
CCD sensor allowed us to obtain a full-frame shift of sensor charges within an adjustable period 
of !60us to 20ms. Due to the movement of sensor charges, observed effectively as a mo,ement 
of the sensor plane, short sequences of images can be registered (like in a classical streak 
camera). This was directly processed via a frame grabber. The facility used here allov.ed the 
division of the sensor field into a sequence of separate images, with its vertical format and 
framing period inversely proportional to the total number of images recorded. The triESering 
ability of the system (within I us) allowed its use for studying hardly reproducible everts, for 
example boiling and burst of evaporating liquid jets, separation of the droplet and propzgation 
of shock waves in gases or a metal rod [6,7). 

Similar experimental set-up was applied to analyse shape and velocity of growing single npour 
bubble (Fig.3) [8) . The typical bubble diameter of 0.1-0Jmm and its relatively fast gro,,th rate 
enforced application of high speed illumination and acquisition techniques. The new tracer-less 
PrY evaluation scheme [9) applied to images allowed us to obtain local velocity of the iruerface 
(Fig. 4). Details of the shape development of the bubble and velocity of the interface were 
studied using especially developed image processing scheme. ll1e edge detection procedure 
allowed us to resolve location of the contour within 2-3J.lm resolution. The bubble contour 
interpolated using Bezier polynomials was used to evaluate the local curvature and bcth, the 
tangential and the normal components of the interface velocity, data very important for 
evaporation models. 
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Fig. 3 Vapour bubble of methyl alcohol growing Fig. 4. Velocity vectors of the bubble 
at the wire. Bubble diameter 200jlm. interface evaluated using PlY method. 

pur full field measurement of the primary flow parameters, i.e. velocity and temperature fields, is 
based on a computational analysis of the colour and displacement of liquid crystals used as 
tracers [lO) The method described combines Digital Particle Image Thermometry (DPIT) and 
Digital Particle Image Velocimetry (DPJV). Full 2-D temperature and velocity fields are 
determined from a pair of colour images taken for the selected cross-section of the flow 
Furthermore, a 3-D flow structure can be reconstructed from a few sequential measurements, if 
the flow relaxation time is sufficiently long. Application of the DPIT & V method for the 
solidification problem (freezing of water) is shown in Fig. 5 [11) The formation of ice has been 
studied for natural convection developed in a small cavity with cooled lid. Freezing of water from 
the top wall to some extend resembles a directional crystal growth in a Bridgrnan furnace. Flow 
visualization and image analysis performed allowed us to find complex flow structures developed 
in the cavity. The temperature and velocity fields together with the interface geometry can be 
directly compared with their numerical counterparts, allowing detailed verification of 
computational models used. 

(a) (b) (c) 

Fig. 5 Freezing of water from the top in the lid cooled plexiglas cavity. Recorded colour image of 
liquid crystal tracers (a), evaluated temperature (b) and velocity (c) fields Time step- 3600s after 
cooling starts, The top wall temperature T ,=-1 o•c, external temperature T .,.= 2o•c, 

In some cases measurement of the velocity field is not sufficiently detailed to understand 
complexity of the flow pattern. The residual changes of the flow boundary may result in 
evidently different flow patterns Detection of these differences in not an easy task For this 
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particles' suspended in the flow medium. Due to the strong sensitivity of the particle position to 
small additional forces or numerical inaccuracy, it could be demonstrated that observed and 
numerically simulated trajectories are often far from being in acceptable agreement, even for well 
known problems [12). 

Another direct application of the image processing software appeared by analysis of tracers 
concentration in the differentially heated cavity [13). It was shown that even almost neutrally 
buoyant small tracers suspended in a laminar recirculating flow tend to concentrate at discrete 
locations. However, the effect is small and its detection needs long period observations (days or 
weeks). Especially developed acquisition system and image analysis software allowed periodic 
sampling of the tracers position and automatic reconstruction of their three-dimensional 
distribution in the cavity. 
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DEFORMATIONS CONTROL AND MEASUREMENT WITH THE HELP OF SPECKLES 

V.I.Lachno. A.A.Prijemko, I.A.Eksperiandova 

Kharkov Aviation Institute, str.Chka/ova,/7, Kharkov, Ukraine 

The perfection of mechanical experimental techniques and devices is based on the 
opportunities of the optical-physical measurements (I] . The more promising is the idea of using the 
speckles. obtained as a result of interaction between the laser radiation and the surface of the object. 
The proposed report presents the results of the solutions of a number of theoretical and applied 
problems on speckle-measurements of deformations. The analysis of the mechanical deformation is 
submitteJ as a problem on the configuration measurement of the deformed surface in definite 
intervals of time. The methods of the speckle-metrology, being used for this purpose, enable to 
carry out the control and measurement of the deformations without contacts, in the real time scale, 
under the complex conditions of the environment. The informational characteristics of the applied 
laser spe.::kle-signals enable to carry out the analysis of the surfaces directly without the stage of 
measurement of the separate sections. This report formulates and solves the reverse problem of the 
configuration measurement of the deformed spatial object. The configuration is presented as the 
matrix, made up of the coefficients of the equation of the surface of the n-th power [2). For 
example, for the surface of the second power it looks as: 

a" a~~ a" a,. 

0 a, all a.!,. 
G 

0 0 a ll a,.. 
(I) 

0 0 0 a .... 

deformed surface screen 

r 

Fig. I. Optical scheme of the deformations measurement. 

1lte similar surface is completely identified by nine coefficients with the accuracy to the 
constant :1.1• Defining them we should bear in mind the parameters of the tangent planes with two 
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points on the surface. Thus, we obtain the system of njne equations with nine Wlknown quantities 
(2). Where, F (x, y, z) = 0 -equation of the surface of the second power in space in the implicit 

fonn. 1l1e coefficients with the indices I and 2 belong respectively to the first and second tangent 
planes. The solution of the system gives a matrix of the coefficients G. 
Fig. I demonstrates the optical scheme of the deformation measurement. The laser beam scans of the 
deformed surface. Thus, the obtained diffraction picture is displayed on the screen. For its purpose 
the matrix of the devices with accumulating connection is U>ed. This speckle picture is a measuring 
signal. The reverse problem is presented as a simple integral equation. 1l1e solution of the similar 
equation is not stable to the insignificant changes of the input data. The peculiarity of the surfaces 
of a number o f deformed objects is that during mechanical processing they acquire the form of the 
conjugation of the several phase diffraction lattices. In this case, the analyzed speckle-signal is the 
resu lt of the interference of the diffraction po"ers. Their analysis m~kes the solution of the reverse 
problem correct. 

8 F(x 1 ,y 1 .z 1 ) 

ox =cos a,. 

8F(x 1 ,y 1.z:) 
i)y 

= cos p, . 

oF (x 1 ,y 1 .z1 ) 

CL 
= cos .,I. 

oF rx,.y,.z 1 ) 

ex 
c F rx . y , . z ,) c F (x 

1
• y . z ) 

x , +---ay--y,T cz - z ,= p , . 

( c F (x 1 , y 1 • Z 1 

ox 
) )' +(oF(x 1,y 1 ,Z1)'i' +(D F(x,.y 1 ,z1)J'' = 

oy ) \. az 1
• 

oF (x 1 ,y2 .z,) 

OX 
= cos a 1 • 

oF (x,, y 1 , z,) 
oy = cos 13, . 

8F{x1 ,y1 ,z1 ) 

az 
oF(x,,y,.z,) 

OX 
oF (x,y.,z.) +oF (x,,y1 ,z 1 ) 

x,+ ay· - y, oz z,=p,. (2) 

Fig.2 demonstrates the geometrical interpretation of the problem of the deformation measurements. 
Necessary parameters of the tangent planes with the controlled points on the deformed surface can 
be found by the systems of the equations of the measuring transfom1ations. These systems connect 
parameters of the speckle- signal with the measured parameters of configuration [4]. 
The practical use of methods of the speckle-metrology reduces the time of processing the measuring 
information because of the radical minimizing the quantity of the points that define the surface. 



http://rcin.org.pl

121 

Fig.:!. Geometrical problem oftht: deformations measurement 
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Their solution gives the distance between the screen and the controlled point on the surface and the 
angles a and p between the projections of the normal on the planes XOZ and XOY and the axis X 
in the rectangular system of coordinates. These data allow calculating the distance P between the 
tangent plane in the lighting point and the beguu1ing of the coordinates 

(5) 

The directional cosines of the normal to the surface in the controlled point are defined by solving 
the system of three equations in three unknown quantities: 

l
tg~ = ~tg'a + tg'p; 

sinljl cosp 

sinq~ = cosa; 
, , , 

cos·~+ cos· IV + cos·q~ = 1 . 

(6) 

Using the first diffraction degrees in the analysis of the speckle signal makes it necessary to solve 
the incorrect reverse problem of the configuration measurement of the defonned surface. To make 
this problem correct we should analyze the mutual arrangement by the diffraction maximums of the 
higher degrees. 1l1e basic results of the conducted research are the following: 

I . The new kind of the optical-physical measurements for analyzing the deformations based on the 
methods of the laser speckle-metrology has been developed. 

2. 1l1e potential opportunities of the speckle-metrology for analyzing the deformations have been 
estimated. 

3. The reverse problem of the deformations measurement and control based on the speckle-signals 
analysis has been formulated and solved. 

4. The results of the laboratory experiments proved the correctness of the theoretical assumptions 
of the efficiency of the methods of the speckle-metrology. 
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Summary. Optical methods or visualizations cannot be performed for granular flows because 
of the opacity of these materials. Hence, the efficient techniques developed for flows analysis 
cannot be adapted. This reduces the possibilities to expensive magnetic or radioactive 
tracking methods or X-rays visualizations. In this paper an optical particle tracking 
velocimetry is presented for a mixture of oil and glass beads by matching the index refraction 
of both materials. Lagrangian observations of single colored particle as well as Eulerian 
statistical fluxes are then possible. The technique is applied on a sedimentation flow in a 
squared section vertical tunnel. 

INTRODUCTION 

Previous experiments 1 showed an example of index adaptation between borosilicate beads and 
oils. Here the flow is created in a transparent vertical hydrodynamic tunnel of square section 
(6*6cm~) and I m length. The beads are initially in a tank at the top of the tunnel. After the 
aperture of that tank they fall by gravity through the test canal toward the reception tank at the 
bottom (figure I). The device is completely filled by oil and by I 00000 beads of diameter 
3mm. The flow is transparent making possible the introduction of 100 colored beads used as 
markers. A mirror parallel to the diagonal of the test section allows the observation 
simultaneously in both directions orthogonal to the tunnel axis and gives the third component 
of the displacement of the marked beads. 

THE FLOW 

At a sufficient distance from the tanks the mean flow is steady despite of important individual 
fluctuations of the beads velocities (figure 2). These fluctuations are due to the strong 
interaction between the fluid and the particles. As a matter of fact the characteristic Reynolds 
number of the flow around a bead can be evaluated around 4. This gives rise to a repulsion 
regime between the beads at least if their distance is less than 8 diameters. This is the case in 
our mean steady flow where the distance between the beads is ranging from one to two 
diameters. 

THE MEASUREMENT TECHNIQUE 

The images are recorded by a video camera and saved on a PC as TIFF files. The position of 
the marked beads is automatically analyzed by a specific C code. The successive positions of 
each marked bead are detected by a prediction algorithm similar to the one developed by 
Kobayashi2 . It is based on prediction boxes inside which the position of a bead is supposed to 
be found in the next image. When two or more beads are in the same box, the information is 
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discarded. Hence, it is necessary to work with a low density of markers. In order to increase 
the number of valid measurements the beads are marked with the help of three colors, which 
are detected by the software. This method directly gives the trajectories and the instantaneous 
velocities by dividing the displacement by the time interval. This time has to be chosen 
smaller than any characteristic time of the fluctuations. Apart of this lagrangian treatment, a 
statistical eulerian analysis can be performed. The test section is divided in sectors in which 
th~ mean density of beads or the fluxes of mass and momentum can be evaluated. Each data is 
then interpreted as an independent occurrence, which needs to be weighted proportionally to 
the axial component of the marker velocity. Actually a slow bead is observed more time than 
a quick one. Each measurement is attributed to the corresponding sector taking into account 
the symmetries of the geometry (figure 3). All the statistical results begin to converge after at 
least one thousand occurrences in each sector. 

RESt:LTS 

Beads density 

The mean density is proponional to the weighted number of beads observed in each sector. 
The results arc given in figure 4, showing a smaller value in vicinity of the walls. Hence, the 
beads fall more easily in the ccnter of the section underlining repulsive forces naturally 
stronger between v. all and lxads than between beads. Correlatively, it can be deduced than 
the oil mo\cs up more along the walls than in the center of the canal. 

Beads velocities rcpartition 

Figure 5 presents the repanition of th~ axial component U in the central sector. Most of the 
beads fall down but some of them go up with velocities of the same order. All the sector gives 
similar results, with an increasing proportion of beads going up near the walls and particularly 
in the corners. As a result, the mean velocity in the section is about the one of a bead falling 
alone in the oil, but the effective velocity of the beads going down is higher. According to 
Jayaweera3 this indicates that some beads move in clusters. This is corresponding to the 
overall observation of coherent structures in the flow. Figure 6 shows the gaussian feature of 
the cross velocities in the center. All the sectors give similar results. 

F lu xes 

For the beads, the vertical mass flux per unit time and volume is given by: p.U, where the 

upper lines indicate a statistical averaging. The repartition in the section is approximately the 
same as that for the mean density (figure 7). The cross mass fluxes are zero. The mean cross 
momentum fluxes due to the velocity fluctuations U', V' and w· are zero so the momentum 

tensor is diagonal with a maximum component p.U' 2
• 

COi'ICLt:SION 

The experiment presented in this paper shows that it is possible to obtain numerous physical 
values in a complex 30 liquid-granular flow by an optical PTV method. In spite of the 
imposed choice of material due to the index matching, this technique covers a wide range of 
applications. It is relatively easy to modify the Reynolds number by changing the size of the 
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beads. Moreover the density ratio between the borosilicate and the oil is similar to the one 
existing in many environmental applications. The knowledge of the beads mass tluxes give 
indirectly the liquid velocity repartition and the granular momentum tensor can then be linked 
to the liquid strain rate tensor in order to lead to a constitutive law for the mixture. 
Finally, such a device allows very clear comparisons with numerical sirnulations either based 
on continuous media or on particular approaches. 

References 

1- S•leb S .. Larreo J .C., Tbonrt J.F, Platteo J.K., Adler P.M., (1992), Thermal convection in a model 
porous medium, Acte of the 6"' international symposium on Appl. Of Laser Techniques to fluid 
Mechanics, Portugal. 

2- Kobayasbi T. (1992), Advances in computer-aided flow visualization, Flow Visualization Vl, Ed Y. 
Tancda & H. Miyashiro, Springer Verlag, pp. 25-38. 

3- Jaywccra K. 0. L F., Mason B. J., Slack G.W. (19~). The behaviour of clusters of spheres falling in 
a viscous fluid, J. Fluid Mech., vol. 20, ppl~l-128. 

Figure 
tunnel 

-~~ 
.,·-·\ 

experimental hydrodynamic Figure 2: Example of bead's trajectory 



http://rcin.org.pl

I I I I 
1 I ! I I 

---~----~---~---~---~---
1 I I I I 

---~---~---~---~---~---
I I I I 
1 I I I I 

I I I I --~-...,--...,---r:---r:---r--
1 I I 1 12 14 
I I I I I 

----r----r---~~----ri---rs--
1 I I I I ----r----r---r----r----r6--
l I I I 
I I j I I 

009 

OCll • 

0.07 

006 

005 

000 

0.03 

0.02 

001 

figure 3 : sectors definition 

126 

·250 :200 -150 -100 .!() 50 100 150 200 250 

Figure 5 : Longitudinal velocit) repartition 
(mm.s' 1

) 

I 
17.4 10. 1 6.9 

10.4 6.9 

f---

4.2 

Figure 7 : longitudinal mass flow rate 
(kg.m·2.s'1) 

.. 

.----- ~ --

1138.0 151.5 106.8 
I 

I 158.5 11 1.5 
I 

I 70.6 

Figure 4 . mean density per sectors 
(kg.m'3) 

. .., 

Figure 6 : transverse velocity repartition 
(mm.s' 1

) 



http://rcin.org.pl

MEASUREMENTS OF TRANSLATIONAL AND ROTATIONAL 
VELOCITIES OF A SPHERE IN STOKES FLOW 

N. Lecoq1 ,R. Anthore1
, M.L. Ekiel-Jeiewska2 , F. Feuillebois3 

1UMR 6634 CNRS, Place E. Blonde! 76821 Mont Saint Aignan Cedex 
2!PPT, Polish Academy of Sciences, ~wi~tokr2yska 21, 00.049 Warsaw, Poland 

3LPMMH-ESPCI 10, rue Vauquelin 75231 Paris Cedex 5 

Summary. The motion of a sphere sedimenting in a viscous (low-Reynolds-number) fluid is inves
tigated with an interferometric technique and a video system. The laser interferometry is used to 
measure the translational velocity in the vertical direction (direction of gravity) with a lllgh precision. 
The laser be:un reflected by the sphere in motion as a cone of light is also used as the input to a 
system controlling the horizontal motion of the sphere. A video system with associated image analysis 
software is used to measure the rotational velocity of the sphere. Both techniques have been applied 
to study the relative motion of two rough particles at contact, in a Stokes flow. In this case hydrody
natnic imNactions and contact forces combine to give rolling and rolling plus slip regimes of the motion. 

I:"'TRODUCTION 

Hydrodynamic interactions between spheres immersed in a low R.eynolds number fluid are 
extcnsi\·cly investigated theoretically, numerically and experimentally 1

• The main interest 
is to describe the macrospcopic properties of suspensions, such as sedimentation, diffusion or 
effective viscosity. There is relatively few experiments made for systems of several spheres only. 
Theory of hydrodynamic interactions for such a simple system is well-known and the motion 
of spheres can be easily calculated numerically '-2 • However, the experiments can provide 
some information on the hydrodynamic interactions of spheres with walls of various geometry 
(which is not easy to be calculated theoretically), and they can help to understand physics of 
the contact between spheres J-~. 
The goal of this paper is to e.-xplain the experimental setup used to measure translational ~-7 

and rotational velocities of a sphere immersed in a low Reynolds number fluid, sedimenting due 
to gravity, being close to another obstacle, eg. another fixed sphere. The technique is based on 
interferometry and video system. The laser interferometric technique is used to measure the 
translational velocity in the vertical direction (direction of gravity) with a very high precision. 
The laser beam is reflected back by the moving particle as a cone of light, which in turn is 
usPd as the input to a system controlling the horizontal motion of the sphere. A video system 
with associated image analysis software is used to measure the rotational velocity of the particle. 

MEASUREMENT OF TRA:"'SLATIONAL VELOCITIES 

Both vertical and horizontal components of the sphere motion have been im·estigated, but 
each of them with a different measurement technique. A sketch of the experimental setup is 
presented in Fig. 1. 

Vertical motion 

A laser interferometer has been used to measure with a high accuracy the vertical velocity and 
the vertical displacement of a spherical particle moving in a viscous fluid ~-7 . 
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The interference fringes appear as concentric clear and dark rings. Shift from a dark to the next 
clear fringe (or conversely) determins the particle displacement in terms of the laser wavelength 
and the refraction index of the fluid. The typical sensitivity of the measured displacement is of 
the order of 100 nm. The times at which the signal reaches successive extremes are measured 
and used to calculate the particle vertical velocity. 

Horizontal motion 

The moving particle has to stay in the vertical laser beam if the interfernece fringes are to 
be observed at each time step. However, when it turns around the fixed sphere, a horizontal 
component of motion is added to the vertical one. To compensate for this displacement, the 
whole cell is being driven in such a direction that the moving sphere stays in the laser beam. 
The measurements of the horizontal relative motion of the spheres are performed with a detec
tor (a system of photodiodes) using the laser beam reflected back by the particle in motion. A 
horizontal displacement of the sphere is characterized by an unbalance in intensities detected 
by various photodiodes. When such a differe~ce in intensity is measured, a computer performs 
data acquisition and calculates corrections in position taking into account that the response 
of the photodiodes varies with the vertical position of the sphere. Then the corresponding 
commands are sent to two direct current motors which drive the whole cell to compensate the 
horizontal motion of the particle. 

MEASUREMENT OF ROTATIONAL VELOCITY 

For the purpose of visualising the rotational motion of a particle, we mark a dot on the sphere 
surface and enlighten it. For recording the images, we first performed test measurements using 
an analog equipment. In our present setup a charged coupled device (CCD) numerical camera 
(Sony Handycam Vision) is placed close to the cylindrical container, perpendicular to the plane 
of motion. The camera is connected to a personnal computer equiped with an image processing 
board (~!iro DV300). With the help of a specially developed software, the digitized captured 
images are analysed to measure the successive positions of the sphere centre and of the dot. 

Figure 3: Rotational motion of steel sphere at contact with the fixed sphere made of tefion (left) and 
sapphire (right). Successive positions of the dot are marked as open circles, connected by stright tines 
with the corresponding positions of the centre. Similar set of circles, filled black, indicate what would 
be the subsequent positions of the dot if the sphere rotated without slip. 
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In general, a system of several spheres in a container does not exhibit symmetries and there
fore direction of the angular velocity of a chosen sphere changes during its motion, what makes 
tracing of a dot (or dots) on its surface complicated. However, when there are only two spheres: 
one turns around another, which is fixed in the middle of the cyliner, then the trajectory of the 
sphere centre is flat. Due to the symmetry the angular velocity is perpendicular to the plane 
of the trajectory and we can fix the camera line of sight to be along the angular velocity. This 
way the motion of the dot takes place in the plane of the camera frame . Results of the test 
measuremnts for moving sphere made of steel and the fixed sphere of the same size made of 
teflon and sapphire are presented in Fig. 3. The graphs indicate that the rotational motion 
is supplemented by a significant slip. ~loreover , the ratio of the angular to translational ve
locity depends on the type of surface of the fixed sphere- for sapphire it is larger than for teflon. 

CONCLUSION 

A method to investigate experimentally hydrodynamic interactions between spheres in a Stokes 
fiUJd ha.s been developed. It is based on measurements of both translational and angular veloc
ities of a mo,·ing sph~re, like the technique of Smart et al. 8 . Similarly as in Smart et al. 8 , we 
use a simple ,;deo system to measure the rotational velocity. Howe,·er, our method to measure 
thr> translational velocities is based on an interferometric technique, more accurate than the 
previous method 8 . We have applied our e.xperimental method to analyze the motion of two 
spheres at contact. The measurements of the translational velocity have confirmed the existence 
of two different inter;als of motion, pure rolling and rolling with slip, and a sharp transition 
between them, predicted by the model 3- 4• However, to determine values of the model param
eters the analysis of the angular velocity was also needed . This was possible due to a video 
imaging of the same system. 

REFERENCES 

1. S. Kim, S.J. Karilla, Microhydrodynamics: Principles and selected Applications, Butterworth -
Hetnemann, Boston, (1991). 

2. D. J . Jeffrey and Y. Onishi. Calculation of the resistance and mobility functions for two une<Jual 
rigid spheres in low-Reynolds-number flow. J. Fluid Mech, 139:261-200, (1984). 

3. M.L. E!Uel-Jeiewska, F. Feuillebois, N. Lecoq, K. Masmoudj R. Anthore, F. Bostel and E. Wajnryb. 
Contact friction in hydrodynarnjc interactions between two spheres. In proceedjngs of the Thlrd 
Conference on Multiphase Flow, ICMF'98, Lyon, 1998. 

4. M.L. E!Uel-Jeiewska, F. Feuillebois, N. Lecoq, K. Masmoudi R. Antbore, F. Bostel and E. Wajnryb. 
On hydrodynamic interaction between two spheres at contact. Phys. Rev. E, 59, (1999) , in print. 

5. N. Lecoq, F. Feuillebois, N. Anthore, R. Anthore, F. Bostel and C. Petipas. Precise measurement 
of particle-wall hydrodynamic interactions at low Reynolds number using laser interferometry. Phys. 
Flutd• A, 5(1), 3 (1993). 

6. N. Lecoq, F. Feuillebois, R. Anthore, C. Petipas and F. Bostel. Experimental investigation of the 
hydrodynamic interactions between sphere and a large spherical obstacle. J. Phy•ique ll,5, (1995). 

7. K. Masmoudi, N. Lecoq, R Anthore, F. Bostel and F. FeuiUebois. Accurate measurement of 
hydrodynamic interactions between a particle and walls. submited to Experiments in Fluid•, {1999). 

8. J.R. Smart, S. Beimfohr, D.T. Leighton, Jr.,Phys. Fluids AS, 13 (1993). 



http://rcin.org.pl

PlY ANIMATION OF TURBULENT FLOWS FROM 2-D 
INCLINED RECTANGULAR PRISMS 

Young-Ho LEP. Jang-\\'oon CHOI**. Yu-Cheung !M••• and Keun-Taeck SONG••• 

• S~hool of Mechanical Enl!ine~rinl!. Korea Maritime University 
I Dongsam-dong Youngdo-ku l>usan, 606-791, Korea 

(ryh1ihanara.kmaritime.ac.kr) 
•• !mag~ Information Technology Co., Ltd. 

••• Graduat~ School. KMU 

Summary A PIV experiment to analyse the no" characteristics of two-dimensional Karman vortex 
from rectangular pnsms was performed and its ammJtion procedure routine was d~veloped . Three 
kinds of aspec t ratio(Dill= I. 2 and 3) and three kmds of angle of attack(0° , 30° and 45° )y,ere 
adopted for the e:~.pertmentation "ithon a free surface \\ater channel. Re)nolds number in the 
present stud\ "as assumed to be ::! x 10'. Optimi~:cJ cross correlatton identification to ohtaon 
velucit~ veciors "as tmplem~ntcd by dtrcct cakulation of correlation coefficients. For natural 
undcr~tandtn!! of compltcated bluff bod' "a~c tlo" characteristi"'. animation techmguc not 
rei ) tng on atl) commcrctal post-procc:.so'r SC?ti"are \\aS nev.ly developed Time-sequenttal /\VI 
11na!!e files "ere produced to display the on<tantancous vclocttv vector dtStrtbuuon, vortlcll\ 
shcd"dtng pattern and macroscopic strcaklincs distribution. ' -

EXPERI:\IE!';T 

Figun.: I is the schc:mattc diagram of the: pn.:-.ent PIV experiment. A circulation \\ater 
channel \\as u~o:d :111d its dimcn~ion of the· tc~t section is 5mx l .!!mx 1.2m(L x W x 11 ). 
Thc maximum P"" er of the: circulatin~ a.:~.i"l pump(impcllcr diameter is 0.8m1 is :!:![... W 
and its mkttimc:-mc:tn 'clocit' i ~ 0.3~m sec as reprcsentati\<: velocit> for Re=_xiO' The 
transparcnt <>cn I bars of thn.:e Utlli:n:nt .bpcct ratio~ \\'<.!re traH:rsed b\; three-axis tr"' c:r~c:r 
and an!!le of attac[... at C\ Cl' e"perimcmal condition was accuratdy a·djusted. !llumin:~tion 
fnr p[,_;- >isualiL:~tion \\as m.Jde b) SW Argon-Ion l:!ser connectcil to fiber optic line and 
C) lindn-::~1 lens. The wat.:r-tieht lens asscmb[\ "as fixed to bottom of the water chann<!l 
for cleaner illumination eft-.:ct. CCD camera ·(B&W. SONY XC77-RR) was adopted to 
capture the Jlow field and its image "as sa' ed on Hi-8mm Cam coder for the later replay 
of the original image input to image grabber( D rJ 155, 640x480 pixels, 8bits). Tapping 
water was used as worktng nutd and tracer parttcles were PVC-made spheres( a\ erage 
diameter is 110 1.1 m). Obtained images arc intc:rlact:d on each frame at every 1130 second 
and it is field-intt:gratcd. The singlt: frame image is di' id<:d into two fields( odd and even. 
1/60 second) and th..:v arc used as tho: firs t frame(odd) and second frame(even) for tht: 
cross correlation idcniification of direct calculation. Flow images recorded on the Hi-8mm 
Camcodcr tape are n::pla\ cd and their consecuti' e images are usually transferred into 
personal computer RAl'v! ' memory space by a built-in image grabber slit into PC board 
space. The analog imal!e signals are digiti7ed and bright Earticfe ima[!es arc distinguisht:d 
from the: back grou.nd oy their corresponding grey-kvels(8 bits. 2':=236 steps). The imago: 
bourd permits maxtmum RAM capactt} a' atlabk and tt affords stmultaneously real-ttme 
transferrin!! oftht:: ima~tcs onto RAM mcmon . 
The identification algorithm to ascertain th.: same movement of the discrete particles or 
O\ er lapped particle groups is the [...t:y point in PIV performance. The identificatiOn ~VCthod 
adopted in the present stud) is an opttmized t\\o-frame cross correlation technique' ·-. This 
algorithm is quite free from the panicle selection limitation, contrary to the particle 
trackinl! veloctmetry(PTV) where dtscrete partic k ccntroids must be calculated. The direct 
calculation of the cross correlation coefticients for the two-dimensional grey level 
distribution(usuall~ 2S6 steps) of l\\ o consccuti' <.: flow images is implemented solely on 
PC. lntcrpolat.:d ~trid numlio:r is usual!)- SO x S0(2500 evenly-spaced vectors) and each 
correlation area is tvpicalh 40 ,x 40 pt.wls. Th..: maximum searching distance from the 
vector ori11in. grid coordinate of the first frame correlation area. to the presumed maximum 
di!>tancc o-f \t:Ctor terminal point. ccnter of the second correlation area is usually selected 
as 9-10 pi~els . Error rctnO\ a l procedure b~ automatic and manual techniques is also 
o:xccuted b) the di' crgem:e criterion sat is f) ing tho: continuity . equation. Error probabilit: 
b) automated procedun: ts average!\ less than I% . The CPU ttme to calculate all cross 
correlation coefficients and to sori the maximum va lue at every frame , on Po:ntium 
PC(::!OOMIIz). is about 2.5-3.0 seconds. 
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Figure I. Schematic Arr~nl(cmcnt of PIV System 

A:'o/1\-IATIOi'i 

I. Color Printer 
2. Host Computer & 

Software 
3. Monitor 
4. Time Base Corrector 
S. Hi-8mm Camera 
6. Operation Console 
7. CCO Camera 
8. Sheet Light Probe 
9. A<ial Pump 

10. Argon-Ion Laser 
I J. Circulating Warcr 

Channel 

Figure~ 5hows. in 5cquence. th..: graphic procetlurc nf the animation from th..: PIV 
data bases. The procet!urc to obtain tFie mt!iv IUlJ-ll 600 frome images for the pre-processing 
is first requin:J. The analog images from th..: If i-Smm Camcorder in the present study are 
transformed into one A VI file on E-l D ie hard disk through a Motion-JPEG board (miro
VIDEO DC 30 plus). The period of rcplav time is ~0 seconds. It corresponds to 600 field 
images in rcol-ttnle baM:(40 seconds x 15 ficlds/sccond=600 fields). Spatial resolution is 
640-x 480 pixels in 24 bits RGB true colors. Compression ratio is minimized to 2.5. the 
allowable lower limit for the least-loss image acqutsition. The generated A VI file size is 
I ~4 MI3 . The well-known commercial authoring tool. Adobe Prcmiere4.2 is easilv adopted 
to decompose the single but huge AVI file into 600-fidd sequences for further frame-by~ 
frame process. The obta ined file is BMP format in ::!4 bits RGB colors. But. in usual Prv 
process. color information is not so available that the RGB information should be 
transforrncJ into the Y/C siQnai(Y:Iuminance::. C:chroma). The Y formula(Y=0.30R + 
0 .59G+ 0. I I !3) is adopted here. The simplified 600 files. named X.raws. arc all 8 bits and 
thev arc used at all stages followed. AV! files for the animation on PC monitor are 
necessarv. Every tile is newly obtainetl by averaging fi, e sequential files at all grids. This 
process attenuateS the Sensi tive VelocitY fluctua-tion and it IS quite effective to produce 
smooth tlo" dt:velopm.:nt for the vi~ua1ization conv.:nic::nce. Next, various quanttties for 
tlo" animation are prepared by calculating the turbulent intensity. turbulent kinetic energy. 
three Rcynolds stress components, vorttc ltv and tunc-dependent displacement coordmates 
of all artificial markers for streaklines. "trajectories and streamlmes. And then, these 
quantitative informations arc chungt:d eflicienlh inlo full graphic sources in virtue of the 
versatile PIV post-processing algonthms. The "isual lan!.!uage. Delphi3.0. which is greatly 
superior to other languaces especially in compile speed. is absolutely contributed to the 
an1mation work. About !"38MB X.bmp fih.:s an.: consequently produced for each animation 
ca5c. But this file s ize should be rcdu.:ed for easv handltng . Video Studio2.0(Ult:ad 
Svstcm) i5 used for the purpose. The specification ofih.: obtained sincle AV! file is 382 x 
2o7 pixels in 24 bits resolution and its file si;:e ranges from 9- to 18 MB. Und<:r 
Windo" s98 operating S_)stem. the built- in A..:rive Mov1e di5plays automaticalh these 
animation examples on PC monitor by mouse c licks only . The tnstant animation pictures 
arc repn:s<::ntcd at last page and their animation movies are displayed at the conference site 
or Internet homepage. hllp:l/iit.kmaririme. nc.kr 
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11&:!11 
Fi~:ure 2. Graphic Procedure of \nimation 

RESl 'L T & DISCl'SSION 

Figure.:> sho" ~ oril.!inal instant flo" ima:,_!C.:'> in cosc.: of thn:e aspc.:ct ratios. Analy;,cd no" 
area is. for c'amprc.:. 34~mm x ~3'lmm in .:a;,e of D 11 • 1 and its corrcspondinl.! p ixcl area 
is 382 ' 267 . Fil!ure4 represcnts the instantaneous vclocitv vectors in case of three ::tnl.!lcs 
of attach: for sin'C.lc aspc.:ct ratio, 0 !!= I. Hc.:rc. vortex shedding of large scale is founo at 
thc.: rear sidc.: ofthe bod) and consc.:qucnt entrainment dTcct due to this periodic vortc.:x 
shedding governs the flo" bchavior. Approaching flow is accelerated at lhc.: front edge 
where a ktnd of discontinuitv point ex ists and it is iletachcd at two lower and upper side of 
the body where flow separation is accompanied and aerodynamic pressure is assumed to 
drop abrupt I\ . At this aspect ratio(O/H= I). separation region beginning at the front edge 
contributes to the a lmost of the sheared layer and this layer is coming into rear side of tlic 
bodv with large cur\·ature. FigureS indicates the shedding pattern of vorticitv produced at 
the iront edge of rectangular prism in case of0/11=2. Figure6 shows streak line patterns for 
three kinds of angle of attacks in case of 0 /1 !=3. Thev show well macroscale entrainment 
phenomena il) the ~vake region and with increasing angle of attack, larger scale of wake 
developmc.:nt IS nouced . 

CONCLUSION 

A PIV e'periment was carried out to anahse the flow characteristics of the two
dimensional Knrman vortex shed from thc.: rectangular prisms. Three kinds of a~pect 
ratios(O'H= I. 2 and 3) and three kinds of anglt:s of attack(0° , 30° and 45° ) were 
selected for thc.: experiment. Reynolds number was 2xl0'. Optimized cross correlation P!V 
identif11.:ation was implementt:d to obtain velocity vectors by direct calculation of the 
coefficients. Animation technique not relying on any commerc ial post-processor software 
was d..:' clopc.:d Time-sequential A VI imagt: files were produced to displa) the 
instantall!;!OLIS velocit) vector distribution. vorticity shedding paltt:rn and macroscopic 
streaklincs distnbution for the intuiti,·e understanding of bluff body wake d)namics. 
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(a} fl : 0" (OtH: J) (b) 8 =30' (0111=2) (c) 9 =45° (DfH=3) 

figure 3. Original flo" Image 

(hJ ll =JO . (c ) f) =45" 

Fi::urc -'· \'clocity \'ector(D/ 11= 1) 

(a) 0 =0'' (b) fl =30" (c) e =45' 

Figure 5. Vorticity Shctltling(O/H=2) 

(a) fl =0" (b) fl =30" (c) 8 =45• 

Figure 6. Streaklines (D/ 11 =3) 
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TOMOGRAPIDC MEASUREMENT TECHNIQUES- VISUALIZATION OF 
MUL TIPHASE FLOWS 

By Marc Lorcher·, Dirk Schrnitz and Dieter Mewes 

Abstract 

A new tomographic measurement technique visualises the field of local void fraction in the 
two phase flow of air and water in the mixing chamber of a two-phase-nozzle. With this 
measurement technique a high spatial and temporal resolution can be achieved. The measured 
physical property is the different electric conductivity of the two fluids water and air. In the 
measurement plane the conductivity is measured between many wires strained in the 
investigated cross section. The measurement values are proportional to the relative liquid 
fraction. With an algebraic reconstruction technique (ART) the field of the liquid fraction in 
the investigated cross-section is calculated from the measurement values. The quality of the 
reconstruction is increased by a-priori-knowledge. 

Tomographic measurement techniques 

With tomographic measurement techniques, the fields of density, concentration, temperature, 
velocity or local void fraction can be measured in two steps. First linear independent integrals 
of a physical property in the cross section are measured. In figure I this is shov.n for a 
physical property ftx,y.t) in two different directions for the integration. For each direction the 
projection of the distribution of the physical property follows to: 

<l>M = Jt(x.y.t):ls (I) 

Receiver e_ 
figure I. schema of the tomographic measurement technique 

In eq.(l) s is the path along which the physical property f is integrated. The local distribution 
of the physical property is included in the projections. The local distribution of the physical 
property can be calculated from these projections with a reconstruction algorithm. The 
projections can be measured with different measurement techniques. In the following chapter 
a new electrical tomographic technique with a high spatial and temporal resolution is 
presented. 

Electrical tomographic measurement technique 

In figure 2 the new tomographic sensor is represented. The sensor consists of three parallel 
planes. In each of the planes nine parallel wires with the diameter of 0, I mm and the distance 

Pro( Dr.-lng. D. Mewes, Dipl.-lng. M. LOrcher, Dipl.-lng. D. Schmitz. UniversitJ!t Hannover,lnstitut filr 
Verfahrensteclmik, Callinstr. 36, 30167 Hannover 
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of 1 mm arc strained. The distance between two planes is 1,5mm. The diameter of the 
measurement cross section is lOmm. Because of the small diameter of the wires the 
disturbance of the multi phase flow is negligibly. 
Between two wires of one plane the conductance is measured. The conductance is a function 
of the electrical characteristics and the distribution of the two phases. Depending on the flow 
pattern the wires are connected with different areas of liquid. Th1s corresponds to a parallel 
arrangement of Ohmsche resistance's. With a negligible conductance of the air the measured 
conductance is 

n 1 
G.= I - . 

"'' R, 
(2) 

where R, is the resistance of one area between two wires filled with liquid. For the Resistance 
of one area filled with liquid and the length I, the resistance can be calculated with 

R =-1 _ _!_ 
1 

G mix 11 ' 
(3) 

where I is the maximal possible length of area-. filled with hquid between two wires. Gon:u is 
the max1mal conductance that follows when the win:s arc completely wetted. From eq.(2l and 
(3) follows for the maximal conductance is 

which can be transformed mto 

n I 
G~ =G ••• I...!. . 

~• I 

n 

II 
G" =~=-'-'-·. 

G.,. I 
where G. 1S the rdative conductance. G" is equal to the liquid fraction 1-a · 

G. =1 - a . 

(4) 

(51 

(6) 

Th..: measured integral value of the conductivity is the relative conductance G" which is 
denoted in eq.( I) <I> M· The conductance between every two neighbouring wires in one plane is 
measured. With the three planes of wires in the sensor there are three linear independent 
projections of the phase distribution measured. The conductance between two neighbouring 
wires is m..:asured with a commercial impedance measurement instrument. The measuring 
im,trume nt includes an alternating voltage bridge with a frequency of lMHL and an amplitude 
of the voltage of 0,2V (+1·0,1 V). Taking into account the pha~e distribution between current 
and voltage the conductance is mea~ured independent from the capacitive part of the 
impedance . Because of the alternating voltage it is possible to measure only the conductance 
of one pair of neighbouring wires at each time. 
The electric connection between each pair of wires of the sensor and the measurement 
in,trument is made by a multiplexer circuit. With a PC the multtplexer circuit is controlled 
and the mea!.ured conductances are stored. The measurement chain for the wire-mesh sensor 
is shown in figure 2. 

Reconstruction 

The goal of the reconstruction is to calculate the local di~tnbutton of the conductivity from the 
integral me:J..Sured values. For this purpose eq.( I) has to be inverted for all directions of the 
me:J..Sured projections. Because of the limited number of projections a direct inversion is not 
possible. Another problem is that the equation system for the b1g number of reconstruction 
elements is underdeterrnined. A iterative algebraic reconstruction-algorithm (ART) is used to 
solve the problem iterative [ 1,2]. 
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figure 2. meal;urement chain of the wire-m.:sh sensor 

Reactions of the wires on the flow pattern 

The described measuring technique is used for slug-/plug-flow in horiLOntal tubes. for the 
two-phase-flow in tubes with b1g diameters and for the bubble flow in vessels. Optical 
investigations of the flow patterns before and bch1nd the sensor are taken and integral 
measurement values with and without the sensor are compared. From prior the investigations 
it can be concluded that there is no significant mflucnce of the ~en~or on the flow pattern . In 
ordt::r to do further investigations a device is builu up a device wh1ch alia\~~ to film the flow 
before and behind the sensor at the same time. The ucv1cc contents of four mirror-;. Two 
m1rrors shift the upper part of th.: camcra-p1ctur'e so that it is po>Sible to observe the flow 
befc)re the ,ensor The othc:r two mirrors sh1ft the lower part of the camera-picture to observe 
the flow bchinu the sensor. 
The results are shown in figure 3 for the annular flow and 111 figure 4 for the bubbly flow. On 
the left stde the flow is shown without anu on the right side within the sensor. In addnton to 
thi s the influence of the sensor will be shown in a film. No distortion of the flow pattern can 
be ob,erved included the wires. Thus the wires can be considered not to have an influence on 

the flgow p>«<m. £ ll: ~· ill' 'l £ ~~~~ _ 

i . ~~~ . : . . 
a. ~., a 

! ~ c=> ! 

Pilot plant 

c: 
0 

~ 
c5 11 

figure 3. annular flow figure 4. bubbly flow 

In this project the investigations are made on two-phase-nozzles with internal mixmg. In the 
nozzles the gas (air) is dispersed 1n the l1quid that has to be atomized. The two-phase mixture 
is accelerated and in the nozzle exit critical mass flow occurs. Within the nozzle the liquid is 
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the continues phase. At the exit of the nozzle the liquid becomes the dispersed phase. The gas 
expands and tears up the liquid in small ligaments. The ligaments disintegrate into drops. The 
two-phase-atomization has the advantage that even at pressures of 0,5-IMPa before the nozzle 
exit fine dropkts can be achieved. With the one-component atomization fine droplets can be 
produced only at high pressures and small diameters of the nozzle exit cross section. Such 
narrow cross sections can easily clog and in addition it is only possible to atomize relative 
small rates of liquid. 
With the two-phase atomization it is possible to produce small droplet diameters even with 
greater diameters of the nozzle exit cross section or with grater rates of liquid. The main 
disadvantage is the bad efficiency of the atomization. The efficiency is defined as the relation 
between the appli..:d power and the power which is used to generate new surfaces. This 
relation is about one order of magnitude smaller than at the one-component atomization. To 
produce technical sprays relative high gas rates are used. To increase the efficiency it is 
necessary to achieve a maximum dispersion of the gas in the liquid. Then the expansion will 
devoid th<: liquid optimal into ligaments. 
To d..:tect the distribution of the gas in the liquid it is necessary to measure the flow pattern 
after the gas is dispersed. The flow sheet of th..: pilot plant is shown in figure 5. Liquid and gas 
are stored in a vessel under variable pressure . The ma~s-flow of each phase can be controlled. 
The mass-flow-rate. the pressure and the temperature of each phase are measured. After the 
gas is disp..:r~ed the flow pattern is measured with the sem;or explained m this article. The 
flow pattc:m IS v1sualtsed with a high speed camera. After the nozzle exit cross -;ection tht: 
droplet velocity and later the droplet diamc1c:r are measured with a POP A-system. 
The presented pilot plant is capable to measure all relevant parameters before, in and behind 
the noalc, wh1ch arc necessary to describe the two-phase flow. 

~6~~ 
r-------~·~1~-·_J------------~ 

I 1°~!· 
o-z ~ z-.. I , -ft ~ 

~~ 
nozzle 

= water 

~ 

waste water 

<P 

figureS . flow sheet of the pilot plant 
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APPLICATION OF ANISOTROPIC METHODS OF IMAGE PROCESSING AT 
RESEARCH OF AIRCRAFT MODEL WITH THE HELP OF PRESSURE SENSITIVE 

PAINT. 

A. N. Morozov 

Central Aero-Hydrodynamic Institute, Zhukovslcy, 140160, Russia 

Summarv. In the given work the digital data processing methods are considered with the purpose of 
pressure field on an aircraft model surface with the help of the PSP method accuracy of defmition 
increase. 

The methods of the image characteristic allocation are considered, including specially put 
luminescent markers and local - adaptive filtration of the image by means of anisotropic filter 
keeping sharp intensity differences, that allows using the additional information to increase accuracy 
of the measuring and reference images alignment. 

PSP Method. 

PSP method is a new surface pressure measurement method [ 1] . PSP method is based on 
deactivation of photo-excited molecules by oxygen contained in the air. A thin polymer layer, 
penetrable for oxygen covers the model surface. The polymer layer contains luminophore 
molecules. Luminophore molecules exited by an appropriate light source may be transferred to the 
ground state with light emission (luminescence) or may lose energy by transferring it to oxygen 
molecules without light emission (luminescence quenching). This part of lost energy is directly 
proportional to oxygen concentration in the polymer layer and oxygen mobility. According to 
Henry's law. concentration of oxygen in a polymer layer is directly proportional to oxygen partial 
pressure on its extemal boundary. Therefore, luminescence output is inversely proportional to 
oxygen partial pressure above a polymer surface. 

Processing of the images 

The initial image registered in experiment is submitted in figure I. For presentation all images are 
given as negatives, in such representation the features of the given methods of processing are better 
appreciable in case of a black-and-white seal. It is necessary to note, that on the given image 
markers are absolutely imperceptible (black points) on noisy background. 

Fig. I. The initial image Fig 2. The image processed by decorrelation filter. 

The processing of the initial image by the adaptive decorrelation filter which is taking into account 
local statistical properties of a signal was for the beginning carried out [ 4]. The algorithm of a 
filtration consists in minimization of a root-mean-square mistake (RMS). If f - ideal image, n -
white noise, and covariation matrix Cn=a/1, the resulting image will be 
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g=f+ n 

Estimation RMS is possible to '"rite down as 

f = E(f)+C1 (C1 +C.r'(g- E(g)], 

In a case, when covariation matrix C 1 is diagonal, after decorrelation with the help Carunen

Loueve transformation (5]. C1 = diag(a},.a}, .... ,a~), the estimation RMS can be written down 

for everyone pixel as 

.. (j~ 
f. = E(g,) + -,--, [g,- E(g, )]. 

Oj; + (jn 

(I) 

Carunen-Loueve transformation was carried out as well as in [5] above 20 blocks 8*8 pixel, and the 
averaging was carried out under the formula (I) above cells 3*3 blocks. The result of the adaptive 
decorrelation filtration is submitted in a fig. 2. This image was used for the further analysis on 
allocation of image features, such as markers, borders, intensity differences. 

The processing of the received image with the help of gradient filter was carried out, that is 
nonrecursive filter with a nucleus representing some penalty function from a local gradient of the 
image (4]. Naturally. such filter smooths the image non-uniformly. A degree of smoothing is higher, 
than less meaning of a local gradient. In work the penalty functions similar to functions describing 
processes of molecules energy dissipation in optical spectroscopy were applied - Gauss and Lorentz 
(11 ]. 

( I '') - '<Jf(x,y)i-
C.(x,y)=r·exp 

2
k, 

; C.(x,y)=r · (1Vf(x,y}j') 
I+ k' 

From figure 3 it is visible, that the image has got rather precise outlines, but small details are not 
revealed. 

Fig. 3. The image processed by the gradient filter. Fig. 4. The allocated valid markers. 

The further processing included anisotropic filtration of the image for preservation and allocation of 
the image features(4]. The algorithm of a filtration consists in allocation of the block by the size n•n 
pixel and sorting of each block according to the increase of intensity. Assignment to central pixel 
the value of an element of the block having average number is known as median filtration, allowing 
to some extent to clear the image of positive and negative peaks having the small spatial sizes in 
comparison with a nucleus of the filter. For allocation of such features as luminescent markers the 
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operator MG is used so-called "morphological" gradient, representing the sum of gradients of 
"dilation" DG and "erosion" EG [7] 

The result of similar processing is submitted in figure 4. The received allocated areas contain the 
images of luminescent markers named valid, as against markers received by the analysis of borders 
of the image and, therefore, named virtual. Use of the given algorithm together with the course 
operators [12] allows to allocate image borders (sharp differences of intensity), as is shown in figure 
5. The course operators, used in work, represent a set 2D Gabor filters [8], which spatial frequency 
is determined proceeding from the spatial resolution of system "the objective lens-CCD camera", 
that is on a level Y, of modulation transfer function value determined with a method of boundary 
function [ 15] 

G(x, y)"' = exp[- ~ (x' + y')] x exp[ rl;if,(x · cosB, + y ·sin 0.)] , 

Where the first multiplier determines spatial function of "window" with width determined in 
parameter ap , and second - complex sinusoid. The parameters J, and Bq , determines accordingly 
spatial frequency and orientation of the Gabor filter. 

'··. 

Fig. 5. The alloca1ed infonna1ion on borders Fig. 6. Markers placed on borders oflhe image (virtual). 
(morphological gradiem) 

The allocated borders were used for construction of a set of "virtual" markers, that is markers 
unequivocally placed on borders of the "red" and "dark blue" images. The a/ilssection method was 
appl ied for unequivocal construction of markers [ 13], and as basic points the "valid" luminescent 
markers were choosen. The constructed "virtual" markers are submitted in figure 6, and association 
of sets of"virtual" and "valid" markers- in figure 7. 

The pixel set, containing the information on borders of the image, is broken into two subsets 
belonging to external and internal borders accordingly. The splitting is carried out by check of a 
condition of excess of a gradient value of "erosion" above gradient value of "dilation". The result of 
processing is submitted in figure 8. From figure it is visible, that the image contains much more fme 
details, than previous, submitted on figure 3. 

It is necessary to note, that the areas containing "valid" markers were subjected to operation of 
interpolation, were based on meanings of intensity, given areas, laying on border. To receive as 
exacter approximation of the valid intensity values is possible, the bilinear interpolation procedure 
with weight factors described by valley type function was used 

J<lx,ly) = [.;arcrg(n'(lx' -ly'))r 
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Where ox,oy- local coordinates concerning the geometrical centre of area containing a marker. 

Thus, in figures 3,5 and 8 markers are absent, hence, initial image is divided into the image of 
markers and image which is not containing markers. 

Fig. 7. The image pr<><essed by anisotropic filter Fig. 8. The restored image 

Last step of processing included the weighed sum of the initial image processed by adaptive 
decorrelation filter (fig. 2), and image processed by anisotropic filter (fig. 7), according to the 
formula (I). The final result of processing is submitted in figure 8. On the image the fine details are 
well traced, and, practically, there is no noise. 

For presentation in figure 9 the restored image together with a set of virtual and valid markers is 
given. The received geometrical markers positions are used for overlapping and subsequent 
rationing of the measuring "blue" and reference "red" images (21]. 

Fig. 9. The rostored image with valid and virtual markers Fig. I 0. Two marker images of aircraft model, registered 
under a different corner of sight 

By essential difference from standard to a technique of overlapping of the measuring and basic 
images on geometrical positions of markers with the help nonlinear affliUlae transformation of a 
degree is not higher than three is the application of rigid binding of markers on the images with 
subsequent bilinear interpolation inside of unequivocally determined figures, as there is an 
information oh borders of the images, and, hence, there is no necessity to apply methods of 
extrapolation, which very strongly reduce accuracy of binding. In figure 10 are submitted the 
measuring and reference marker images received under a different corner of sight. On the marker 
images the areas of interpolation are traced. 

In figure 11 the result of the marker images linked together is submitted (14). The received 
additional grid of markers allows not to use extrapolation in zones which are taking place outside 
the valid markers, where the error nonlink.ing can achieve 3 pixel and more, and to use 
interpolation, that allows to reduce an nonlinking error to smaller values, than even the error of a 
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mismatch of markers on the measuring and reference images, that usually makes no more than 0.1-
0.5 pixel if to use non1inear affinnae transformation 1-st- 3-rd orders, or 0 pixel, in case of marker 
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Fig 11. Linked and interpolated marker image of aircraft 
model registered up to linking 

under a different eo mer of sight 

configurations linking. 

There is a question of gravity marker centres 
definition accuracy. The decision of the given 
question was delivered in work (14], where 
was shown, that the application of 
nonrecursive adaptive filters allows to receive 
subpixel accuracy till 0.02 pixel. 

References 

I. Mosharov V., Orlov A., Radchenko V., Kuzmin 
M., Sadovskii N., "Lwninescent Pressure Sensors 
for Aerospace Research: Diffusion-Controlled 
Characteristics", 2nd European conference on 
optical chemical sensors and biosensors, Firenze, 
haly, 19-21 April 1994. 

2. Bykov A., Fonov S., Kishalov A .. Mosharov V., 
Orlov A., O,troukhov S.. Radchenko V .. 
"Application or Lwnincsccnt Pressure Sr:nsor 
technology to propeller>", Preprint TsAGI No.99, 
Moscow 1995. 

3. Bums S.P., Sullivan J.P .. "The Use of Pressure Scnsouve Paints on Rotating Maduncry", 16th IC!ASF Congress, 
Jul~ 18-21. 1995, Da)10n, Ohio. 6. 

4. J.Crespo. R.W.Schafer, Edge-based Adaptive Smoothing, Opt.Eng., No.J6(11), 3081-3091, No,ember 1997. 

5. S.S.O.Choy, Yuk-Hee Chan. Wan-Chi Siu, Adaptive Image Noise Filtering Using Transfonn Domain Local 
Statistics, Opt.Eng., No.37(8), 2290-2296, August 1998. 

6. A.K.Jain, Fundamentals of Digital Image Processing, Prentice-Hall, Englewood Cliffs, NJ( 1989) 

7. S.Tsckeridou, I.Pitas, Adaptive Order Statistic Filters for the Removal of Noise from Corrupted Images, Opt.Eng., 
No.37(10), 2798-2816, October 1998. 

8. J.Escofet, R.Nav:uTo, M.S.Millan, J.Piadellorens, Detection of Local Defects in Textile Webs Using Gabor Filters, 
Opt.Eng .. No.37(8). 2297-2307, August I998. 

9. Bac tt1bCB B.H., rypos H.n., KOMObiOTepHa.o o6pa6oTKa CIU'HanOB B nplt,OlKOHIUt K mnep,PepOMC'lj>INeCKJt\l 
CttCTeM3.\l. cn6.: 6XB - CaHKT-ne1ep6ypr, I998. - 240 c. 

10. Hong Wd. E.Johnston, T.D. Binrtie, Experimental approach for Measuring Resolution of Complem""tary Metal 
Oxide Semiconductor lmaging Systems. Optical Engineering, I 998, September, pp.2565-2573. 

11. C.M.Autorian, C.O.Egiazarian, D.Z.Gevorkian, J.T.Astola, Combining the Discrete Wavelet Transfonns and 
Rank-Order Based Filters for Image Restoration, Opt.Eng., No.37(1), 189-201, January 1998. 

I 2. MopoJOB A. H .• npu"eHCHHe Me10,!108 3.!1a!TTiiBil00 o6pa6oTI01 10po6palt(CHJlfi 8 a3pO$tOINCCKOM )KCnepl"tellTe, 
Tpy;w Kott,PepeHUtut Mono,!!Lix YqeHIJx I.J,Arn {)K)'KOBCK!tll, anpe.1b 1997r.) 

13. Mopo1oo A.H., CneKtpant:.Ho-orrrwlecKue MeTOAbl Hccne.aoaaiDUI BbiCOKOJtrra.Tu.mrthwx noToKoo ra:Ja. BonpocLJ 
llltHa."""" lleycroftqornocren. (Me>KBeA. c6opHHK) MOCK83 1995. 

14. Mopo30B A.H., nporpaMMHOe o6etneqemte LIJ1Jf onpe.ae.nc:tUUl n rqmBJOKH oco6eHIIOCTeA mo6pa;.t;:tHUJJ 
npn\lemrre:u.uo K a:lpoclln:Jif'lecKoM)' JKcneplL\IeHl}'. Tpyllbl Kon~epetUUU1 Mono.lblX Y<.Jenwx l...I,A.Jl.f 
{)I<)'KOBC.IIH, anpc.1b 1997r.) 

15. Kynew B.n., MopoJOB A.H., Mt10AHKa IOMepeKIUI p33pew:uowen cnoco6KoCT1! CIICTeMbl pentcrpawm 
mo~.urnecueHWUI 6apomuutxaTopKL1x noKphl.nu1 , Tpy.ll.LI KoH~epenwrn MonollbiX Y'ie:KWX UAfl1 (:>KyxoacKn:H, 
anpe.1• 1998r.) 



http://rcin.org.pl

INCREASE OF ACCURACY OF PRESSURE SENSITIVE PAINT METHOD 
BY MEANS OF RADIATION SELF-ILLUMINATION ACCOUNT 

A. N. Morozov, P. A. Smirnov 

Central Aero-Hydrodynamic Institute, Zhukovsky, 140160, Russia 

Summary. In the given work the methods of digital data processing are considered with the purpose 
of aircraft model surface pressure distribution field obtained with the PSP method accuracy 
increase. The problem consists in correction of luminescent distribution field in places of aircraft 
elements interface. 

1l1e methods of elimination of illumination from various aircraft surfaces are considered in view of 
real geometry. For the first time given problem was delivered in (14). 

For modelling of self-illumination the mixed model of diffuse-mirror reflection with trace of beams 
was chosen. Was shown that by selection of the reflecting sub layer characteristics it is possible to 
reduce mirror component practically to negligibly small values. The check was carried out by means 
of account both mixed model, and complete diffuse modeL 

PSP ;\lethod. 

Tile tecluuque of measurement of pressure on a surface of aircraft model with the help of pressure 
sensitive paint (PSP) consists in the following [1-5). On a surface of model the thin layer puts a 
PSP, "hich represents a composition containing binding, for example, pol:rmeric, and luminophor, 
which lun1inesccnce is extinguished by oxygen of air. The model is located in an aerodynamic wind 
tunneL At the chosen mode of a flow in an aerodynamic wind tunnel the model surface layer is 
excited by light, which raises luminescence. Distribution of luminescence intensity on a surface of 
modd is registered, for example, by CCD camera. Then, knowing calibration curves of the 
characteristic put on a surface of model of a PSP, using the received distribution of luminescence 
intensity determine required distribution of pressure. 

Elimination of self-illumination from various aircraft model Surfaces. 

At registration of luminescence intensity sensitive to pressure layer used in a method of a PSP, the 
increase of intensity is appreciable in the field of aircraft model , where there is an interface of 
various surfaces under a corner less than approximately 135 degrees. It arises that the various 
surfaces shine each other, and value of light intensity grows with approach to places of interface of 
elements of a model surface. For the account of the given effect the research on self-illumination 
modeling was carried out in view of real aircraft geometry with factors received by means of 
research of properties of a covering on modelling samples of special geometry. 

The reflection of the directed beam always is accompanied by scattering, thus the amount of 
scattered light can make as a share of percent from all reflected flow, and to have the large intensity 
rather than intensity of the mirror reflected beam. The spatial distribution of reflected and scattered 
light represents its main feature, which leads to necessity of use of special receptions of self
illumination modeling (6-13). 

Intensity and spatial distribution of reflected light strongly depend on conditions of illumination. 
Distinguish three types of illumination (6) - directed, comletely diffuse and diffuse. The directed 
illumination gives a source covered with a small corporal corner. The size of a corporal corner 
should be so small, that the further reduction can result in no change of spatial distribution of the 
reflected flow, to change of its relation to a falling flow. If indicatrix of radiation of a light source is 
those, that the brightness of a light source is identical in any directions (inside a corporal corner 2n, 
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such illumination refers to as completely diffuse, or submitted to the Lambert law. The intermediate 
type of illumination refers to as simply diffuse. 

As well as in case of illumination, reflection (scattering) can have three type - diffuse (submitted to 
the Lambert law), mirror (the corner of fall is equal to a corner of reflection), diffuse-mirror 
(complex type of reflection from a surface of model, which is possible to model by a superposition 
of diffuse and mirror reflection (scattering) with weight factors dependent from corners of fall and 
supervision). 

Really PSP consists of a luminescent film and reflecting sublayer allowing to increase luminescent 
output. Therefore in practice it is necessary to take into account as completely diffuse reflection 
from a sublayer, and diffuse-mirror from a surface of luminophor film. 

In work the scattering indicatrix modeling by polynom of some degree of directive cosines of 
corners of fall was used and supervision ( 12] with accumulation of the contributions from each 
elementary act of reflection. Advantage of the mirror act of reflection is that the mirror reflection is 
in most cases used on the first iteration, how then mirror component does not get any more on a 
researched surface. For the first time similar consideration was made in work (14]. 

The mathematical model describing distribution of an effective luminance on model surface has the 
following kind: 

Eat= E'"' +E., 
E,AP,') = E,"' +pfJE.,(P,'JA_,dSj 

n: 

01 

Where Eo~- an effective luminance in a point of a surface (luminance, which we register by the 

CCD camera), E '"'- an own luminance of a surface, E.,..- a luminance, which arises because of 

falling radiation dissipating on a surface of model, n I ,02 - two parts of a surface of test - model, 

f/JJ-1. ~·' - factors tests - models, dependent on geometry. 

The analysis of results of researches. 

In figures the mathematical models of the image of test - object reflected on three-dimensional 
model are submitted and the model was designed so that the step of a grid on different planes 
essentially differed (twice). It has allowed at once to check up in practice a correctness of dimension 
free modelling, as the three-dimensional grids of real models of fl ying devices have a various step 
on different elements of model (fig. I). 

For modeling a self-illumination the mixed model of diffuse-mirror reflection with trace of beams 
was chosen. Was shown, that by selection of the characteristics of a reflecting sub layer it is possible 
to reduce to a mirror component practically to negligibly small values (fig. 2). The check was 
carried out by means of account both mixed model, and model of complete diffuse reflection. 

On the basis of the given model the task of elimination of illumination on various surfaces of the 
aircraft (fig. 3-4) is solved. For this purpose the integrated Fredholm equation of the second kind by 
a method of iterations with adaptive damping is solved. Damping factor (reduction of a step) varies 
depending on the received result of approach on each iteration. 
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The expressions for model of a self- illumination on a aircraft model surface are received in view of 
its real geometry (fig. 5-7) and the algorithm of use of the given model for elimination of influence 
of a self-illumination is formulated. The estimations of convergence are received at use of this 
algorithm. 

References 

l. Morris M.J., Donovan J.F , Kegelman J.T., Schwab S.D., levy R.l., Crites R.C. • Aerodynamic Applications of 
Pressure-Sensitive Paint." AIAA 90-0264, Jan. 1992., 

2. Troyanovslcy !., Sadovskii N., Kuzmin M., Mosharov V., Orlov A., Radchenko V., Phonov S. "Set of 
luminescence Pressure Sensors-LIPS for Aerospace Research.", I st European conference on optical chemical 
sensors and biosensor.;, Graz. Austria 12-15 April 1992. 

3. B)kov A.P., Orlov AA. , Mosharov V.E., Pesetslcy V.A., Sorokin A.V., Phonov S.O., Alaty l., Colucci V. 
"Application of luminescence Quenching for Pressure Field Measurements on the Model Surface in a Wind 
TWlnel", conference "Wind Tunnels and Wind Tunnel Testing Techniques", Sauth Hempton, September 1992. 

4. Crites R.C., Beme M. E .. Morris M.J., Donovon J.F. "Optic;JI Surface Pressure Measurements: Initial Experience in 
the MCAJR PSTWT",conference "Wind Tunnels and Wind Tunnel Testing Techniques", Sauth Hernpton, 
Septemba 1992. 

5. Phonov, V. Mosharov, et al. Optical surface pressure measurement: Accuracy and Application field Evaluation. 
Proc. 73th AGARD Fluid dynamics Symposium on Wall Interference, Support Interference and Flow Field 
Measurements. Brussels, October 1993. 

6 Tono pe1.1 A C. OllTHKa Ulepoxosaroit nooepxt!OCTH. - 1\ .. MawuHoc-rpoeome . 1988. 
7. A.Appel. The notion of Quantitati\e [n,isibility and the :vlachine Rendering of Solids. Proc. of ACM 2"" National 

Conference, 1967. 
8. Bouknight W.J., Kelley K.C. An Algorithm for Producing Halftone Computer Graphicc Presentation. SJCC 1970, 

Monrvale, N.Y., AF!PS Press. - P. l 
9. H.Gourand Computer Display of Curved Surfaces. Ph. D. Thesis, University of Utah, 6-71. 
10. M.E.Nevell, R.G.Newell, T.L.Sancha. A New Approach to the Shaded Pocture Problem. Proc. of ACM National 

Conference, vol. I, Boston, 8-1972. 
11 . W Newman, R.F.Sproull. Principles of Interactive Computer Graphics. 2"" edition, McGraw-Hill, N.Y., 1979. 
12 Wamock. A Hidden Surface Algorithm for Computer Generated Half-Tone Picrures. TR #4-15, Unievrsity of Utah, 

6-1970. 
13. B.T Phong. Illumination for Computer Generated Picrurcs. CACM, vol.l8, #6, 6- 1975. 
14. W.M.Ruyten, Correcting luminescent Paint Measurements for Self-Illumination, 



http://rcin.org.pl

Fig. 3. The image of AIRCRAFT model. 
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Fig. 7. Real geometry of model (view under a corner to an axis X in 60 deg). 
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COMPUTER-AIDED SIMULATION FOR INTERACTION BETWEEN PROSTHESIS AND 
FEMUR 

Vlad1mir Narkevich 
' Bclarusian Academy of Sciences, Institute of Engineering Cybernetics, Stuganov 6, noo 12 Minsk, 

Belarus 

S11mman The attempt to develop a method of the three-dimensional solid geometric bone model 
reconstruction on the bases of the received CT images is made. The end-to-end design technique hip 
joint prosthesis and the exploration of the interaction of bone-prosthesis system are proposed. 

Presently the development and the improvement of medical prosthesis are impossible without careful 
study of phenomena that takes place while changing a part of biological objects to mechanical 
constmctions, and consequent evaluation of their ability to work. ll1erefore, the analysis of the 
be ha' iour of prosthesis biological constructions is highly important while designing. producing, and 
implantation prosthesis to a man. 
111~ workability of the bone-prosthesis system is defined by the level and distribution of the stress in 
the s~stem. particularly in the contact points of prosthesis elements and bone fabrics. These stresses, 
caused b~ external nom1al :tnd tangent efforts "hi le walking. are the cause of an elastic deformation of 
a bone and a prosthetic device. As soon as the value of stress· intensity will exceed the allowed. the 
in.:mn crtible dcfonnation in bone fabrics is to appear, and the destruction of bone-prosthesis system 
"ill take place. 
According to the above-mentioned infom1ation. an urgent problem of optimum prosthesis design 
arise,. in particular. the problems of reconstruction of 3D geometric bone models and the consequent 
analysis of the durability of bone-prosthesis system. 
The aim of a given work is to make an anempt of the development of the system of the end-to-end 
prosthesis design. 

BONE-PROSTHESIS SYSTEM SI MU LA TION 

At traumas of lokomotor system, the patient usually undergoes X-ray examination or CT of the 
damaged bones. In accordance with this, the ways of the geometric bone models creation are 
differentiated. The technique of 3D bone models creation according to two roentgenograms is 
described 1. In this article a geometric bone models creation based on a preliminary CT. 
ll1e CT images represent a set of the parallel cross-sections of bone in the form of raster images. 
Having such images makes it possible to reconstruct a geometric model of the bone. Presently much 
sufficiently algorithms for reconstruction the three-dimensional objects exists2

. All of these by some 
means or other reconstruct a form of some 3D object, first of all, surface. However, a 3D solid model 
for following design of the in1plant should be created. 
The modem 3D solid mode ling systems have powerful facilities for cre~tion of geometric models by 
stacking-up parallel cross-sections and defming guidelines (lofting). However, usually it is necessary 
to present a section in a vector type in order to create these models. Therefore, each CT is to be 
prepared appropriately for separation of a bone's contour. 
For the reason of bone contour separations and its following vectorizations, the editing of aCT image 
is possible to realize as follows: 
lt is possible to select distinctive points of bone sections manually on raster images, received from CT, 
(i.e. this can be done in AutoCAD). Afterwards it is possible to send them to 3D geometric modeling 
systems (i.e. to SolidWorks) as DXF-files and use them as spline nodes on corresponding sketch of 
SolidWorks. Then, having built corresponding guidelines, it is possible to reconstruct a geometric 
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bone model. In the offered approach there is no direct vectorization of raster images of the bone 
sections by means of special programme packages. Vectorization of bone section contour is perfomed 
by building a spline with nodes in distinctive section points, i.e. right in the CAD-a system (in this 
case, SolidWorks). 
When using this approach, the following difficulties should be noted: 
a) sufficiently greater amowlt of time. requiring for editing: 
b) difficulty of separation of distinct ive points of section. Hence arising inaccuracy at the spline 
creation; 
c) when building the guidelines. points, not lying on one level. can be chosen on different sections. It 
might bring a garbling of fonn geometric models; 
The entire scheme of reconstructions bone models on the received CT images is shown below (Fig. I): 

A manual I} Export DXF-file oo the The splinc cr~ation on 
The creJtion of guiddin~s 

selection the corrsponding scetch of lht: ~c:rch \\lth nodl!s f-----
distinctive section Solid Works ,----- in distincti\e section on corresponding noJc:s on 

points on the raster points e~very bone section 

image in AuwCAD 

~ ~ CT of r The building up plan<S in l 
bone Solid Works and o;cc-tch cri.!:Uion I 3 LJ solid model I 

Tomograph 

Fig. I. The scheme of recon,truction 30 solid bone model 

FINITE ELEMENT ANALYSIS OF BO.'iE-PROSTIIESJS SYSTE:\-1 

When a human moves. hip joint feel s the most pressure. It is explained by joint's completion of the 
most important functions. like walking or perfom1ing a certain v.ork by a human being. Hip joint loads 
have a complex structure of forces and moments. Here the body mass. as well as, a l)pe of work. 
perfomed by a man, are taken into accoLmt. Therefore the reconstntction of :m exact power scheme and 
moments, acting in the joint, is practically impossible 1. 

To simplify the evaluat ion of stress distribution in bones simplified models are used, where is 
expected, the bone is deformed in accordance with the Hooke's law. 
The bone construction at the bone-prosthesis system analysis is of important sense. Femur is the most 
extracted element of human skeleton. Characteristics of bone material are greatly differentiated and 
depend on bone positions and directions. The bone is heterogenous and anisotropic. 
The received geometric model of bone-prosthesis system can be a subject of finite-element analysis, 
in order to get a dangerous stress and moves to internal and outer face of existing prosthesis 
distribution. Moreover, this model can define the places of the most concentration of stress and areas, 
where a perfonning of constructive changes without particular losses of toughness is possible. This 
can be done in a Cosmos Works system, which is integrated to Solid\Vorks. 
The received results can be used for improving the construction prosthesis and for provision of more 
even distribution of the stress in the prosthesis, which will enlarge prosthesis lifet ime. 
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Summarv Automatic quality inspection of ferrite products is difficult as their surfaces are dark and 
in many cases covered with traces of grinding. A two-stage vision system for detection and 
measurement of crack regions was devised. In the first stage the regions with strong evidence for 
cracks are found using a morphological detector of irregular brightness changes and a morphologi
cal reconstruction. In the second stage the feature-based K-nearest neighbor classifier analyzes the 
pixels indicated in the first stage. The classifier is optimized by using procedures of reclassification 
and replacement made on the reference pattern set of pixels to achieve low error rate and a 
maximum speed of computation. The whole system is at a fmal stage of development and gives 
acceptable results within a reasonable time. 

INTRODUCfiON 

Automatic quality inspection of ferrite products is a challenging task. The main difficulties in defect 
detection stem from the fact that the surface of ferrite cores is relatively dark, and in many cases it is 
covered by a pattern of traces of the grinding, called grooves. A two-stage vision system for 
detection and measurement of crack regions was devised. In the first, detection stage the regions 
with strong evidence for cracks are detected. The main tool used are morphological operations 
detecting irregular changes of brightness in the image. Subsequently, a morphological reconstruc
tion of cracks is carried out. By changing the threshold for the binarization of the gray level map of 
defects one obtains both the marker and the mask necessary for the reconstruction. The resulting 
reconstucted binary map usually contains most of the cracks together with the undesired information 
on the grooves. The second stage of the vision system includes a feature-based parallel K-nearest 
neighbor classifier which analyzes only the pixels detected in the first stage. The detector is fast, but 
it assigns too many pixels to cracks. The classifier, which is slower, corrects the result. The detector 
is indispensable for reduction of data for the classifier. Experimental results obtained at the present 
stage of system development are presented in the end of the paper. 

DETECfiON OF CRACKS 

An example of grooves resulting from the grinding is shown in Fig. I a. They form a pattern of more 
or less parallel dark and bright lines, which complicates the detection of cracks. To carry out the 
morphological operations for crack detection the structuring element should be rotated relative to the 
image. However, rotation of small structuring elements by an arbitrary angle can only be made in a 
very rough marmer, and it is more practical to rotate the image so that the grooves are parallel to the 
vertical or horizontal line, with the allowable deviation of 10 to 20°. Fig. la shows the rotated image. 
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Morphological detection of various kinds of defects, such as pull-outs, chips etc. has already been 
describedu, in particular, the detection of cracks on the surface void of grooves2

• In Table I the 
sequences of operations for detecting the cracks are shown. The first five lines of these sequences, 
used for detection of defects brighter than the surroundings, are described by the equation u 

T = I- min[(l• S) oS, I], (I) 

where I is the input image, T the output image and S is the structuring element. The symbols • and 
o denote the operations of closing and opening, respectively. The structuring element in the form of a 
line segment of length of five pixels was selected experimentally. For detecting (parts of) horizontal 
cracks the vertical element lx5s is used, and for vertical cracks the horizontal element 5xls is used . 

.. . .. 
. . :::: 

··- .. 

a ,__ ___ --..J b 

Figure I. Detection of cracks. a) original; b) result for vertical structuring element; c) result for 
horizontal structuring element; d) swnmation of maps of b and c. 

The described crack detection results in gray level maps of cracks denoted by d.tif. By thresbolding the 
complemented maps (d.tif) one can obtain the gray level maps indicating the position of cracks. 
However, using Eq. (!)results in detection of irregular changes of brightness rather than brighter spots 
in the image. so the exact shape of cracks remains unknown. As shown in Fig. I, it is quite hard to 
distinguish between cracks and brighter grooves resulting form grinding. Thresholding the gray level 
maps of cracks gives gives binary maps containing the masks of both the cracks and the bright grooves 
resulting from the grinding In order to improve the maps the following approach is used. The gray 
level maps are thresholded twice: with a low threshold equal equal to 5, and with a higher one equal to 
15. The idea is the following. In the binary map dtl5.tifthe information about the cracks is prevalent 
since cracks are usually to some degree brighter than the grooves obtained from grinding. However, 
quite often the difference is not pronounced. By using a relatively high threshold one obtains 
information on the cracks, but the masks of cracks are relatively incomplete. In order to restore the 
exact shape of the cracks and only the cracks, the binary reconstruction2

·
3 is carried out as shown in the 

second line from bottom in Table I . The map dt5.tif is used as a mask, and the map dt15.tif is used as 
a marker. The result is the map rec5.tif, shown in complemented form rec5i.tifin Figs. lb, c. 

The map in Fig. I b is in principle satisfactory. The map in Fig. I c contains the masks of cracks 
together with the masks of bright grooves resulting from grinding. The classification procedure for 
removing the masks of the bright grooves is discussed in the next section. 
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Sequence of Op<r.ltions for detecting horiwntal cracks 

CI...OSING 1.nput.t1.f a.tif lxSs 
OPENING a tif b.tif lxSs 
MINIMUM input.tif b . tif c.tif 
SUBTRACTION input.tif c.tif d.tif 
COMPLEMENT d.tif di.tif 
THRESHOLD d tif dtS.tif 5 
THRESHOLD d.tif dt15.tif 15 
RECGRAY dt.S.tif dtlS.tif recS.tif 
COMPLEMENT recS tif recS1.. tif 

153 

Sequence of Op<r.ltions for detecting vertical cracks 

CLOSING J.nput.tif a.tl.f Sxls 
OPENING a.tif b.tif Sxls 
MINIMUM 1nput.t1.f b.tif c.tif 
SU'BTRACTION input.tif c.tif d.tif 
COMPLEMENT d. tif d1. tif 
THRESHOLD d. tif dt5. tif 5 
THRESHOLD d. t if dt 15 . t if 15 
RECGRAY dt.S. tif dtlS. tif recS. tif 
COMPLEMENT recS tif recSi. tif 

Table I. Sequences of operations for detecting the cracks. 

CLASSmCA TION 

The second stage of the system system is a nearest neighbors classifier4·l.6. Feature selection and 
reduction of the reference set is used. Such reduction is made primarily to increase the speed, 
however it can also increase the classification accuracy. Here, the parallel net of binary decision k
NN classifiers is used. one for each pair of classes. The final result is obtained by voting carried out 
between the component classifiers. Each of these classifiers is approximated by a fast I-NN 
classifier with the reduced reference set. Classification speed is about 180 pixls (Pentium 200). 

For feature selection and selection of optimum k, the leave-one-out method is used. The condition 
of minimum class 0\'er/ap rare is used rather than the most frequently used condition of minimum 
classificauon error. Then, an approximation of a k-NN classifier by a I-NN one is obtained by 
reclassfication of the obtained reference set with the (k+ I )-NN rule. Finally, the reference set is 
reduced with the modified7.8 Hart algorithm9

. The details will be available in another paper6. 

Each pixel is treated as a pattern. For calculating its features, square and linear neighborhoods in the 
image domain are used, each rotated around its central pixel to make the edges normal to the locally 
dominating direction of texture10

. 64 features were experimentally selected from a large set of 
statistical and textural measures8

·
11 (see7

·
8
·
12

). All the details can be found in technical reports8
·
11

• 

The training set had 1821 pixels (patterns) obtained by manually pointing the pixels in training 
images. Names of some of the used 15 classes are self-explaining, like good surface and 
background. Others correspond to such typical defects of ferrites as chip, pull-out, and the vital 
class in the described application: crack. The groove is another class. Our extensive practice 
indicated that the classes should be very specific, therefore, some were divided, as e.g. bright crack 
and dark crack, so the total number of classes is large, although actually we need only two general 
classes: crack and no-crack, into which the specific classes are merged after classification. The 
necessity of such specificity of classes results directly from that a parallel net of classifiers for pairs 
of classes as a rule performs better than a single classifier for all the classes. Suppose we have three 
classes, A, 8 and C. The choice of optimum parameters can be performed for a classifier for classes 
A and 8. There is no reason why the patterns from class C should influence this choice. 

EXAMPLE OF RESULTS AND CONCLUSION 

An example of results received for a fragment of image of Fig. I has been shown in Fig. 2. It can be 
noticed that while a large number of false positive errors made by the morphological detector has been 
successfully removed by the classifier, some of them still remained. Note that some of the classified 
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pixels shown in Fig. 2b and c belonged to the training set (Fig. 2d). Only the class crack was 
represented. However, most of the classified pixels were not used for training. 

In conclusion, it can be said that encouraging results have been received at the present stage of 
research. A larger set of about 4000 training patterns is currently at the preparatory stage. It is expected 
that with this new set the accuracy of the results will reach the level required by the industry. 

b c 

Figure 2. Example of results. a) input image with the crack outlined; b) output from the morphological 
method; c) fragments of image b rejected by the classifier are 

indicated by dark gray; d) training pixels present in this fragment. all of class crack. 
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CREATING COLOUR TABLES FOR THE EXPLORATORY DATA 
ANALYSIS 

Slawomir Nikiel 
IRlO, Technical University ofZielona G6ra, Podg6rna 50, 65-246 Zielona G6ra 

Introduction 

The main objective of visualisation is to get more insight into complex data sets. To help make 
sense of the output data we have consider our visual perception. We need to know the nature 
of the data and we need tools to make it visible and ready for analysis. 

The key is the colour table, which may be defined as a conversion from two-dimensional array 
of numbers to colour images. This way we can easily generate an image representing millions 
of data values. This is constantly increasing with the development of data acquisition systems. 
However, human physiology and psychology of vision reduces perception to only a few dozen 
grayscale and a few hundred of colour coded data levels (presented simultaneously). The 
problem is how to choose the colours in order to maximize our insight into the visualised data? 

Perception of colours 

Colour is a perceptual as well as physical phenomenont.2.J.l_ There are a few colour models 
representing the whole range of spectrum. Red - Green - Blue is derived form the eye 
physiology and naturally used in hardware displays. Cyan- Magenta- Yellow- blacK is used 
to prepare images for printing. Hue - Saturation - Brightness is the most natural for human 
classification of colours. Hue represents visible spectrum, saturation is the admixture of white 
and brightness describes intensi ty of colour. Changes in HSB parameters result in different 
colours. Additionally the parameters' relationship to what is perceived is not linear. The same 
intensity for yellow looks brighter than for red. There is another problem when we have to 
define boundary between colours. Unless the colours are ,far'' from each other the eye 
averages all the mid-tones. 

Creating colour tables 

Generally visualisation deals with three procedures: interpretation, segmentation and 
highlighting. Interpretation depends on matching equal steps in the data to equal steps in 
perception (e g. lighter shades represent higher values). Segmentation process is necessary to 
extract areas of particular interest form the whole bulk of data. Highlighting is used to focus 
our attention on specific features displayed in the full context of the underlying data. We have 
to choose proper colour models to meet these tasks and to improve efficiency in creating 
visualisations. 

The most common colour table is a rainbow one, offered perhaps to provide the greatest 
possible range of colours: the full extent of the visible light spectrum. To avoid wrong 
interpretation and masking some features of displayed data we have to consider other colour 
models: 

Monochrome, often grayscale. tables is another standard where brightness levels are 
analytically proportional to the data values; 

Red-white-blue, purple-white-yellow tables are useful in data sets representing values 
oscillating around zero, positive-zero-negative; 

Sharp transitions, non-linear colour maps, are used to extract contours or objects of the 
interesting range of data values; 
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Fractal colour tables are an interesting proposition offering features specific to smooth 
colour models plus visible contours•. They are especially useful when we deal with images 
representing continuous transitions in experimental data values 

Figures presented below illustrate how the visualised data (bathymetry) varies with different 
colour tables. 

Fig I Bathymery images with different colour tables 
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PfV, LlF AND 3D-PfV MEASUREMENTS APPLIED ON THEW AKE BEHIND A 
SPHERE 

J. Nunez v.Voigt, A.Ziemann, H.E.Fiedler 
Hermann Foninger Institut, Technische Universitat Berlin, Germany 

To analyse the dynamics of coherent structures and the vortex structures themselves, three
dimensional (3-D) measurements are needed. 
Compared to the wake of a cylinder, the wake of a sphere is more difficult to investigate due 
to the complex flow-structures and a strong three-dimensional character of that flow. 
PIV ( Particle Image Velocimetry ) provides a non intrucive method to measure an 
instantaneous two dimensional velocity field. To investigate the behavior of this flow, this is 
not sufficient. Hence the idea of a 3-D measurement system is realized with LIF (Laser 
Induced Fluorescence ) and a quasi 3-D-PIV system is tested in the wake of a sphere at 
Reynolds-numbers (Re=U•Dtv) in the range of 100 to 700 in a vertical water-channel as 
shown in figure l. 

PIV 
For the PIV system a 5 Wan Argon-Ion Laser is used. The laser-beam is focused with n.vo 
plane-convex lenses and then expanded to a light-sheet with n.vo cylindrical lenses. With the 
help of the four lenses the light sheet thickness and width can be adjusted. The illuminated 
test section of our particle seeded vertical water-channel is recorded with an analog 3-CCD 
(charge-coupled device) Sony video-camera. The sensor resolution is 768x576 pixel. The 
particles have a diameter of 20J.!m and a density of 1.02. After the recording the videotapes 
are digitized with a frame-grabber that supports video time-code. The video-camera records 
25 full-frames or 50 half-frames per second. In order to calculate the velocity field a pair of 
consecutive video-frames is used and the cross-correlation is calculated on 32x32 or 64x64 
pixel subimages with the help of the Fast Fourier Transformation (FFT). The time-interval is 
2-5 milliseconds at a frame rate of 50 Hz. 

Quasi 3-D-PIV 
To obtain quasi instantaneous velocity informations of a flow volume it is possible to scan the 
laser sheet through the test-section and to record the illuminated light-planes at different 
positions. The volume data consist of2-D velocity vectors from ten parallel adjacent planes. 
A first scan provides the ten first half-images at the ten adjacent positions and a second scan 
provides the second ten half-images. The cross-correlation bet>veen the first and second half
images are calculated. In addition to the optics of the PIV -system described above a mirror is 
mounted on a stepper-motor which is placed between the convex and cylindrical lenses. The 
stepper-motor is syncronized to a high resolution video camera (Adimec MXI2) and changes 
the angle of deflection. Since the distance between the mirror and the illuminated region in 
the water channel is large compared to the small step angle the light plane is almost shifted 
parallel to the flow axis. The schematic arrangement of the optics is shown in figure 2. 

The camera has a resolution of 1024xl024 pixels at full-frame and 1024x512 pixel at single 
frame operation. The consecutive frames are transferred to PC RAM using a fast frame 
grabber. The recorded sequence is limited by the RAM of the PC, at 64 MByte of RAM 
2 seconds or I 00 frames can be recorded. The measured volume is scanned twice for each set 
of picture pairs. The first scan provides I 0 equal-distant frames with a time separation of 
20ms. The second scan provides 10 frames at the same location. The time-step between each 
picture-pair at the same location is 250ms. A test of four consecutive double snapshots of 
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velocity vectors at the same position for Re=IOO is shown in figure 3. It is obvious that a 
stable flow in time is indeed measured. This relatively simple optical and electronic setup 
provides good results for the relatively low Reynolds-number flow tested in the wake of a 
sphere. 

LIF 
With Laser Induced Fluorescenc (LIF) it is possible to obtain informations about the 
structures in the wake. It is a method to get qualitative visualization for flow diagnostics. A 
dye solution is introduced into the flow from a thin pipe 50 mm above the sphere. The wake is 
visualized by the luminophor, dinatriumfluoresceen ( Na1CzoH1o05 ) at a concentration of 
2*1 Oexp-5 mol/liter (ph = 6.1 ) which is illuminated in a light sheet by a five Watt Argon-Ion 
Laser. The light-sheet parallel to the flow is used for normal visualization and a perpendicular 
light-sheet at different positions behind the sphere is recorded with the Sony video-camera 
and digitized for flow reconstruction. 

LIF- RECONSTRUCTION 
From the 2-D LIF image data it is possible to reconstruct a 3-D dataset with the help of a 
computer. The consecutive planes with illuminated dye are digitized, decomposed in gray
values and reconstructed by joining the points of corresponding gray-levels. !so-surfaces are 
then provided by surfaces of equal gray-levels. The quality of the results is very good, yet 
because of the high Schmidt-number of the flow (Sc-=v/D=IOOO) it is not exactly possible to 
deduce the vorticity distribution directly from the gray-level. The program for the 
reconstruction was written by Bliimel ( 1993 ). 
Two different methods of reconstruction were used. The first is a temporal one, where the 
light sheet is fixed and the flow passes through the illuminat~d plane. The second is a spacial 
reconstruction, where the light sheet is quickly scanned (250 - 500 nun/s) through the flow (3 
to 25 mm/s). In this case more information on the vortex structures are possible. 

WAKE OF THE SPHERE 
The measurement methods described were applied on the wake of the sphere at stationary and 
starting flows in a water-channel at Reynolds-number from I 00 to 700. The vortex structure 
in the wake are comparable to those found earlier by R.Magarvey, W.Moller and 
H.Sakamoto. The dynamics and arrangement of these structures depending on the Reynolds
number are found to be somewhat different. 
The wake of the sphere is very sensible to the blockage ratio in the channel. Thus, at a 
blockage of 7% the known phenomena are shifted to higher Reynolds-numbers. A blockage 
ratio of 1.6% is used in this investigation to describe the arrangement of structures depending 
on Reynolds-number. 

STARTING FLOW 
To charactrize the starting flow a dimensionless time t = ts•U/D is introduced, where U is the 
channel speed, D the diameter of the sphere and tr the real time . The reciprocal of the 
dimensionless time interval D.t between two events is equal to the Strouhal-number 
St=ftDIU. 

In the first instance the flow envelops the sphere completely. After some time during, which 
the boundary layer develops, a ringvortex behind the sphere is formed. In the range of 
290<Re <650 the boundary layer needs t=1.6 to develop the axial-symmetric ringvortex . At 
t=2.3 the ringvortex is no longer axi-symmetric and the boundary of the ringvortex coils wp at 
t=3.0. Vorticity is transported from the ringvortex into the downstream region and a vortex
loop appears. The vortex-loop has the head downstream, its feet connected to the upper 
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ringvortex. The vortex-loop is detached from the ringvortex at t=5.0, when the boundary layer 
of the ri.ngvortex coils up again for the next loop. The time interval between two consecutive 
loops is from t.t=6.25 for Re=420 and t.t= 5.55 for Re=510 corresponding to St= 0.16 and 
St=0.18. These different Strouhal-numbers are due to the loop length and loop detachment 
sequence. 

STATIONARY FLOW 
The loops can detach uniformly to one side or alternatively to both sides. Loops detaching 
three dimensionally were also observed, however seldom. 
For Re<25 the flow is almost symmetric about the sphere. In the range from Re=25 to 250 an 
axial- symmetric ringvortex is formed. Between Re =290 and 380 the wake is characterised 
by an oscillating tail of two vortices, intertwined into each other, often appearing as longer 
vortex loops. 
From Re=380 to 510 the loops detach uniformly to one side. From Re= 530 to 650 the loops 
detach altematingly to opposite sides. A plane-symmetry can be observed in these two cases. 
In the range Re= 370 to 410 and Re=510 to 530 the loops detach to different sides where the 
angles betv•een the plane-symmetry of successive vortex-loops are three dimensional. 
The length of the loops is reduced with higher Reynolds-number between Re=340 and 640 
with an increasing step between 510 and 530 due to the different form of loop detachment as 
shown in figure 4. 
Another interesting result is the variation of the loop geometry at different Reynolds-number. 

Figure 1: experimental set up for the 
investigation on the wake of a sphere 
with PIV and LIF. 

XAMERA 

CJ 

SCANNER 

Figure 2: experimental set up for the 3-D
p IV with a scanning light sheet. 
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Figure 3: Four consecutive 2-D-PJV 
velocity vectors at the same position 
for Re=/00. For the 3-D-PJV a flow 
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NEW ALGORITHMS IN PARTICLE TRACKING VELOCIMETRY 

Kazuo Ohmi", Li Hang Yu· and Shashidhar Ram Joshi• 

·osaka Sangyo University, Department of Information Systems Engineering, 
Osaka 574-8530, Japan 

Summary New algorithms for the use in particle tracking velocimetry (PTV) have been implemented and 
tested using several types of particle image in fluid !lows. The new algorithms have been introduced in order 
to improve not only the performance of the particle tracking itself but also that of the individual particles 
extraction. As regards the particle tracking, the relaxation algorithm is used with some improvement and 
refinement from the original form. For the extraction of individual particles, there are four algorithms tested 
in the present work, among which are included two new algorithms: the modified Moravec operator method 
and the dynamic threshold binarization method. 

INTRODUCTION 

The PIV or the Particle Image Velocimetry is nowadays a powerful tool for flow measurement and 
there have been plenty of experimental results using this technique, which are full of whole field 
velocity and vorticity data. But most of these experiments are concerned with two dimensional 
measurement and the algorithm adopted in their systems is a FFT or pattern tracking cross 
correlation method. But since the goal of every PIV fluid experiment is three dimensional flow 
measurement and the conventional cross correlation PIV is not necessarily suitable for this 3-D 
measurement, the most promising method would be the PTV or the Particle Tracking Velocimetry, 
in which the flow velocity is analyzed from the motion of individual particles. What is needed then 
is a powerful and reliable algorithm for particle tracking as well as that for recognizing individual 
particles. 

PARTICLE TRACKING ALGORITHM 

As regards the first point, the present authors have found it the best solution to use the relaxation 
method1

'
2 (especially the improved algorithm by the authors\ because it is able to deal better with 

typical tracking problems in PTV without losing the number of velocity data recorded in the 
original particle images. When referring to the earlier algorithms of particle tracking, the binary 
image cross correlation method4 (BCC) tries to fmd out the best frame-to-frame link of particles 
from the cross correlation functions calculated between the interrogation window (in the first image 
frame) and the object windows (in the second image frame), centered around the reference particle 
and the candidate particles respectively. But a parallel motion and the rotating and/or shearing 
motions are not taken into account. The four-frame in-line tracking method5 (FIT) is capable of 
tracking the particles even in the rotating and/or shearing flows, because it tries to trace the particle 
paths over the four sequential image frames while taking into account the geometric consistency of 
every possible path. But this method is not advantageous from the viewpoint of computing time and 
acceptable particle distribution density. 
The cluster-based particle tracking algorithms, such as the spring model method6 and the velocity 
gradient tensor method7

, are also capable of particle tracking in the rotating and/or shearing flows 
but the problem is the way of defining the clusters. Finally, there are some cost function methods, 
mostly rwo frame methods, in which the best particle links are determined as solutions of an 
optimal value problem. A typical example of this is the genetic algorithm PTV8, in which the best 
particle-to-particle links are picked up by the use of a fitness function minimizing the total sum of 
the squares of particle displacements. The computation process is rather time-conswning but the 
results are generally satisfactory, if only there are no loss of particle pairs between the two frames. 
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In comparison to all these earlier algorithms, the relaxation method incorporates the qualities of the 
first, second and probably the forth types of particle tracking without suffering from disadvantage 
of any of these three algorithms. The original form of the relaxation algorithm (ORX) was proposed 
by Bamard & Thompson1 and was applied to PIV measurement by Lee & Bae~. But in this 
original algorithm, the no match particle probability is defined implicitly, in the form of the 
remainder of all the positive particle-link probabilities. Obviously, this type of definition does not 
seem suitable for PIV images, where several percents of particle images are usually lost between 
frames. Therefore, the authors have proposed an improved algorithm (NRX) with a new explicit 
defmition of the no match probability. The performance of particle tracking by the relaxation 
method is satisfactory even in the original form 1, but the results of the improved algorithm are 
furthermore successful. In the present work, the authors try to check the four algorithms for 
recognizing individual particles. The first one is the single-threshold binarization (STB) method and 
the second one is the particle mask correlation (PMC) method proposed by Etoh et a/.,9

. In the 
second method, a particle image mask with a 2-D Gaussian intensity distribution is scarmed pixel by 
pixel over the entire target image. In addition to these, the authors are proposing two new 
algorithms. the first one of which is the Moravec operator (MOR) method and the second one is the 
dynamic threshold binarization (DTB) method. The first new method uses a modified Moravec 
operator 10 and is able to detect the particle image centers directly from multi-bit gray scale images. 
TI1e second one is classified as a variation of variable-threshold binarization methods, but the 
threshold level is not determined by portion by portion of the original image. but particle by particle 
according to the mean brightness level of each particle image. 

PARTICLE TRACKING A.'>ID EXTRACTION RESULTS 

(d) ORX (e) NRX 

Fig. I PIV Standard Image NO! and "'suits of 4 parocle tracking algorithms. 
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(a) Single-threshold binarizarion (bl Particle mask correlation ... binarization 

tc) ~tora\~C oper:.ttor binarization (dl D)namic threshold binariution 

Fig.2 Comparison or' the four particle cent er detection mc:thods \\ith the impro\ ed rela.xation algoril.h.m for panicle 
tracking (PlY StJnd:1rd lmJgc #0 I). 

' \ .. 

(a) Single-threshold binarization (b) Panicle mask correlation+ binarization 

(c) Moravec oper3tor binarization (d) Dynamic threshold binarization 

Fig.3 Comparison of the four panicle center detection methods with the improved relaxation algorithm for panicle 
tracking (between spg 1500 and spg 1502). 
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The four algorithms for particle centers detection are tested by the use of two types of particle 
images showing quasi 3-D jet flows. The first test image is the same PfV standard image {#01) as 
before and the PTV results obtained by the four different algorithms are given in Fig. 2. It is clearly 
observed here that even the simplest BIN algorithm provides acceptable condition, but other three 
algorithms PMC, MOR, and DTB can be considered as better algorithms for particle center 
detection. Among them the DTB shows better reproduction of vectors than the BIN but, as a whole, 
these two methods show a similar tendency to each other in the balance of vector distribution. The 
PTV results of the PMC and MOR algorithms are slightly better in balance and very comparative to 
each other. The second test image originates from the PfV Standard Experiment, one of the latest 
activities of the PfV Standard Project inaugurated by the Visualization Society of Japan. The 
comparison is performed for two selected frames from the experimental images in Fig. 3. As earlier, 
the BIN algorithm falls under the acceptable to good category and the outline of the fluid motion is 
clearly captured. Due to its excessive sensitivity to random noise, the PMC has demonstrated here 
very poor performance, which is unacceptable. On the other hand, the MOR algorithm can extract 
the particle from acceptable to good range, if the preset value of the operator's mask size is properly 
selected. The best performance is obtained in the case of the DTB compared to all its three 
counterparts, if the particle extraction is started from slightly lower threshold than the optimal 
threshold level for BIN. 

CONCLUSION 

As a result of comparative analysis of the different PTV algorithms, it is convinced again that the 
relaxation method is nearly the best particle tracking algorithm for current PTV systems. A question 
arises then as to which type of particle detection algorithm should be selected. If it is necessary to 
select only one algorithm from the four tests in the present work, the dynamic threshold binarization 
algorithm would be the most almighty one in spite the long computation time required for its 
recursive calculation. More precisely, this DTB algorithm is more suitably applicable to relatively 
low-density particle ·images. The PMC algorithm is at the best if applied to high-density particle 
images. The Moravec operator gives rise to good to acceptable PfV results for any of the present 
test images, but if this mask size is not properly determined, the resultant detection of particle 
centers may include many errors. This operator is usually best applicable to such a case where the 
distribution of the particles is quite even and so is the geometry of the captured particle image. 
Needless to say, the single-threshold binarization scheme is the least satisfactory method of particle 
image detection . 
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APPLICATION OF MOIRE INTERFEROMETRY FOR MODEL 
DEFORMATION MEASUREMENTS IN LARGE SCALE WIND TUNNELS 

D. Pallek", P.H. Baumann .. , K.A. Biitefisch", J. Kompenhans· 

"DLR, Institute of Fluid Mechanics, Bunsenstr. 10, D-37073 Gottingen 
""Basler AG, An der Strusbek 60-62, D-22926 Ahrensburg 

Summary 

A non-intrusive Moire interferometry system has been designed to acquire the instantaneous 
deformation of models during wind tunnel testing. The resulting interferograms are evaluated 
without manual intervention using a technique based on the Fourier Transform. The system 
has been installed in the cryogenic European Transonic Wind Tunnel (ETW). The deformation 
of a model wing (generic model of a transport aircraft with a full span of 1.60 m) has been 
measured. In a second experiment, the bending angle of a flap of a hypersonic vehicle was 
measured in order to determine the hinge moment due to aerodynamic loads. The experiment 
was carried out in the Transonic Wind Tunnel Gottingen (TWG) . 

Introduction 

As it has been formerly described [1]. the movements, deformations and vibrations of a model 
in a wind tunnel due to aerodynamic load can be precisely determined by Moire interferometry 
without disturbing the flow . 

The present paper describes two Moire systems for large scale wind tunnels, and one application 
of each system is presented. · 

Measurement technique 

Moire interferometry uses the interference of periodic patterns to measure the topology of a 
given surface [2][3]. Its principle is described in Fig. 1: 

A ruling is projected onto a plane surface S1 , and the image of the stripes is focused onto a 
reference ruling. The stripes of the imaged and the reference rulings are parallel to each other, 
and superimpose to a interferogram. If the surface is then translated to location S2 , the stripes 
on the surface move in the x-direction, and a projection ray indicated in Fig 1 shifts on the 
surface from P toP'. P' in turn is now focused onto R', thus producing an interference pattern 
with a different intensity. 

A translation of the surface in the x- or y-direction does not lead to a shift of the ruling focused 
onto the surface, and so does not inAuence the interferogram. The technique is therefore only 
sensitive to translations in z-direction. 

If the observed surface is curved, the resulting fringes in the interferogram represent lines of 
equal elevation. This implies that large surface gradients lead to large fringe frequencies in the 
interferogram. So by using Fourier Transform the topology of the surface can be evaluated. 



http://rcin.org.pl

168 

Furthermore, if the surface is deformed or shifted in z-direction, the change of the z-coordinates 
of the surface can be calculated by comparing the actual interferograms. 

Deformation measurement of a model wing 

The DLR ~Ioire interferometry system described here has been installrd in the cryogenic Eu
ropean Transonic Wind Tunnel (ET\V) in Koln. It determines the instantaneous deformations 
and movements of models during wind tunnel testing. 

The ETW has a test section of 2.4 x 2 m and runs from ~la = 0.15 to 1.3. Temperature varies 
from 90 to 313 K , and pressure from 1.2.5 to 4.5 bars. As a test, the deformation of the right 
wing (DLR F -1 profile) of the ETW generic model of <1 transport aircraft with a full span of 1.6 
m was measured. Due to the swept back configuration of the wings, they do not only bend, 
but also twist under aerodynamic load . 

Tht> obs<'rvatiou area of the Moire interferometPr (Fig. 2) is about O.GO x 0.-15 rn at an obser
vation distance from O.!l to 1.1 m. The resolution is 0.2 nun for lwnding (z-dirertion) and 0.1° 
for twist. 

Tlw iutrrferomrter pn•srntcd hl•rc differs from a conwnrional :-.loin' syst.P.m, a.s the iinagP. of the 
prujf'ction panem is dirrctly projectrd on the piwl matrix of tit<' obsrrvation camera, without 
using a rcf!'rence ruling. Thr interference pattern is thrn prudl!<'<'d digitally by e,·aluating every 
second line of the vidro picture. 

Fig. 3 shows the a,·eraged results for wing brnding and twist a long the span for different. angles 
of incidence. As the model vibrates during testing, ten individual measurements were averaged. 
Also the mean values a of measured twist and bending inwards from the kink (at y = 280 mm) 
of the wing were subtracted for comparison. 

Measurement of hinge moment 

The hinge moment of a Bap on the wing of a hypersonic vehicle (HYTEX, see Fig. 4) was 
measured in the Transonic Wind Tunnel Gottingcn (TWG). The flap was attached to the 
model via flexible hinges, so the flap angle would change due to aerodynamic load. To check 
for accuracy, comparison data was obtained simultaneously using stra in gauges. 

The interferometer was inclined by 7°, just as the model was, to align the apparatus to be 
perpendicular to the modrl axis. The observation distancP was 650 mm, and the resolution in 
z-direction (viewing direction) was 0.05 mm. 

For both the no-wind and the on-wind conditions, the HlOmrntary angle of inddence of the flap 
was computed using two-dimensional linear rPgression from the 6500 data points of the flap 
surfacr. By subtracting the angle of attack a of the mod(•l from th•• change in flap angle {3, the 
flap bending angle 6.;1 wa~ derived . The results for different ~lal'h numbers arc shown in Fig. 
5, compared to the measmemcnts obtained by the strain gauges. 
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USING LIQUID CRYSTALS FOR ANAL YZING THERMOFLUIDDYNAMJCAL 
PROCESSES IN LIQUIDS DURING PRESSURIZATION 

Michael Pehl, Franz Wemer, and Antonio Delgado 
Technical University of Munich, Institute of Fluid Mechanics and Process Automation 

Weihenstephaner Steig 23, D-85350 Freising, Germany 

Summary In tills study thermochrornic liquid crystals (fLe) have been used to visualize temperature 
and velocity fields in pressurized water up to 700 MPa. The change of the reflected wavelength of the 
used nes due to pressure is inverse to the effect of temperature. Hence, the detectable temperature 
range shifts to a higher temperature level as pressure increases. The colour play keeps reversible and a 
good temperature resolution is achievable. In order to predict applicative nes for high pressure 
investigations a simple empirical relation between the sta11 temperature at normal pressure and the 
slope of the isochromes in the pressure-teitlperature plane was found. Furthermore, experiments have 
been performed for analyzing the pressure induced convection in the high pressure cell. 

INTRODUCTION 

Processes under high pressure occur in many fields of nature and technology such as geology, oceanic 
biology, mechanical and chemical engineering, and high pressure treatment of foods (up to 
1000 MPa). The last named research field is a promising technology, but basic understanding of 
physico-chemical and them10fluiddynamical processes under high pressure are needed for future 
advancement. Inhomogeneities of temperature and convection in the biotechnical substances have to 
be taken into consideration, because they may effect processes of heat and mass transfer decisively. 

At normal pressure the liquid crystal measuring technique is well known and described in literature 
whereas only few investigatio.ns have been performed with nes at higher pressures I. 2• As a result of 
the found pressure se.nsitivity of nes they were suggested to be used as pressure sensors. The aim of 
the present study is to investigate the feasibility and efficiency of the ne measuring technique for the 
simultaneous detection of temperature and velocity fields in liquids at high pressure. 

MATERIALS AND METHODS 

Seven different types of nes obtained from the manufacturer Hallcrest (UK) have been tested. In 
order to achieve the required temperature response tills manufacturer mixes 8 or more components of 
chiral nematic liquid crystals in the correct proportions. The start temperatures tsR (temperature at the 
beginning of red colour) of the used nes are in the range of -30 to +60 and the bandwidths l>Ra 
(temperture difference corresponding to start of red and blue colour) range between 0. 7 and I 0 K. The 
ne-particles (0 "' I 0 to 15 1-1m) are encapsulated in a mixture of gum arabic and gelatin. These 
encapsulated particles were dispersed in distilled water and pressurized afterwards. 

The investigations have been performed by mea.ns of a high pressure optical cell (2 ml) which is 
equipped with four sapphire windows (0 = 6 mm). The cell is all-round surrounded by a tempering 
bath and the maximum operating pressure amounts 700 MPa. The temperature of the compressed 
liquid is measured by a thermocouple in the optical cell. Right angled to the incident lightsheet the 
field is recorded by a fixed 3-chip RGB-camera, as illustrated in Figure I. Temperature and velocity 
fields were videotaped and estimated by eye. It has been shown3 that an image analyzing system is an 
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adequate means for the simultaneous evaluation of temperature and velocity fields and will be adapted 
therefore at present. 

Xenon lamp 

Thenmocoupl 

Tempenng bat 
/ 

Pressure eel 

~ressure sense 

..,,._,_ _ _ ! ) Pressure generate --- = L__j 

Sapph"e w.ndows -~ 
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Figure I . Arrangement of the expaimental setup 

RESULTS A:'\D DISCVSSIO"'' 

In accordance with previous findings I.~ for most TLCs, results lu'e shown that the change of reflected 
wavelength of tested TLCs due to pressure is imers~ to the effect of temperature. TI1is can be seen 
from Figure 2 which shows the calibration curve of a TLC with tsR = lO 0

( and bRa = I K. TI1e data 
ha\'c been taken after reaching a thermal equilibrium at constant pressure . For all narrow bandwidth 
TLCs a linear pressure-temperature relation with slope m for the isochromes has been fOtmd in good 
approximation. In case of wider bandwidths (bRa = 5 to 10 K) the estimation of colours becomes more 
difficult due to subjective valuation by eye. 
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Figure 2. lsochromes in the diagram of temperature vs. pressure 

The temperature resolution diminishes with pressure as recognizable by a slight enlargement of the 
bandwidth, see Figure 2. At 700 !VIPa an enlargement-factor of about 2.5 has been estimated. Using 
TLCs with a normal pressure bandwidth of 0. 7 K a temperature resolution of about 0.6 K can be 

achieved at 700 !VIPa. 
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Figure 3. Slope mR of the red isochromes in the p-t plane vs. start temperature tsR at normal pressure 

By comparing the calibration curves of TLCs with <lifferent start temperatures the following relation 
has been found: the slope of the isochromes diminishes as the start temperature increases. This is 
sho~ovn in Figure 3 for the red isochromes. The dotted line marks the slope mR of the red isochrome 
after th~ empirical equation 

This relation is of importance for the selection of suitable TLCs for the detection of a certain 
temperature range at given pressure. 

During the experiments a pressure induced convection has been observed. The flow is composed of 
forced convection due to mass flux into the cell and of thermal convection which was indicated by 
the reflected colours from the TLCs. The starting point of measuring the decay time of velocity was 
set after pressurization. The experiments have resulted in an exponential law of velocity decrease in 
time. For reasons of comparability the reaching of the limiting velocity of 0.01 mm/s has been 
chosen as definition of the decay time 1.1. Additionally, data of decay time have been calculated after 
the equation 

12 
t.=c ·-- . 

V 

The inner diameter of the optical cell ( 14 mm) is the characteristic length l and v the kinematic 
viscosity of water at the regarded pressure and temperature in the optical cell. The physically 
reasonable (in the order of one) constant c = 1.1 5 has been determined from experimental data. 

In Figure 4 the decay times of the total convection at different temperatures are shown, whereby 
calculated data (o, •) are compared with measured data (x, .A). Taking into account that the 
measured data have been estimated by eye, only small differences between measured and calculated 
data have been found. An effect of the pressurizing rate is not noticeable. This can be explained by 
the increasing damping for larger pressurizing rates. In contrast to this, the decay time is obviously 
larger, if the temperature at the beginning of pressurization is higher. This was expected, because 
the kinematic viscosity decreases with increasing temperature also at high pressure. 

Though the above equation is based on fluid dynamical dimension analysis reasonable decay times 
can be calculated. The above mentioned constant c comprises forced and thermal convection. The 
estimation of both the rates of forced and thermal convection are subject of future investigations. 
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Figure 4. Decay time of the convection after pressurizing at 25 and 58°C 

CONCL USION 

It has been shmm that the liquid crystal measuring technique is an adequate means to visualize 
temperatur~ and velocity fields in pressurized liquids. Also at high pressur~ a good temperature 
resolution has been found. A model for choosing applicativc TLCs is suggested based.on experimental 
data. Furthcnnore, by means of this technique pressure induced convection in liquids has been 
detected and analyzed. The decay time of the composed them1al and forced convection has been 
quantified. 
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PROSPECTS OF X-RAY MICROTOMOGRAPHY FOR STUDlES 
OF COMPOSITE MATERL\LS 
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Summary The ability to make precise X-ray attenuation measurements on a very small volume 
elements is a developing technology This technology is known as X-ray microtomography to 
delineate the method as a form of X-ray microscopy that uses tomographic reconstruction 
techniques to build three-dimensional images of microstructure. Since the morphological data of 
a microstructure are usually collected from plane cross sections taken through an opaque material 
then this necessary step results in a great loss of infonnation regarding spatial features of the 
dispersion In order to overcome this difficulty X-ray microtomography is applied to extract the 
3-0 inforn1at1on that may be used for micromechanical modelling purposes. 

I;>.<TRODIJCTION 

The physical properties of a material are strongly influenced by the microstructure which is 
d~signed dunng processing Amount of constituent elements fom1ing the material is in many cases 
kno"n beforehJnd as for example the volume fraction of reinforcing phase in composite materials 
However, the final archtecture of a microstructure is controlled only to a limited extend, and on 
the microscalc the geometrical arrangement of second-phase inclusions is a result of complex and 
interacting processing micromechanisms rather than a design variable. This seems to create an 
obstacle in modelling the relation between microstructure and overall material properties. 

In order to overcome this difficulty it is usually assumed that the geometrical features of a micro
structure are randomly distributed without any precise explanation of what randomness means and 
how it can be quatified On the other extreme lies the assumption that the dispersion of fillers is 
regular It significantly simplifies calculations, especially with the finite element method, and 
provides satisfactory results as far as highly nonlinear phenomena are not concerned. For strongly 
localized effects such as initiation of microcracks and plastic zones which subsequently propagate 
at different scale lengths, the regularity assumption may lead to seriously erroneous results 
Therefore, it is important to describe dispersion characteristics of the microstructure in an 
unambiguous way by quantitative factors which eventually could be related to physical properties 
of the material 

When we examine the microstructure of a material v.e are looking at a very small sample of the 
structure From this limited view we have tried to understand how the properties of the material 
relate to microstructure The approach must necessarily be statistical in particular with respect to 
the measurements of the microstructure A selection of representative volume elements where we 
seek to find microstructure-property relations must be based upon sound sampling techniques 
Furthermore, the investigation of three-dimensional microstructures is possible in most cases only 
on the internal surfaces generated by taking planar sections for microscopy. This necessary step 
from spatial microstructures to their planar sections involves a great loss of infom1ation. 
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X-RAY MICROTOMOGRAPHY 

Developments of X-ray microscopy and computer tomography provide a new tool for the 
assessment of materials morphology A common problem in morphological analysis is that three
dimensional information on microstructure is required, but its images are two-dimensional. ln 
X-ray microtomography, the object is rotated so as to obtain radiographic projections from 
different viewing angles An enlarged radiograph of the object is recorded by an X-ray sensitive 
camera after the object has been traversed by the conical X-ray beam. All these projections are 
used in a reconstruction algorithm which calculates a set of serial non-destructive sections where 
the interpretation of the image, i.e cross section, can be done in terms of attenuation of the 
X-rays in the object. Then, a three-dimensional image of the specimen can be reconstructed from 
serial sections and can be processed to show and measure three-dimensional features. 

X-ray microscopy is a relatively new technique that has not been applied to any significant extent 
in materials science. Most X-ray microscope development has so far been made using large 
synchrotron sources.This has limited X-ray microscopy to a research tool available only at the 
major synchrotron facilities The use of X-ray tubes with a very small focus and an energy in the 
order of20-100keV together with a very sensitive recording devices enable the design of a bench
top X-ray microscope "ith a spatial resolution less than 8 micrometers. 

ANALYSIS 

In the present context we are concerned with a well defined shape of the inclusions such as 
spherical panicles and continuous fibres The following question arises if we attempt to 
characterize the distribution of centre points of fibres in unidirectional composites recorded on the 
transverse sections or the centre points of spherical panicles' traces in paniculate composites: 
"What is the shape of a set of points and how it can be quantified. 

The distribution is neither regular nor random in a strict sense of the word On the other hand it is 
generally recognized that dispersion pattern of tillers strongly influences the mechanical properties 
of composites and, in particular, causes extreme fluctuations of local stresses that may exceed 
a microfailure threshold Hence, relevant data concerning classification of the inclusions 
distribution, i.e. as to whether it is random, non-random, clustered or any other is necessary. The 
characterization of complex aspects of disorder is performed using the idea of fractal dimension. 
a dimension that corresponds in a unique fashion to the geometrical entity under study and often 
is not an integer 

It is shown that the fractal dimension of unidirectional fibres loaded in a transverse direction is 
related to the interfacial radial stresses and that this relation is changing depending upon fibres 
waviness For the particulate composite a correlation map has been established between particles' 
diameters and corresponding diameters of traces. In both situations the non-destructive, three
dimensional reconstruction of the composite microstructure has been an indispensable element 
of the analysis. 
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PERFORMANCE EVALUATION OF AN OPTICAL FLOW TECHNIQUE 
FOR PARTICLE IMAGE VELOCIMETRY 

Georges ;\I. QUt:.IOT 
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51lmmary This paper presents a quantitative performance evaluation of an Optical Flow tech
nique on thP test data of the PIV-STD group of the Visualization Society of Japan. Near the 
optimal conditions for the method, the accuracy (a,·erage velocity error divided by the average 
velocity module) is below 2 % and i~ is below ~ % in all other casPs except for very high and 
very low in-planf' velocities. 

INTRODUCTION 

The experi mental fluid mechanics techniquf' of Particle lrnagP \·clocin•etry (P I\.) has pronm ro 
b<~ a valuable method for quantitatiw. two-dimensional flow strncturr evaluation 1• It cnahl<'s 
the rneasnn•ment of thr instantant•ous in-plane velocity vector field within a planar section 
of the flow field. :'\owadays, almost all PI\. is done by computer image procPssing on digital 
imagrs~ and most methods are ba~cd on imag<' intercorrrlation. Optical Flow techniqut•s3

-'. 

com·cntionally developed for detecting motion of large objects in a real world scene. were also 
recently successfully applied to the PIV problern5 . The objectiYe oft he present study is to better 
characterize the performance of the optical flow technique for P!V and how it is influenced by 
experimental parameters (particle density and size, in-plane and out-of-plane velocities). For 
conwnicnce and easy comparison of results, a standard PI\. test set was used6 . 

OPTICAL FLOW FOR PIV 

~!any techniques hm·e been developed for the computation of optical Row. ;./ot all of these 
are well suited for the DP!\. problem. Many require long image sequences that are not ea~ily 

obtainable cxpPrimentally and/or do not perform very well on the particle image texture (es
pecially multi-resolution methods). The technique that was chosen for the PI\. application was 
introduced as the Orthogonal Dynamic Programming (ODP) algorithm for optical flow detec
tion from a pair of images3 . It has been extended to be able to operate on longer sequences 
of irnag~s and to search for subpixel displacements4 . The ODP based PIV will be referred to 
as ODP-PIV. The technique cannot be detailed here but it is fully explained in 5 ; it can be 
related to classical intercorrelation techniques but with the following differences: 

• Basic matching is searched on elastic image strips (either horizontal or vertical) instead 
of being searched on rigid blocks, and strip matching is performed using Dynamic Pro
gramming which enforces continuity and regularity constraints. 

• A global, dense, continuous and coherent image matching is iterati\·ely updated and 
refined using alternatively horizontal and vertical strip matchings and by reducing the 
strips' width and spacing along with the iterations. 
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THE VSJ PIV-STD PROJECT 

A research group (PIV-STD) organized by the Visualization Society of Japan (VSJ) has de
,.Plopped standard ima::;e test sets for quantitati,·e pPrformance e,·aluation and comparison of 
PI\' systems6 They arc distributed via intNnet (http : I /lrn. vsj. or. jp/piv/) and publicly 
available. The si te offers "standard" image sequences for 2D and 3D flows and a program able 
to generate custom image sequences with scYeral independently tunable parameters (particle 
size. parride density, average in-plane velocity and a\·erage out-of-plane velocity). Results are 
presented here using standard and custom sequences. 

RESULTS ON STA!"DARD LviAGES 

The first :>tandard imagP sequence (sOl} is a '·typi.-a l'' casr defined by the following parameters: 
.\' = ~000 (number of particles). T = 33 ms (time intcn·al. defining the scale of the in-plane 
wlocity). v = 7.39 pixcl/interYal (in-plane velocity}. L = 20.0 mm (light sheet thickness. 
dl'firnng rhe scale of the out-of-planP velocity). u: = 0.011 -/intcn·al (our-of-plane velocity. 
fraction of th•~ particles lea,·ing and entering r.hr lighr sh•·et pPr intcf\·al). P. = 5.0 pixf'l 
(a,·cragP panidc diameter) and Pd = 1.1 pix<'l (~r.andard d•·,·iat.iun of particle diarnrtP.r). Th•• 
Sl'' ·rn followin~ standard image S<'qucncc (sO·~ tu s08) diff••r front th1• typical ca~c by only one 
JMranto~t•·r The imag•·> arc 2->6 x 256 pixds reprP>I'Il!iug au actllal 100 mm x lOO mm an•a. 
Th·· rati<> lwt·xl'l'll rhc in-plauc anJ out-of-J.>Iant' ,m•rag•· ,-,lunti•·s is of about 0.12 (dl'fining a 
2D l],l\'. .. fi~un• 1 ;;hows one image of tilt' first "ClJ<ll'n•·•• 'lnd th<• u,pr[ ,·clut"ity fidd. 

Figure 1: One particle image and the correct vrlocity field 

Table 1 di>play~ the parameter srt used for the eighr standard sequences as well as the accur<tcy 
H'sults for the ODP-Pl\' method using repscctively two. three and four images. ODP-Pl\. 
control parameters arc tuned diffcrendy for low and high out of plane velocity (s08 SPquf'nce). 
Accuracy results are displayed in percentage as mPan error ± standard deviation of error. the 
errnr being the relative error (absolute error in pixcl/inrerval divided by the ascrage in-plane 
vdoci ty also in pixel/interval) . 

.-\sit will b<:' seen in the next sectiou, the typical case parameters are not optimal for the ODP
Pl\' method (they are probably tuned for Particle Tracking methods) for the particle density 
(at least 2.5 times too small ) and size (twice too big). Huwe,·er, the default in-plane velocity 
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:'-io. N T V L w P. pd 2 images 3 images 4 images 

sOl ~000 33 7.39 20.0 0.017 5.0 I u , 3.52±2.91 3.29:r2.74 3 21±2.66 
s02 4000 100 22.4 20.0 0053 5.0 I u 10.8:!:1 1. 7 10.2± 10.2 10.2±10.5 

s03 ~000 10 2.2~ 20.0 0.005 5.0 I u ! 9.82=:5.1-119.74±500 9.7.)±~.96 

sO~ 10000 33 7.39 2,PO 0.017 5.0 u 1.!)7±2.671 1.45±1.82 1.33± 1.53 
s05 1000 33 7.39 20.0 0.017 5.0 lA 3 .. j3:r3.-12 2.68±3.1~ 2.33±2.08 
s06 4000 33 7.39 20.0 0.017 5.0 0 .0 2.30:::~.13 [..jQ:::l.37 1.33±1.41 
s07 .IQQO 33 7.3!l 20.0 0 017 10. 4.0 :-~3±-1.51 I : 2::2 ~~ 2 o8±2 sa I 
s08 -1000 33 7.39 2.0 0.176 5.0 lA I. 1!J± 13.0 ;>.0·:>-·J.;, I 3.90±3.82 

Table 1: Results on standard images 

scale is near the optimum and the out-of-plane velocity has negligeable efl'<>ct (exct•pt for tho~ 

s08 sequence). 

The accuracy for the typical case (sOl) is below .J .'1c for the three variants. Severe accuracy 
degradation occurs when the average in-plane velocity IS far (3 times smaller or larger. s02 and 
s03) from tht.• optimum one. Increasing the particle densi1y (sO.J) highly impro,·es the acrur:1c~ 
while dPcrea.o;ing again the particle dt·nsity (sO-ij rl<WS not furrht•r do•grat..ll' thP accuracy. Rt•dut·
ing tht· particle diametPr standard de,·iation iruproYt•s thl' accuracY (sOG) as wl'll a..; inrrcs1ng 
tho• particle diarndcr (sOl, howl'Ycr this is linkl'd ro 1hc insuffirit•nt panicle density). Finally. 
lugh uur-of-plarw n~locity (sOS. 17 % of pa1 rid•' .!ppo•;uancc and disappo>arance JWr info•n.ll) 
significantly d1•gradf's the accuracy. llowcn·r. t'\.(' 11 iu tius Cll!-!C . u~in~ tht' four imagr•s. wp !>TIll 
gN an ac·cuiacy of about .J %. ::-.i~ar tht· optimal partidt• d,•nsity (sOl). th<" a<Turacy is as good 
as 2 'lc using only two images and lJI'low 1.5 9f using tlw four images. 

RESULTS ON CUST 0:\.1-\.IADE IMAGES 

Custom image sequences were generated using the version 2 of the custom made standard image 
program in order to evaluate t he effect of the various tunable paramctrs. These image sequences 
are also publicly a,·ailable from the VSJ scn-cr from: http : I 1111111. vs J. or. j plpi vI javaltmp21-
<No . > I 1ndex. html. The <No.> field is to bP replaced by the corresponding test set number 
indicated below. 

Tables 2, 3 and 4 respectively the effect of thr "ariation of the particle density. the particle 
sizP and the aYerage in-plane velocity on the accuracy. In all image sequences the light. sheet 
thickness has been set so that the same rate of particle appeara11ce and disappearance (5 o/c, 
about three times the one of the standard images) is used for all image sequences. The image 
parameters and the accuracy resul ts are displayed exactly in the same way as for standard 
images. 

\o. N T V L w Pu I Pd 2 images 3 images .J imagPs 
100 6000 30 6.66 6.-12 0.050 2.0 l l.O 2.85±2.-1-1 2.25:t:2. 17 1.97± 1.76 
101 8000 30 6.66 6.-12 0.030 3.0 I 1.0 2.51±2.68 1.03:!:2 j.j 1.67±1.7!) 
102 10000 30 6.66 6.-12 0.050 3.0 i 1.0 2.3G:::2.21 1.80= 1.78 1.63± 1.75 

Table 2: Results on custom images, variation with particle density 

The optimal numbN of particles is 10000 (one particle by 6..1 square pixcls density), which is 
the maximum allowed by the sequence generation program. Howewr, it is estimated from the 
data that the oprimal density without that limitation would be abom the same. The optimal 
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No. s T V L w P. PJ 2 images 3 images 4 images 
106 10000 30 6.66 6..t2 0.050 1.0 0.6 3.32±3 .-10 2.43±1.89 2.15±1.51 
105 10000 30 6.66 6.-!2 0.050 2.0 1.0 2.-!6±2.57 1.96±2.01 l.7i±1.7l 
107 10000 30 6.66 6..12 0.050 2.5 10 2.34±200 1. 7-1±1.42 1.54±1.29 
102 10000 30 6 66 6.-12 0050 3.0 1.0 2.36±2.27 1.80:d.78 1.63±1.i5 
103 10000 30 6.66 6.-12 0.050 -1.0 1.5 2.-18±2.34 l.88:d.59 1.68±1.47 
101 10000 30 6.66 6.42 0.050 5.0 2.0 2.88:::3.93 2.1-1+2.18 1.87.J.. 1.80 

Table 3: Results on custom imag~s. variation with particle size 

\o. ,v T V L w P. Pa 2 imag('s 3 images 4 images 
111 10000 ?" .u 5.55 5.35 0.050 2.5 1.0 2.51 ± 1.97 2.0i±l.75 1.89±1.64 
107 10000 .30 6 66 6.-12 0.050 2.5 l 0 2 34±2 00 1.74:::1.42 l..'i4±1.29 
112 10000 35 7.77 7.-19 o.o5o I 2 .. :; 1.0 2.29:::2.3G 1.71±1.61 1.51:::1.62 
108 10000 40 888 8.56 0.050 12.5 1 0 2.16±:3.50 1. 76:::2.79 1.53±2.-19 
113, 10000 45 9.99 9.63 0 .050 2.5 1.0 2 20:::-1.:!9 1. 79::::3 97 1.6l::t:3.05 
11-1 10000 50 11.1 10.7 0 .050 2.5 1.0 2 63:::7.-J.j 1.89:r-1.90 1.68.:t: .J .. j8 

Tabh• -l: Results on custom imagrs. variation w11 h a'wagc in-plane \'elocity 

pa1 11d•• rh.1mo•tN is around 2 . .5-3.0 pixel. Thl' oprimal a\'f·ragl' in-pl,111e •:clocity is otf .tbuut 8-9 
pix<>l/inl(•rval Tlus la.'t ,·alu<' may changr· for highN rr• la1 iw• 0111 -of-plane ,·rlocities ( u·. a ,·aluc 
of().!)) IS IIS!'d hPrP). 

In rill' IIPighhorhood of tht' optimal param<'t l'rs, the al'curacy is always bPtter than 3 '7t, using 
only 2 lntag<>s anrl better than 2 '7.. using four images. Tht>s<' rPsults might degrado• if noise is 
add<•d (no no ist> modrl is implemented in the standard image generator) but it has been shown 
us1ng anot lwr test set that the method is rather robust to noise5 . 

CONCLUSION 

Tlus study h<L~ confirmed that Optical Flow based on the use of Dynamic Programming is a 
wry effici!'nt technique for PlY. l.Jnder controlled and optimal conditions (particle dens ity, size 
and in-plane "elocity) the a\'erage relati,·e accuracy of the \'elocity for the whole image can be 
as good a5 2 '1c and still below 4 % for a wide range of conditions around the optimal ones. 

Furtlwr in,·estigations will be conducted in order to also quantify the effects of noise, higher 
om-of-planr componf'nts and three-dimPnsional flow structnrf's 
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Abstract The removal of small particles from the surfaces is important in a wide range of 
disciplines in which there is concern regarding the loss of particles from a surface, or 
contamination of fluids. Source mechanisms for particles are complex because the removal of 
particles from a surface involves an interaction of forces including fluid drag and lift and 
adhesion of particles to the surface. 

Partick resuspension from a surface by a fluid flow has been examined experimentally 
by observing the intennittent particle resuspension process using optical methods. The 
particle concentration was computed using image processing and the particle velocity during 
resuspension was measured by PfV. 

u"iTODlJCflON 

The re'iuspcnsion rate, defined as the ratio bct\.'.·een the number of resuspended particles by 
unit surface and unit time, is the main pMametcr that characterises the resuspension process. 
Ziski11d and a1 1 made an exhaustive review of resuspens ion models and experimental 
techniques which were developed for small particles (diameter greater than 5 Jlm and smaller 
than 50 Jlm). TI1e experimental techniques developed to characterise resuspension are difficult 
to employ (particle counting under microscope) and they are not able to describe the 
characteristic time scale of the resuspension phenomena (<Is). In this study we propose a new 
tecru1ique based on image processing to quantifY the particle resuspension process. 

PARTICLE CONCENTRATION MEASUREMENT 

To compute particle resuspension rate, we have developed an optical technique for the 
measurement of particle surface concentration, based on image processing [Kheyar'']. Images 
of particles deposited on the surface are recorded by a CCD camera (484x786 pixels). The 
analysis of the light intensity histogram of the CCD matrix, permitted to obtain binary images 
("0" for the fluid and " I" for the particles) and sampled them in NxN blocks. The optical 
method is based on a counting process. The particle surface concentration, Cs, is calculated 
for each block as the ratio of the images containing particles: Cs=Nt/( NxN), where Nt is the 
number of illuminated pixels. A linear relationship between the surface concentration and the 
volume concentration can be deduced considering the particle size and the laser sheet 
dimension. The program developed to compute particle concentration was tested with 
artificial images generated at different concentrations. 

EXPERJMHff AL DEVICE 

The removal particle experiments were conducted in a wind tunnel for a wind velocity profile 
corresponding to a laminar (Uoo=\.27 m/s) and a turbulent boundary layer (Uco=5 m/s). Particles 
chosen for resuspension were Lycopodium spores which have monodisperse size (diameter is 
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about 30 ~m) and adhesion forces which pennitted resuspension within the range of velocities 
possible in the wind tunnel. The particles were deposited as singlets on a glass cover using a 
settling tower and then placed flush with the floor of the wind tunnel working section. 

The fraction remaining on the surface was determined by monitoring the number of 
particles on a surface over time (30 minutes). 

EXPERIMENTAL RESULTS 

The velocity profile in the bondary layer mesured by hot wire just before the particle 
deposit are presented in the Figures I a for a laminar bondary layer and in Figure I b for a 
turbulent one. 

Observations based on the image processing showed that the total number of 
Lycopodium particles did not decrease during the flow under lamin3r conditions. However. 
the position of some particles changed during the runs. 

In Figure 2 we presented a time series of particles images during resuspension under 
turbulent boundary layer conditions. ln general, more particles are resuspended in the first 
minutes. Real-time observations using image processing show that several particles may be 
resuspended nearly simoultaneously in brief episodes, interspersed with periods of no 
apparent resuspension. In Figure 3 , the average fraction of particles remaining on the surface 
is plotted versus the exposure time. 

In the first moments of the removal process, we have recorded images of particles on 
the surface and then processed them by PfV technique in order to obtain some infom1ation 
about the particle velocity during resuspension . The velocity field which was obtained in 
these conditions is presented in Figure 4. The particle velocity during resuspension is an 
important parameter in a particle transport model. 

CONCLUSION 

Wind turu1el experiments were conducted to study particle resuspension . Resuspension 
was characterised by the variation over time of the fraction of particles remaining on the surface. 
In order to measure this parameter, an optical technique based on in1age processing was 
developed. 

The fraction of particles removed as a function of time was found to be governed by 
two regimes, the first occurring in the first minutes of the experimental trial and the second in 
the remainder of the trial. Theses results have to be compared with numerical results which 
were obtained using a model of resuspension based on a force balance model and a vortex 
interaction with a boundary layer (Rambert3

). 
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Figure I: Boundary layer velocity profile: (la) laminar boundary layer U...,=l.27 m/sand (I b) 
turbulent boundary layer U...,=5 m/s 
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Figure 2: Evolution over time of particle resuspension process for a wind speed of 5 rnls 
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Figure 3 The average fraction of particles remaining on the surface at a wind speed of 5 m!s 
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Figure 4: Instantaneous velocity field of particles during resuspension 
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Summan Ph}'icians often perform diagnose, ba.sed on the evolution of le,ions, tumours or 
anatomical 'trucrurc:' o'er time. The: objective of thi' puper is to dcscrib~ several vector field 
operator' to dct~ct regions with local variation-; bet"cen I\VO 3D images. These operators are 
appli.:d to di,pl .• c..:ment fields obtained uftcr a non-rigid regi,tration betwc~n successive 3D 
temroral JmJgc' . We: used continuum mechanics theory to develop operators "hich aim at 
cmpha,iLin~ th..: ddomwtion> b..:twcen >everal temporal state>. 

PRESE~TATI O;\' OF THE PROULE.\1 

,\l ediral mot i> at ions 

The 111c,,,ure nf 1h..: ~Wllution' in temporal '~nes of the JD med1c.tl im.1ges nl J patient i, vcr) 
hl'ipful I or J med1..:al d1agnn'i'. The: evolution of pmcc\Ses 0' er time conc~rns m.1ny different 
111edk'd fields: c iiKcrolog:. neurology ft\17heuner'; disease. epilcp')· :-..Iult iplc Sderosis. etc.). 
ph . .nll.IC<>i•>g). ,urgcry. etc. For ex,unplc 111 thh pJpcr. we shuv. the dctcctiun of .\lultiplc Sderosi~ 
lesll>ns U\Jng .'vi RI data. 

Current! ~ . physic"Jan~ us~ vi,u.d mdhmh to ddcct .md quanti f) the evolulloib bctwc~n several time 
acqui,llh.Jns. But these methods are not reproducible. not very accumtc. and vay tedious. In this 
paper we present sev~ral toob based on the continuum mechanics theory that make it possible to 
dctc~t anti 4U<tnt1fy evol\ing proce,:-.es between two 3D images . 

Computation of a d isplacemen t fidd 

Between two e~aminations. a paticnt does not have the same po;ition in the acquisition device. 
Therefore images at different times arc: not directly comparable. We have to apply a transformation 
to each image to compensate for the difference in position (translation) and orientation (rotation). 
Then \\e can compar~ the two images. and appl) automatic computeriLed tool> to detect and 
quant if~ e' oh ing processes. 

The 'uhti.ICtion bctwe.:n two successive images to find areas where the lesion' have changed is not 
sufficient bccau'c it is extremely dcpendent on the registration process aml because it does not give 
m form all o n "ith respect to the amplitude of each evolution 1. Therefore. our idea is to replace a 
voxel by 'nxd C<>lltparison with a study o f the appurent motion between two images. We compute 
th 1' displ<~ccment field with a non-rigid registrat ion algorithm v.hich diffu,es an image toward' 
another on~ f.m c.xampk of the resulllng field is given in F1gure I). 
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Figure I . Slici'S of two rigidly registered images and of tire projection vf tire JD apparent 
di.1placemem field 011 a region of interest. On tire riglrt, a JD view of a .\mall urea of tire field. 

Then eJch pomt P = (x.y.:{ of th~ reference image ha.~ a vector u(udP!. u,(P), u;IPJ) wh1ch give' 
it> app3rent displacement towards the second 1mage We can define the deformation wh1ch 1s the 

functiOn ct>(<PJ(P), <P,(P ), cPj(PJJ th~t transforms P = (x,y,:{ onto P' = (x·,, ... ~·{ Th~refore we have: 

x· = r + ud.r. v. :) = $d1. 1, :1 

,.· = Y + uclr. ·'· :J = (/Jc(.t. 1'. :I 

:' =: + u;(r, '· :) = <P;(t. 1. ~I 

S111<t: "~ w.1111 to .malyte th~ deformation' b~twccn image-.. \\C u'c the fr;u11cwork of con11nuum 
mcch.m1c' to develop appropriat~ vector field op.:rators In pan1cUI.Jr. th..: operJtors aim at 
empha'ILtng large or part1cular deformations. 

A symmetric approach 

In fac!. sev.:ral problems occur due to the discretization of the vector field. If there is a large 
expan,ion. the direct displacement fie ld cannot express thJl one voxcl should deform toward' 
several vo~cb. Due to limited re\olution of the image. we would need to define a one-to-many 
mapp1ng By comb1111ng the d1rect and reverse di,pbcement field, we obtain a beucr de,cription of 
the mollon between the two image' (Figure 2). 

D-... ln<HICII'NJ.OI'l•.tiOIIO ......... 

Figure 2. The di\plac:t~mt•lftjidd rnfnrmatton is more relt!\'WII Hhe~t ~\.'l' c:on\ult•r ''slrnnkmg" voxels of 
direct und re\'erJe fit'ldJ. If then• i.\ e1/arge expwuimr. the direct dnplacemenr f~t•I.J cW111or expre.u that one 
vn rei should drform toh ards sen•ral ~,..·n.uls Due 10 limited rfsolurion of rhe image. he h oulci llttt!tl w de/in£' 

a one-ro-many mappitrN B)· combtnillg rhe direct and re"·erse field u·e obtain a hctter Jescript1011 oftht' 
motion 
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3D VECTOR FIELD OPERA TORS 

Notations 

In the followmg C =I+ Vu + (Vu/+ (Vu /( Vu) = (V<P/( V'<P) i> the R1ght Cauchy-Grcen 'trau1 
tensor, and E = 'h(C - I) = Vz[ Vu + (Vu/ + I Vu/( Vu)} 1 ~ the Green-St. Venant main tensor. 
The'e matrices arc real and symmetric and therefore their eigen' alue~ are real numbers. We note 
c 1 <c~<c1 the e igenvalucs of C and e 1 <e~<e3 the eigenvalues of E. 

V ~ctorial filter 

We have implem~:nted a vectorial filter wh1ch gives at each voxel the eigcn,·ector (of C or El 
corrc;ponding to the largest eigenvalue at this po int. Thus we obtain a filtered vector field which 
dues not take mto account the smalk>t component> of the ddorrnation. F1"t resu lts w1th this filter 
arc ~ncouraging because they visually emphasize the center of some lesions (Figure 3). 

F1gurc 3 Sltces of tll'o rigidly reRistered mw~es in 3D and tire projecticm of th<' 30 tusociated 
filren•d "ector field 011 a region of interest, to be compured with Figure I. 

Scalar operator 

As the vector field is vcr) complex to analyze dire<.:tly. we appl y differential operators to transform 
a 30 vector field 111 a simpler representation which is a 30 >Calar image. Th1s scalar image should 
be contrasted with respect to the time evolutions. Moreover we need to introduce operators which 
ha\e a phy,ical meaning for a better interpretation. Fir>t of all we can compute a shear value at each 
point P "-ith th~ cxtremal eigcnvalucs of Cor £. Therefore, we have shearc; = c,lc1 or shear£: = 
e,le1. Moreove r th~ product of the eigenvalues of C expresses a local variation of volume: we can 
compute the Jacobi.m of the deformation1 Jac(<P) = dc•t(V<P) = [dec(V<P/1 V<P)/11 = [det(C)j cn 
with det(C) = Ct<':<'J. This result is verified by comparing this method with a direct discrete 
computation of th.: local volume variation 1. Finally. we can compute a deformation energy. 
as,um1ng that we have an elasti<.:. homogeneous. and isotropic matter: we u" the St. Venant
Kirchhoff model : W = (A/2)(cr E/ +JLir(F) where A. and Jl are the Lam~ constants of the 
con,idereu tissueJ . We have not found physical values of the'c con,tant' for the brain matter, and 
"" have chosen two values which give good results but do not have a clear physical meaning: 

A=0.5 and Jl =O. Figure 4 shows the application of these three operators on the same displacement 
field. For Mult1plc Sclc!rosis applications we have principally worked with the Jacobian operator 
v.h1ch g"c' a contrasted 1mage and has a s imple meaning. 
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Shc.tr Jacobum Enl!rt;y 

Figure 4. Comparison between different c.ri;·ti" !i operators. 

Results 

w~ c3n notice that our oper~tor' ~r~ theoretically robu,t with re,pcct w rigid mhn:gistratron 
bec~use E ant.! C ~re reprc;,enutil c of the pure ddormation without tran,!ution and rotation. An 
ex~mpk of ,egmcntation ba>cd on thrc:.holding th~ scalar 1aluc of the Jacobi;rn ():rcdl.3) rs given 
on Figure 5. More det.rib can b~ found 111 a previously publr-,h~d paper'. We plan to find a more 
rc:.di,t rc m,,t.!cl of the ph)Sic~l bcha1 iour of the brain with ;~ppropriatc value' of the brain tis,uc 
con,tanh to 'tUd) the ddonnatron' bdween im:rges. 

Figurc 5. 8.1 threslw/di11g operator outputs. we can segmellt evoh:ing lesions in JD. 

ACK'iOWLEDGEME:"'T 

w~ would li!..e to thank Ch~rle'> Gunman and Ron Kiki nis, Brigham and Wom~n·, Ho>pll~l. and 
Harv~nJ Mctlr.:a l School, Bo,ton CSA, who provided us with :V1ultiplc Sclerosis image' trmc ;,aie!>. 

REFERE:-iCES 

D Rcy, G. Suh"'l. H. D~llngctll:. anti~. Ay:u:hc. AutomJtic..: dctc~.:tinn Jnd ~cgmenl:lllon nf C.:\11h111g prn~o:cs"'l!' in 
30 mt.:dll:.tl tm,t~c.: ... · appl1coHh>n w ~l ulnplc ScJ..:ro~i .... Research Rcrort 3559. INRir\. ~\1\l..'lllhcr Jl)l)H . Elc~tronl~.· 
version . hup://w-.w.innJ.fr/RRRT/RR-3559 hunl. 

2. C D:t,at'-lko~. M V~llbm, S ,\11. Rc ... nh.:k. J L Pnnt:c. S. LciO\:-iky. and R.:'IJ . Bryan_ A Compu1t:n1cd .1\ppru~u.:h for 
~.:lurph\llog~~.::tl An:•l)'l!' -.>f th~ Corplh Call•)"um. Joumal ofComplltl!f Asjt.m!d Tomograpln· ~O : SS-Y7. JJnUJr~ 
90. Ell•~.:tnmH.: \~f\IOn~ http;//d itlcl.r;tJ.jhu cdul-hnslOVhlmllchn~to~_hlil . hlml 

3. S Prun;t, JP Th1non. G. Sub,ol. JnJ ~. Ro~n .... Auwma11..:. AnJiysi, nf Norm.1l Br;lin Ot,.,ymmctr) of Mak!<. .mll 
Fl!mJic ... m ~IR lm.•gcs. In \V M \V db. A. C<,khc.:~h.:r. and S. Ddp. editors, Ftnr hrtcmariomtl Conjt·renc( 011 

1\l!edical lma.r;r Computm,; lllld Colllplllt'r·th::;i.\ll!d /urrnTIIfion, JIICCA/"98. volume 1-li.J(l ur Lc('{tlrt: .Votn ttl 

Cnmpurt.•r Stwm·t·. Spnnga. p:1gcs 770-779, Bostnn. USA. Ot:tobcr 19lJS. 

4. Bro-Ntd-,...-n_ ,\-ledit·al Image Rr•gi.\Htlfion and Surguy Simulatum. PhD lhc:,ls, IM~1. Jul) I'J~7 EkurnnH.: vcr .. lon 

http://www 111lm.l1lu.dk/docum..:ntYu .. ..:r .. /hro/ph<.l html 



http://rcin.org.pl

COMBINATORIAL 3-D SEQUENCING THEORY AND METHODS 
IN APPLIED MECHANICS 

V. V. Riznyk' 

Academy of Technology and Agriculture, AJ. S.Kaliskiego 7, 85-796 Bydgoszcz, Poland 

SwtJmun-. Combinatorial 3-D Sequencing Theory, namely the concept of three-dimensional Ideal 
Ring Bundles (3D-IRB)s. can be used for finding optimal solutions for wide classes of problems in 
applied mechanics. 3D-lRBs are cyclic sequences of integer 3D-vectors, which form perfect 3D
partitions of a finite 3D-space of vectors. The vector sums of connected sub-sequences of 3-D IRB 
enumerate the set of integer 3D-vectors exactly k-timcs. This property makes 3-D IRBs useful in 
applications. which need to partition sets with the smallest possible number of intersections. 

Combinatorial theory as well as innovative combinatorial techniques is known to be of great 
important for finding optimal solutions for wide classes of problems in applied mechanics. For 
example, finite- field theory [I] and appropriate technique, based on wide-aperture interferometric 
synthesis in which a telescope aperture is equipped with non-redundant masks or sets of opening, 
is well applicable [2]. Some regular methods for constructing non-redundant two-dimensional (2· 
D) n-elements masks over n x n grids, based on special combinatorial structures known as 
difference sets [3) are suggested in the publication [2]. Applications of modern algebraic theory 
and combinatorial analysis obtain a lot of problems of signal design for radar, sonar, and data 
communications (4]. However, the classical theory of combinatorial configurations, namely the 
difference sets, finite projective geometry, or general block designs theory [ 1] can hardly be 
expected effective for solving 3-dimensional problems using methods, based on the theory. 
Therefore. both an advanced theory and regular method for finding optimal solutions these 
problems are needed. 
In this paper general principles and ideas of three-dimensional (3-D) Ideal Ring Bundles, 
constructed on cyclic groups in extensions of Galois fields are presented. Research into the 
underlying combinatorial principles relate to the optimal placement of structural elements in 
spatially/temporally distributed 3-D systems or processes using IRB al~bra and techniques, based 
on "perfect distribution phenomenon" and the idea of "perfect" 3-D combinatorial constructions. 
This design techniques will make it possible to configure 3-D systems with non-uniform structure 
(e.g. 3-D antenna arrays or non-redundant aperture mask systems) with fewer elements than at 

·On leave from Lviv Pol}1echnic State University. 12 S. Bandera Street, 290646 Lviv, Ulaaine 
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present, while maintaining or improving on resolving ability and the other significant operating 
characteristics of the system. It is shown that the construction of the optimal 3-D system can be 
reduced to a similar one-dimensional problem [5,6]. 
Let us consider an n-stage chain sequence of elements C= [K,, Kz .... K; .. . , K.} as being cyclic, so 
that K. is following by K1, and we require all terms in each sum to be consecutive elements of the 
sequence. A sum of consecutive terms in the ring sequence can be have any of the n terms as its 
starting points, and can be of any length (number of terms) from I to n - 1. In addition, there is the 
sum of all n terms, which is the same independent of the starting point. Hence, the maximum 
number of distinct sums S of consecutive terms of the ring sequence is given by 

S = n (n - 1) + 1 (I) 

An n-stagc ring sequence C= { K,,K,, ... K, , ... , K.} of terms K, = fk, . k2, k;}, for which the set of 
all circular 3-D sums of the consecutive terms (sums is calculated, its own modulo m}> j=l ,2,3) 
enumerate a set of 3- stage integers, which form 3-D grid, each node of the grid meets exactly k
times, is named "Three-dimensional Ideal Ring Bundle" (3D-IRB). So, any 3D-JRB can be 
described by parameters n, k and sizes M 1x M, x M 3 of the 3-D grids. 
General fomJUlas for representation of 3-D IRB with underlying parameters can be written. as 
follows: 

(2) 

Further research leads to associate combinatorial 3-D sequencing theory with a cyclic difference set 
theory and algebraic theory of cyclic groups in extensions of Galois field [I]. Development of new 
algebraic results and techniques, based on the idea of "perfect" combinatorial constructions, can be 
applied for generalization of these methods and results to the improvement and optimization of a 
larger class of technological systems and processes. 

CONCLUSION 

Three- dimensional Ideal Ring Bundle is a perfect combinatorial model of 3-D system with the 
optimal structure from the point of the convenience to reproduce the maximum number of 
combinatorial varieties in the system with the limited number of elements and bonds. Moreover, the 
structural perfection has been embedded in the underlying models. Combinatorial 3-D sequencing 
theory and methods based on the idea of the combinatorial models provide many opportunities to 
apply them to numerous problems in applied mechanics, including synthesis of non-redundant 
aperture mask systems for holographic image, 3-D image coding and compression, pattern 
recognition and three-dimensional image analysis. 
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Summary The paper describes the methodology of experimental data pre-processing and 
converting of the cloud of experimental values into the FEM mesh. Additionally the problem 
of domains matching between experimental field of view and FEM is discussed. The 
methodology is presented on the. example of hybrid analysis of ceramic-to-metal joints. The 
specific problems connected with high noise and high strain gradients are presented. 

INTRODUCTION 

Hybrid techniques enable to combine the advantages of numerical analysis with those of 
experimental investigations. Various types of hybrid techniques exist which represent 
different levels of "collaboration" between experimental and numerical data (1]. The full 
hybrid technique requires a close linkage between numerical solution and experimental results 
through all stages of the analysis and due to its complication, at the moment, it is not widely 
used in solid mechanics. In contrast a basic or a localised hybrid method is extensively used in 
analysis of the most difficult problems in mechanics, including fracture mechanics, analysis 
of joints, mechanics of composite materials etc. Below we focus on preparation of 
experimental data obtained by the grating interferometry into data and files accepted by FEM 
procedures. The methodology proposed is illustrated by the process of ceramic-to-metal joint 
hybrid analysis [2]. 

LOCALISED HYBRID TECHNIQUES FOR CERAMIC-TO-METAL JOINT 
TESTING 

The experimental data should support (alternatively or parallely) the numerical model by 
determination of: 

material constants distribution in the case of inhomogeneous materials (Fig.!) 
boundary conditions, e.g. in the form of the real surface maps of in-plane displacements or 
strains for extended domain 2D strain/stress analysis and 3D modelling (Fig.2) 

Such procedures are possible under certain conditions: 
I. the experimental data should have high signal-to-noise (SIN) ratio, i.e. the noise should be 

minimised, 
2. the surface zones with determined material constants should be given on the base of 

experimental data, 
3. displacements or/and strains values in the nodes ofFEM mesh should be determined. 
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Opto-mechanical 
setup interferograms + load conditions 

e.g. grating 
interferometer u(x,y) v(x,y) 

•• , __ n __________ _ 
Automated Fringe Pattern Analysis 4q:>ata pre-processin~:4 Numerical differentiation 

Number of surface 
zone determination 
and data conversion 

11 Modified FEM model 11 

.... .. .. 

Material constants 
determination 

..().75 ..0.5 .0.25 0 0.25 0.5 0.75 

x[mm] 

Fig. I. Scheme of FEM model modification by introducing the experimental material constant 
distribution (on example of ceramic-to-metal joint studies). 

Figure I presents the methodology of FEM model modification by inserting the experimental 
data about local material constants distribution. It requires pre-processing of interferograms 
and displacement/strain maps to improve SIN ratio. For "zero-field" interferograms (low 
frequency fringes) an averaging filter (3 x 3 window) is applied, while the interferograms with 
carrier frequency are treated by one-directional median filtering. The displacement and 
especially strain maps require heavy median filtering with the window size adaptively 
changing according to the local gradient of the map analysed (3]. The enhanced strain maps 
may be than used for the local material constant determination. This distribution is applied for 
modifying of FEM model by inserting the proper number of surface zones with the local 
values of material constants. At the example of ceramic-to-metal joint the local Young's 
modulus was calculated as the average value in each zone. 
Figure 2 presents the methodology for experimental data conversion into files required as the 
boundary conditions e.g. for 3D strain/stress FEM modelling. In the first stage again data pre
processing procedures are applied to improve the SIN ratio in displacement/strain maps. 
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Localisation and marking of 
FEM/esp. domains 

I 
Data reduction and conversion 

FEM modelling of: 
- u(x,y,z), v(x,y,z) 
- E,(x,y,z), cr,(x,y,z), crres,(x,y,z) 
in extended domain and/or 3D analysis 

Fig. 2. Scheme of experimental data conversion into the file accepted as the boundary 
condition in 3D FEM modelling. 

These maps are the files of discrete values at the regular mesh with usual dimension of 512 x 
512 or 256 x 256 points. The coordinates of experimental domain have to be provided in order 
to assure the proper localisation of these data within FEM mesh. The FEM mesh has lower 
resolution and nodes often are not uniformly spaced. In order to use experimental data, they 
have to be reduced and the values in the FEM nodes location have to be determined. These is 
realised by calculating the weighted average from the experimental values taken within the 
local window with the sizes s, and sy equal: 

NIX N2Y NIY N2Y 
s =--+--

' 2 2 
s =--+--
' 2 2 

where NIX (N2X) are the distances between actual node AN and the neighbourhood nodes N 
in X and Y directions. 
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Additionally the points with mask (no data available) have to be marked as the nodes with 
unlocking degrees of freedom. The experimental data inserted into FEM nodes provide the 
information for calculation of the displacement/strain maps within extended (full object) 
domain as well as the boundary conditions for determination of 3D FEM strain/stress 
analysis. 

Fig. 3. The scheme of data reduction and conversion into FEM mesh 
a) the cloud of experimental points 
b) local view of the cloud with position of the FEM nodes 
c) a triangular representation of values in FEM m.:sh 

CONCLUSIONS 

The methodology of local hybrid experimental - numerical methods, which support the 
analysis of ceramic-to-metal joint, was presented. 
The main conditions of experimental data pre-processing, reduction and conversion required 
for collaboration with FEM systems are discussed. The implementation of these conditions 
into numerical procedure shows the usefulness of the approach for solving difficult problems 
in solid mechanics. 
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Summarv A pat1em recognition technique for the investigation of large-scale coherent structures, is 
applied to the instantaneous two-dimensional velocity distribution obtained by means of digital PIV 
in the turbulent separated flow over a backward facing step (BFS). Span-wise aligned vortices 
footprints of scale d ranging from 0.25h to 0.65h (h being the step height) are the subjects of 
investigation. A detection algorithm based on velocity pat1em spatial cross-correlation is applied 
with an additional isotropy condition to improve the vortex detection. Conditional data averaging is 
performed to the results yielding structural properties such as coherent velocity and vorticity 
pat1ems with dependence on the spatial location and on the size. 

INTRODUCTION 
The fast evolution of particle image velocimetry (PIV) in the last decade 3

·
4

·
9 allows the 

simultaneous measurement of the instantaneous velocity distribution over an entire plane of 
measurement with enough spatial resolution to describe large part of the scales spectrum. This 
aspect constitutes a unique feature if considering the application of such a technique to educe of 
spatially coherent unsteady structures in the flow. 
The transitional flow over a turbulent BFS exhibits a high degree of organisation due to the 
formation and growth of primary span wise vortices linked to the Kelvin Helmoltz instability of the 
plane shear layer. Early visualisations described the flow in terms of K:innan vortices shedding 
even though the process is not periodic at high Reynolds numbers. Extensive and accurate works 
with experimental 6

· 
9 and numerical s approaches provided data sets describing the turbulent flow 

past a BFS even though most of the results were related to a statistical description of the flow. 
The use of pattern recognition based on cross-correlation of velocity or vorticity pat1ems was 
demonstrated to be a suitable strategy for the detection of coherent structures '.2. 
A challenging task still is the choice of an appropriate defmition of the pattern to be extracted from 
the flow, as the matching procedure needs at least a first guess prototype. 
The pattern recognition technique developed in the present study performs the cross correlation of 
the instantaneous velocity distribution with a pre-defined vortex pattern. In order to improve the 
mentioned ambiguity between vortex cores and shear, an isotropy condition is applied to the 
velocity correlation maps. 
The basic principle of this implementation relied on a vortex defmition as given by Robinson 1: "a 
vorrex exisrs when insranraneous streamlines mapped onto a plane normal to rhe vortex core exhibit 
a roughly circular or spiral pall ern, when viewed from a reference frame moving with the centre of 
the vorrex core". 
A method to distinguish a vorticity peak belonging to a vortex core is suggested. The contribution 
to the vorticity or any integral derived quantity, as velocity circulation, must be weakly dependent 
of the considered direction where the velocity gradient is evaluated. 
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EXPERniENT 

T he exper iments have been performed in a wind tunnel of square cross section with 20cm-side and 
20cm-depth test section. T he step height was h=~cm with an exp~nsion ratio of 1.2. The >tep height 
based Reynold-; number was Re,,=SOOO. with U.,=3.8m/s and v=I.52·IO·'m~/,. 
The PI V image processing is based on cross correlation applied an iterati,·e window refinement 
with discrete window offset 0 • 

PATfER:>; RECOG~ITIO!'i ALGORITH:\-1 

T he method implemented aims to the detection of the footprints of span-wise a ligned vortices. T he 
spJtial cross-correlation operator is bui lt starring from a vorrex panem prototype defined in tenn, of 
velocity spatial distribution Vpfx. y) de"ribed in polar system of co-ordinates: 

Vp, =-
1-·(1-)-·X: )) 

'2rrr 
(!) 

Vp, =0 (2) 

T he· procedure implemented for this !low mu't take in consideration that t he voni<:ity level 
a"ociated to the ~hear layer h.h rhe sam.: magnitude as the characteristic level as>ociated to the 
vorrice,. For this reason. an add ttlonal con,traint has been impo,ed to the detection schem.:. in 
ternb of "gnal tsntropy. The corrd11ion of the m,tantancml'; velocit} ticld with the prototype 
pJllcrn i' pcrtormed ..:on,idenng the project tOn Jiong dtllerent direct ions I) covering a range from 0 
t,) rr. The re,ult yick" a 'crte' of ..:nrrciatlon m:tr' in func·tion of the direction 

R. (x.y)=(l~p i.)G1(C ;J (31 

When: both "'P and \i ha,·e been properly shtftcd and normalhed in order to make the rc,ult 
inJercnJcnt of .my signal linear tran,fonmt io n. 

T he mean and rms of R" are considered in order to quantify the corr<!lat ion intensity and the 
corre!Jt ion isotropy respccti,c ly. 

R(x . . v )=< R. (x. v)> (-I) 

R'(x.y)=J<(R.- R)'> (5) 

Fina lly. a proper enhanced correlation is built such to compensate for the high shear region peaks. 

7i 
R•(x.y)=-( --.) 

l +c· R 
(6) 

T he weighting function does nor alter the signal if a perfect isotropy is found, differently. the ratio 
decreases when the correlat ion exhibits intense flu~tuation with varying e. T he paramete r c 
(typically set ro a value of three) define-; the isotropy constraint strength. With the chosen value. rhe 
Vveighung fun..:uon reduce-; the mean correlation of a factor two for non-zero gradient only along 
one direc:rion (condition of maximum anisotropy). 
Each in,rantaneou' velocity fidd is an.ll}sed \eeking for vonice, of different size. A single 
thre,hold correlation le,·el is se lected to extract the signal maxima over all the mentioned Sill! 
dependent correlation map,. The minimum number of grid point' necessary for representing 
appropriately the von.:.~ panern determine> the lower end of the scale paramet.:r range. Given the 
measurement spatial re-;o lution t'Jr=0.0511. vonice' corre,ponding to d/11=0.25 are represented with 
a 5x5 stencil. The upper end of the size range wa> not limited by experimental constraints and 
reached d/11=0.65. 
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RESULTS 
ln the analysis of the instantaneous velocity distributions. the local extrema were searched in the 
correlation maps. Each detected extremum was selected as corresponding to a vortex. In addition to 
this the instantaneous separation streamline. defined as the locus where the reverse flow integral 
equals the forward flow, was displayed. 

~~-----------~ . 
OL----~t2~~~~1W~~~~iffii[~ ~L-------~------~.-------·~~~-~-_--_"·-·--~ 

xlh 

Figure I Dc1cctcd vonkcs and shear layer axi' paucm: insmnmncous vdoci1y fi<ld vortices wilh local m:an vdocily 
sublr.lction. 

In Figure I it is shown the analysis of an instantaneous vdocity field. The shear layer pattl:m is 
distorted by the intcnse span-wise vortices shed from the step edge. A Galilean tramforrnation is 
applied within each region subtracting the loc:JI average velocity in order to visualise the vortex 
patt.:rn and to check thc precision of the detection scheme in determining the voncx centre. 
The application of the mentioned algorithm on a series of 208 instantaneous flow field 
measurements allowed to draw some statiStical characteristics related to the vortex occurrence. 
Figure 2 shows the vonices spatial occurrence distribution at a value of d/h=0.65 of the normalised 
diameter. A quasi-linear spreading of clockwise rollers (labelled as dots) is shown staning from 
xlh= I and reaching the wall at about xlh=3.5. The nature of these coherent structures due to Kelvin 
Helmolu. instability of the plane shear layer has been widely investi~ated and linear stability 
analyses predicted their existenc.: and partially described their behaviour 1 

· 
11

• 

These vortices are expected to play a dominant role in extracting energy from the mean shear and 
transferring it through this first mode to subsequent smaller eddies. Downstream this abscissa, the 
vortex population essentially propagates along the streamwise direction. This indicates that the 
structures can be considered in passive advection after a few step units and even upstream the 
reattachment location. Counter-clockwise rotating vortices of this size are found in large numbers 
only inside the bo!tom corner. These structures have a characteristic vorticity closer to the mean 
flow level than to the rollers shedding from the step. Thus the existence of these organised 
structures seems to be linked to the secondary re-circulation shown in the mean flow field. 

2 

1.5 

<E 1 >-

0.5 *;:r-r 
0 
0 2 3 4 

x/h 
5 

.· .. .., .... 

6 7 8 

Figure 2 Vortic<s occurrence. Red doiS cloclcwise vortices blue crosses counter·dockwise vortices (dlh=0.65). 
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The structures detected within the same domain subregion and classified with the same size are 
selected for the conditional averaging. 
A procedure for centre alignment is applied in order to compute the averaged quantities 
corresponding to the vortex characteristics. Without this arrangement, the sharp instantaneous 
patterns would be significantly smeared out by the typical jitter in the structure appearance location. 
The sub-domain extentioo for the conditional averaging D.,. is set depending on the streamwise 
location a~ the flow characteristics vary significantly over the whole observed domain. Figure 3 
shows the velocity and vorticity patterns of conditionally averaged daUl at xlh=l.25, ylh=l and 
related to dlh=0.65. The local average velocity is uniformly removed in order to visualize the 
circulatory motion. The size correspondence found with the initial template confirms both the size 
cla>sification and the centering procedure precision. 
The stream pattern is distorted from the circular shape resulting elongated in direction of a principal 
axis oriented 30° clockwise rotated with respect to the streamwisc direction. 
The vorticity distribution (normalized with n!Spcct to the maximum mean strain rate in the flow) 
shows that a strong interaction occurs between the vortex and the shear layer accounting for the 
observed distortion from the circular pattern. 

1 . 25r:=:::;:;:;::;;:;:;i~;:;;;::~:;:=:::::~ 
------~~~~~-r~---~~~~--~_.~ 
/ // //// ...... -"'-------...... ~~---1 
, I I 1 ° t f ,1 "--, .. .._ ..... , .................... ""'--1'-''-'''' ' ' -· ::!--...''''"''' '''""'', ~........__~~"""~:;;;;~~-
~~~~-
~~------

0.75' 
0 .75 1.25 

xlh 
1.5 1.75 1.5 1.75 

Figure 3 Voloclly (left) and vonici1y {lighl) disuihution aflcr conditional avc-ragtng of 'P:UJ-wi'c voniccs (xllt= 1.25: 
ylh= 1.0) for dlh=0.25. 

CONCLUSION 

The authors reported results from the application of a velocity correlation algorithm to PIV 
measurements of the turbulent flow past a BFS. The isotropy condition used in the pattern 
recognition showed a significant improvement of the deJection performances. The occurrence of 
vortices over the separated region and downstream the reattachment brought evidence of a 
significant vortex-shear layer interaction. The conditional averaging procedure brought results 
consistent with the target pattern initial choice. 
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Summarv: 

OPTIMISING RAY TRACING FOR VISUALISATION OF 
VOLUMETRIC MEDICAL IMAGE DATA 

Emst Schuster, Thomas Lorang, Manfred Gengler and Michael Prinz 
Department of Medical Computer Sciences 

University of Vienna 
Wahringer GUrtel 18-20 I 090 Vienna, Austria 

The presented algorithms provide an approach to fast rendering of medical volume 
data. It is based on the ray casting algorithm, which is substantially speeded up in terms 
of voxel addressing and interpolation. 

INTRODUCTION 

3-D visualisation of medical image data is essential to diagnosis and treatment planning The presented 
rendering algorithm is to be used within a medical image visualisation framework, which is currently 
under development at the Department of Medical Computer Sciences and already in use at the 
Department of R.ldiotherapy. The speed of rendering is important because of the framework's ability 
to cope with multi-modal volume data sets (mostly Computer Tomography data and Magnetic 
Resonance data) which have to be rendered simultaneously within an interactive registration process. 
The proposed algorithm is fast enough to provide for interactive 3-D navigation in real time. 

We present an integer-based approach for VO)(el extraction in rendering of volumetric data, allowing 
for both high accuracy and high speed. The volumetric data generally is composed of regular slices at 
irregular slice intervals. The voxel density is constant at the x- and y-3>les, but it varies at the Z-3>lis. 
Voxels are discrete intensities existing only at discrete intervals. A volume composed of voxels then 
fills a continuous world, where intensities have to exist everywhere, not only at the voxel grid points. 
This leads to two problems: 

(i) Identifying voxel coordinates (addresses) upon world coordinates 
(ii) Reconstructing sub-voxel values upon neighbouring voxels 

VOXEL ADDRESSING 

Retrieving the voxel address for a given world coordinate is the bottleneck of ray casting and therefore 
should be optimally enhanced. For regular and sequential volume sets, voxel addressing may easily be 
achieved by 

Voxel Address(x,y,z) =Base Address+ z•SiiceSi=e + y•SficeWidth + x 

Multiplications are time consuming operations. As both x and y range are bounded by the slice width 
and slice height resp., a first optimisation is achieved by precomputing possible multiplications for 
both y and z in lookup tables and adding the base address to entries in the z-lookup table 
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Voxel Address(x.y.z) = SliceAddresses[z} + SliceWidrhs[yj + x 

Extending the voxel addressing to handle varying slice distances is essential due to the fact that many 
radiological studies are acquired in such a way that the slice distance is smaller at regions of interest 
and larger at outer regions. In our scenario, the :-position of each slice is known, so that we may defme 
the range of possible z-coordinates. This range is subdivided into regular intervals in a way that each 
interval start position fits exactly one slice positions, remaining entries in the lookup table are set so 
that they point to the latest slice. For each z-coordinate, the above :-lookup table than again contains 
the starting address of the corresponding slice. Voxel addressing - regardless of whether slice 
distances vary or not - comprises the calculation of the slice start address upon z and the inner slice 
offset upon x and y, requiring a total of two additions and two lookups. 

INTERPOLATION 

When displaying volumetric data at a large zoom factor, the sparse density of voxels usually requires 
an interpolation process. Interpolation slows down the whole rendering process and therefore should 
be intensively optimised. In trilinear interpolation. a point in world co-ordinates is not represented by a 
single voxel, but by a cell composed of 8 voxels. The first of these 8 voxcls may be retrieved by the 
above mentioned voxel addressing function. the remaining 7 voxels are retrieved incrementally, the 
next three voxels belonging to the same slice and the remaining four belonging to the neighbouring 
slice 

ao = SliceAddresses[:} T SliceWidrhs[;j + x 
a, = ao +I 
a1 = a.1 "'SliceWidih 
a; =a:+ I 

a, = SliceAddresses[zoaJ + SliceWidrhs{y) + x 
aj =a,+ I 
a6 = aj +Slice Width 
a; = a6 + I 

SliceWidrhs[y} +xis stored as o to avoid it's duplicate evaluation. z • .,, requires to be a :-coordinate so 
that the next slice is addressed. Considering variable slice distances, evaluating Znut upon z may get 
computational expensive. We solved this problem by modifying the :-lookup table to contain not the 
effective slice address but a slice index. This slice index is then used to retrieve the slice address from 
a sl ice lookup table. When calculating ao, the index of the first slice is calculated, the index of the 
neighbouring slice simply is the next index and so calculating a, is fairly easy. The remaining voxel 
addresses are calculated like mentioned earlier. 

= Slicelndexes[z] 
o = SliceWidths[y} + x 
ao = Slices[i} + o 
a, = Slices[i+l} + o 

Thus. calculating all 8 voxel addresses related to one cell requires 4 lookups and 9 additions. The 
sequence of looking up the ,"' slice immediately followed by looking up the i+ lth slice is very 
advantageous to many microprocessors due to the fact that the base address of the lookup table may be 
kept in register and automatically be incremented for the next look up. 
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Interpolation is a mechanism to calculate sul>-voxel values, i.e. values at positions between two voxels. 
This of course requires sul>-voxel addresses, i.e. positions between two voxels. The interpolation 
process will be explained in detail for the one dimensional case. Let us asswne two points 
v0 = 200 and v1 = 360 at the positions to =0 and 11 =I resp. If we want to interpolate at the position 1 

= 0.25 and 1 =[0 .. 1}, then v, = (v1-v.)*t+v0 = 240. An easy approach to this are floating point world 
coordinates. but these are computational expensive. We have scaled 32 bit world coordinates by a 
scaling factor of N=32768 and defined the upper 16 bit to represent the integer part and the lower 16 
bit the residue. Within this coordinate system, a voxel address at a world coordinate IV is calculated by 
first calculating IV' = wiN and then using w ' = (x ',y '.z J as coordinates for the above described address 
computation. We have chosen N to be 2" to replace the division by arithmetical shifts right of n=16. 
By this means, calculating the index and offset for voxel addresses results in 

= Slice!ndexes[z>>n] 
o = SliceWidths[y>>n} + (x>>n) 

The remaining voxel address calculations are not affected. To achieve a sui>-voxel accuracy of 216
, 

only three supplementary shifts are required. Now 1=[0 .. 1} is mapped to 1' = [O .. N}, so interpolating at 
1=0.25 results in interpolating at 1'=1638./ or v, · = (((v1-v.}*IJ>>n) + v0 • The one dimensional 
interpolation requires 2 additions,. one multiplication and one arithmetical shift to the right. Three 
dimensional interpolation requires 7 times these operations. 

I is the residue of the world coordinate and may be calculated for .rand y by masking out the lower part 
of the coordinate. The :-residue may be calculated the same way for regular slice intervals, but for 
irregular slice intervals the residues at z-coordinates are precomputed in a ancillary :-lookup table. The 
calculation of the residues needs only to be done once and requires 2 logical masks and one lookup. 

l, '=.r&(N-1) 
ly' = y & {N-1) 
1,' = Residues[z] 

The amount of operations required for the whole process of trilinear interpolation -with irregular slice 
intervals- is figured out in Table I. 

Address calculation 9 4 3 
Residue calculation I 2 
Voxel Fetching 8 
Interpolation 14 7 7 
Total 23 7 13 10 2 

Table I: Interpolation Operal!ons 

Because of using discrete intervals for the parameter I', the error will be maximal where 11-1 'I is 
maximal, i.e. at I = 1/(2*N), where 1 '=0. The maximal error therefore is J/(2*N). In bilinear and 
trilinear interpolation, this error can cwnulate, but does not produce any visible artefacts however. 
Reducing the sul>-voxel accuracy N will of course lead to larger errors, but as long as the sul>-voxel 
accuracy is larger than the rendering bitmap. no visible artefacts can be observed. Machband effects -
produced by abrupt gradient changes due to piecewise linear interpolation - are the main drawback of 
linear interpolation. 
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RESULTS 

Results were achieved using a 333 MHz (Pentiwn II) PC with standard hardware. All volwnes bad a 
voxel depth of 16 bit and did not require any preprocessing. For oblique slice reconstructions (CT
Abdomen), volwnes were composed of 512*512 voxel slices, volwnes for surface rendering and 
maximwn intensity projections (MIP) were composed of 256*256 voxel slices. Table 1 figures the 
total rendering times in msec for slice reconstruction, surface reconstruction and MIP for a bitmap of 
256*256 pixels. Using 8 bit volwne data sets decreased rendering times for about 5% only. 

Volume Slices 
~ c 

Min Max M in Max M in Max 
CT-Abdomen 45 (512*512) 46 78 187 2.250 1.625 26.891 

MR-Head 32 (256*256) 32 48 203 402 1.035 3.645 
CT-Skull 28 (256*256) 32 48 250 1.033 782 3.645 
CT-Chest 31 (256*256) 32 48 173 1.1 57 1.002 7.330 

Table I: Rendenng T1mes m msec 

Figure 2: Slice reconstructions 
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CONCLUSIONS 

We have been able to achieve high speed rendering only by optmusmg interpolation and voxel 
addressing. The function for retrieving the voxel address upon world co-ordinates is the most 
frequently used function during the rendering process, it should therefore by optimally enhanced. 
Performing ray casting with integer co-ordinates has proven to be fast, resulting mainly from 
eliminating all divisions and reducing the amount of multiplications. The algorithm has proven to be 
sufficiently accurate for medical pwposes, even in the domain of virtual endoscopy. 

FUTURE WORK 

Our ray caster is currently using a fast, but brute force algorithm for determining the sampling 
positions during volume traversal. Currently we are developing traversal algoritluns specially suited 
for rendering at large zoom factors; an application of such algorithms is virtual endoscopy. We expect 
these caching strategies to reduce surface rendering times to less than 40% of the current rendering 
time and thus make real-time virtual endoscopy applicable in for clinical routine tasks. 
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VIDEO RECORDING OF FAST AND ULTRAFAST EVENTS 
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DLR (German Aerospace Center), Bunsenstr. 10, D-37073 Gottingen, Germany 
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Summary Commonly used video cameras provide 25 (CCI.R) or 30 (ElA) frames per second (fps). 
By increasing the camera readout speed and/or reducing its spatial resolution frame rates of some 
thousand per second can be reached. Higher performances can be obtained only with more 
sophisticated systems. An Ultra High-Speed Video Camera SyHem for single and a High-Speed 
Video Stroboscope for fast periodic and repeatable non-periodic events, both developed and 
constructed by the authors, are presented. The operation principle and some examples of application 
are given. 

UL TR-\ HIGH-SPEED VIDEO CAMERA SYSTEM 

Th~ camera system presented has been designed for investigation of single ultra fast events. It can 
capture a sequence of up to eight high-resolution pictures with an extremely short interval. The 
cam~ra head (Fig. 1) consists of eight CCD sensors placed around a eight-faced mirrored pyramid 
mounted just behind the single, interchangeable objective lens. The investigated object can be 
illuminated with a common flood light e.g .. a halogen lamp or, as in the case shown in Fig. 2 with a 
single xenon light pulse. The image of the object is projected simultaneously onto all eight sensors. 
The frames are resolved temporally due to the sequential triggering of the asynchronous electronic 
shutters which are implemented into the control circuitry of each sensor. After the sensors have 
been exposed the images are read out in parallel with a standard speed of 20 ms, digitised and 
stored onto the eight !Tame grabbers placed in the slots of an industrial computer. The integration 
(shutter) time of each sensor can be set in the range of :?.0 ms down to 1 115 so that a !Taming rate of 
up to I million fps can be achieved without time overlap. For even higher framing speed (up to 
I 00 millions fpm) fast gated image intensifiers can be placed in front of each CCD sensor. The 
precise synchronisation of the whole system is performed by means of a sequencer. This software 
programmable unit generates the control pulses for the camera shutters and optionally for the other 
components of the experimental set-up. The time resolution of the sequencer is 50 ns. Both the 

M1rror Pyramid 

Fig. I Principle of the camera 

shutter and the inter frame time can 
be set individually for each sensor. 
All system settings and parameters 
are controlled by the integrated 
software. The captured images can 
be viewed immediately on the 
monitor and stored on the hard disk 
as a standard BMP or TIFF files. 
Additionally, a standard CCIR vi
deo signal is output for monitoring 
and recording. 

Both the standard and the intesi fied 
version of the camera system has 
been licensed to the Cord in 
Company of Salt Lake City I USA. 
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Frame I 120 !15 Frame 2 190 liS Frame 3 260 liS Frame 4 330 liS 

Frame 5 400 !15 Frame6 470 liS Frame 7 540 ~s 

Fig. 2 Example of the camera application: PWlctured balloon. 

In Fig. 2 can be seen that the balloon diameter remains constant during the v.hole explosion process 
as its rupture proceeds faster than the speed of the sound in air. The object was illuminated with a 
single light pulse of a xenon lamp. The pulse duration of about 500 fLS was long enough to record 
the whole sequence of 8 images. 1l1e shutter time \\3S 20 ~s. The frames are labelled with the time 
ddays atler the balloon puncture. 

HIGH-SPEED VIDEO STROBOSCOPE 

An alternative wa/· 3 to realise the concept of a stroboscope is to substitute the corrunonly used 
pulsed light source by an external asynchronously shuttered video camera connected to a triggerable 
frame grabber. By triggering the camera shutter with a pulse train which is synchronous with the 
examined object one will obtain a train of object images, each taken at the same phase shift. By 
using a frequency independent phase shifter and changing slowly its phase shift, a real time slow 
motion effect will occur. The apparatus described is a complete PC-<:ontrolled image acquisition 
system for investigation 
of the visualised peri
odic and repearable 
non-periodic events. 
Fast moving objects are 
displayed in slow 
motion O'l the PC 
monitor in real-time. 
No flash light is 
necessary i.e. the object 
can be illuminated by a 
standard CW light 
source such as a 
halogen lamp or by 
daylight. Hence, self-
luminous objects can 
also be examined. 

... --~ 

, ' 

T~ggar 

CW Illumination 

~ 
~ 

Fig. 3. Principle of the Video Stroboscope 
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The principle of the Video Stroboscope is shown in Fig. 3. It consists 
of a progressive scan CCD camera with an asynchronous high-speed 
shutter, a frequency-independent digital phase shifter4

, a PCI-bus 
frame grabber, a universal counter and a frequency synthesiser. Apart 
from the camera, all electronic components of the system are located 
in the slots of a Pentium computer. They have been specially designed 
and manufactured to meet the system requirements. 

According to the nature of the object the system can be run in two 
ways. From self-running objects such as engines, turbines and 
machines, the trigger pulses can be picked up via an appropriate 
sensor e.g., photo cell, magnetic coil , microphone, pressure 
transducer. The pulse frequency or period can be measured by the 
universal counter and displayed on the screen. In the case of objects 
v.hich must be driven by an electrical signal such as electro-acoustic 
transducers, actuators and injection nozzles, the system 's frequency 
synthesiser (not shown in Fig. 3) can be used to control the object and 
to trigger the stroboscope. This direct digital synthesis (DOS) unit is a 
precise generator providing both a low distortion sine wave and TTL 
signal in the range from 0.05 Hz up to I MHz. The digital phase 
shifter provides exact operation in the same range. 

The camera integration (shutter) time can be selected between I ,25 IJS 
and 16 ms. This allows the stroboscopic observation and recording of 
very fast oscillating (above 10kHz) and rotating (above 100,000 rpm) 
objects. Sequences of 300 full frame images of 659 x 494 pixel at 
256 grey levels can be stored simultaneously for docwnentation, 
evaluation and playback. The size of displayed and stored images can 
be reduced to the region of interest (ROI). Thus, for a given amount of 
installed RAM, longer image sequences can be saved. The images are 
stored as single automatically numbered bmp or tiff compressed files 
or as an .avi video clip. The bmp and tiff sequences can be played 
back within the software frame by frame or as a video clip at user 
selected speed. For .avi format commercial multimedia players can be 
used. 

Fig. 4 Application example: The gasoline injection process. 
Gasoline has been supplied with an initial pressure of 
I 00 bar to an electrically controlled automotive injection 
nozzle. The injection process was performed at an ambient 
pressure of 2.4 bar and ambient temperarure of 20° C. The 
9 images shown have been selected from a sequence of 
300 full frames acquired. They are labelled with the delays 
after the leading edge of the nozzle opening control pulse. 
The field of camera view was 60 x 40 mm2

; the shutter 
time 1/800,000 s. Time between two successive images of 
the recorded sequence corresponds to I 0 ocs, i.e. to an 
effective framing rate of I 00,000 fps. 

Sequence courtesy 
of A. Homburg and R. Schulz, Vo/kswagen AG 

1 • 
0 

o-' 
00 
M 

1 
0 

"' 00 
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Integrated software controls all components of the system i.e. the camera, frame grabber, digital 
phase shifter, frequency synthesiser and the universal counter. For easy documentation and 
archiving of the images and image sequences, a image labelling system is provided. Each of the 
captured and stored frames is labelled with the most important paramt!lers of the investigated 
object, the settings of the camera, present value of the phase shift I time delay, measured frequency 
or period. generated frequency by means of the frequency synthesiser as well as the number of the 
acquired frame with the date and time of its acquisition. These parameters are displayed on the 
screen during the observation of the object and during the play back of the stored pictures and 
sequences. 

Unsteady objects, i.e. those having a temporal/phase jitter and/or spatial fluctuations, lead to an 
unstable object display. To improve and stabilise the display of such objects the real-time frame 
averaging routines newly added to the software can be used. When this "Mean Pix" mode has been 
chosen, the system acquires a selected number of images at each phase or delay value and calculates 
in real time a mean picture. This mean picture can be displayed on the screen instead of the original 
picture. Then, the next phase shift or delay value will be carried out automatically or manually. In 
some applications however, one may be interested in the study of the event instability. In this case a 
difference picture between the mean picture and the single picture can be calculated. This picture 
shows the offset of t.he momentary object position or shape from the average one. Besides the 
sequence of the single images, the sequences of mean and difference images can be automatically 
stored on the HO. 

Wit.h respect to object illumination, good results have been obtained using standard halogen lamps 
of 20 to 150 W. However, in the case of high speed events requiring \ery short shutter times or 
when the examined object is of large dimensions, high power lamps must be used for satisfactory 
exposure. In that case a pulsed light source such as a xenon lamp triggered simultaneously with the 
camera shutter (see Fig. 3) might be a better choice. 

The described High-Speed Video Stroboscope system is protected by patentsl.4 and patent 
applications. It is manufactured under license agreement by VISIT GmbH & Co KG, Wi.irzburg, 
Germany. 
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EXTDiDED . .\BSTRACT 

Liquid crystals ha\e been employed in heat transfer e~periments for years. Hol\ever, their use 
has mainly been qualitati1e until the recent de1elopment and wide-spread a'ailability of inexpensive 
image digiriser has made routine digital image analysis feasible. As known. thermochromic liquid 
crystals modify incident 1\hite light and display colours 11hose wa1eleng1h is a function of 
temperature. They can be painted or sprayed on a surface or suspended in a fluid and used to 
1isualise temperature fidds. liquid nvstal change in appearance is concentrated 01 er a narrov.. range, 
t) ptcally few Kch in degrees: thts field ts called "colour-play m ten al" and represems the temperature 
range within the: can be used as temperature indicators. lltc interpretation of colour images 
displayed b) liquid crystals is performed by the true-image processing. The image-processing system 
mcludes a video-camera to record the tmagc. a frame grabber to digiuse it and an appropriate 
sofmare to con1er1 the colour pattem into the temperature field. Thts la:.1 step can be performed 
wtder 1\\0 disunct procedure: (i) the use of the separate colour component red. blue and green 
(R,G,B) and either a multiple regression method or a neural network to obtain the correlation 
equation between colour and temperature; (ii) the conversion of the image, pixel by pixel. from the 
RGB domain into th~ HSJ (Hue. Saturation, Intensity) domain. In this way, only the Hue parameter 
can be retained since it is related to temperature through a relationship that can b.: obtained by a 
calibration e:l.'jleriment. The hue-temperature relationship depends not only on the liquid crystal 
compound but also on the experimental conditions, i.e. lighting, angle of view, presence of glasses 
betv..een tltc \ideo-camera and the LC layer Information about saturation and intensity are not useful 
for the temperature reconstruction and can be abandoned, thus reducing the size of the digitised 
image and saving memory into the computer. 

In tltis work examples of liquid crystals applications to the study of convective heat transfer are 
illustrated 1

·'. Attention is focused to the use of liquid crystal them1ography to the study of compact 
heat exchangers performance. The complex geometry that often characterises tltese de~ices do not 
generally allo" heat transfer investigation by traditional invasive sensors; conversely, optical 
methods, and m panicular tlte liquid crystal thermography, arc useful tools to gain whole-field and 
real-time infom1ation about flow and thermal fields. 

Three different configurations ha ve been considered: (i) a corrugated-undulated passage, (ii) a 
rectangular channel rouglteoed by square nbs. and (iii) a rectangular channel finned \vitlt staggered or 
in-line diamond-shaped elements. All these geometry are frequently encountered m compact heat 
exchangers. In par1icular. the corrugated geometry consists in closely packed plates, bearing sine
wave corrugations. as those found in rotary air pre-heaters. The rectangular channel with one surface 
(end wall) roughened by square ribs or finned with diamond-shaped elements simulates heat transfer 
conditions occurring in the cooling of gas turbine blade. 
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Experiments v.ere performed by using pre-packaged liquid crystal films consisting of a liquid crystal 
layer deposited onto a plastic sheet haVIng a background colour \~1th black paint. The film is glued 
onto the surface that IS tllem1ally active. Once the hue-temperarure relationship has been determined, 
the coloured image of the beat transfer surface is convened into tJ1e pattern of isothermal lines. From 
these, the heat transfer boundary condition being knov.n (for instance controlled beat flux), the lines 
at equal beat transfer coefficient can be extracted 

Figure I shows three unages obtained by the liquid crystal thermography for me end wall beat 
transfer in presence of rurbulencc promoters (in-line square nbs) Each image corresponds to a 
different heat flux at the wall, the air mass flow rate (from the nght to the left) bemg the same. In 
principle, one lone image contains all information required for tl1e beat transfer analysis. 
Unfortunately, tl1e temperature range in which the liquid crystals are act.i>e is limited; thus only a 
portion of the heat transfer surface displays colours, while tl1c other pans remain black. In order to 
rcco,cr beat transfer mformation over the whole test section, one colour (usually the green band, 
centred m the colour-play intenal and corresponding to a gl\en surface temperarurc v.1th a 0.2 K 
uncenamty) can be used for the beat transfer coefficient reconstn1cuon Tins procedure, suitable for 
sta!lonary phenomena in v.h1ch heat transfer coefficient is scarce!~ aflccted by surface-to-fluid 
temperature difference (as occurs in most forced convection probknt>). enables a careful heat
transfer cocfTiclcnt recon:,truction to be perfom1ed For the same e:-.penrnent (at a gl\ en mass flo" 
rate). tl1e heat flux at the v.al11s vaned stepv.isc, after tlte steady state IS readted, t11c colour pattern is 
rccord~d and anal) sed. m ord~r to extract the poSttton of the ),>Teen '"rcfcren.:c'" band The contours 
of the green band arc then o'erlapped m order to obtain the pattem of hnc, at equal heat transfer 
cocflic1entm fonn of Nussclt number. as sho"n in Figure 2. 
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Figure 1. Three true-colour images obtained by liquid crystal thermography for an endwall 
surface with in-line square ribs. 

Figure 2. Pattern of ten Nusselt number Nu reconstructed by false colour images of the heat transfer 
surface (the value increases from No. 0 to No. 9; 0-79; 9-99; 8-113; 7-123; 6-136; 5-147; 
4-160; 3-175; 2-185; 1-209). 
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High-Speed Digital and Video Recording of 
Fast Events for Motion Analysis 

Don Thomas and Wojciech Majewski 
Redlake lmaging Corporation 

USA 

History of lmaging for Motion Analysis 

Film-based motion analysis was born in 1879 when California 
millionaire and former governor Leland Stanford hired 
photographer Edweard Muybridge to conduct the now famous 
running horse experiment. Stanford and others questioned if a 
running horse ever assumed the posture frequently depicted in 
paintings: front legs thrust forward and rear legs to the back, 

all four hooves off the ground. Stanford offered Muybridge his well-known steed Occidental 
as a test model for the experiment. 

Working in Palo Alto, Muybridge set up a battery of 24 cameras in a long shed with 
controlled lighting. As Occidental ran the length of the shed, he triggered the cameras by 
breaking a string attached to each shutter. The result was a rapidly recorded image sequence 
that allowed viewers to observe, measure and WJderstand motion that was too fast for the eye 
to perceive. The photographs revealed that at one instant, all of Occidental's four hooves were 
indeed off the groWld, but they were suspended WJdemeath him, rather than being thrust out 
behind and in front of him. Through this rudimentary motion analysis, Stanford scientifically 
proved his point. 

In the 1970s, motion analysis came into a new era when the high-speed video industry was 
laWJched with the introduction of enhanced-speed reel-to-reel tape systems that were capable 
of recording up to 240 frames per second. Professional video cameras record 25 to 30 images 
(frames) per second. High-speed digital video, however, has the capacity to record thousands 
of images per second, allowing for precise motion analysis. The industry grew, as the 
advantages of high-speed video motion analysis became apparent, despite the equipment's 
high price. By 1982, tape-based video systems reached record speeds of up to 12,000 pictures 
per second. Such products typically cost over $120,000 and weighed near two hundred 
poWJds. 

In the mid 1980s, the first 1,000 frame per second digital memory high-speed video systems 
were introdu~ed . These systems recorded high-speed images into solid state memory chips 
(video output) and eliminated many of the problems associated with the tape-based systems; 
however the systems, although smaller in size, still weighed 50 poWlds and often exceeded 
$75,000 in cost. The problem that was not easily overcome was getting the images into a 
computer for analysis. 

Although these early digital-based recorders used RAM as the original image capture 
medium they often output NTSC or PAL compatible video. For users that did not require the 
images to be in a PC for in-depth motion analysis this was a very useful technology, and still 
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remains so today. It was often a long, difficult task for those that required getting images into 
the PC. The results were often unsatisfactory as frame grabbers (convert analog video into 
digital image) induced image artifacts from the conversion that lowered image resolution. 

Technology Today 
Several technology breakthroughs in the late 1990's revolutionized the method for recording 
high-speed digital images for motion analysis. Recognizing the need for small, low-cost 
digital high-speed cameras, Redlake Imaging introduced the Motion Scope® family of stand
alone and computer based products. This series of products redefmed the high-speed video 
motion analysis industry in terms of technology and performance. The most irmovative 
product in the series is the computer-based PCI system. 

The MotionScope® PCI system is comprised of a 
full-length Can1era Control/Memory PCI board 
(Windows NT4 operating system), application 
software, high-speed camera head, camera cable, 
and documentation. The PCI system can record up 
to 8,000 digital images per second with shutter 
speeds up to I 0 microseconds per image. Image 
resolution is up to 480 x 420 x 8 bit pixels per 
frame, adjusting down as frame rate increase. 

High-speed irnagt:s are initially captured in RAM memory on the MotionScope® PCI Camera 
Control/Memory board. Once captured, images are held in memory to be played over the PCI 
bus and displayed on the PC monitor. Images can be archived to the PC hard drive or 
removable media such as Zip or Jazz drive. Playback is simple through a point-and-click 
interface familiar to PC operations. Playback rates range from single frame or automated 
frame playback from I through 8,000 frames per second. 

System Architecture 
The MotionScope® PCI system architecture alleviates the 
problems that users have when installing and operating a 
high-speed irnaging system within a PC. No longer does 
the user need to acquire components from several 
different sources and try to piece together a system 
(usually very time consuming and with limited results). 
The PCI system is a complete "plug & play" integrated 
architecture. The camera, PCI board, and application 
software are specifically designed as a hardware/software 
kit. 

Camera J~ 

PCI Camera 
Control/Memory Board 

Driver 

Active X 

Application Software 

PC 
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Digital Recording Architecture 
Conventional thinking on tape or film based high-speed recording methods is to initiate the 
start recording sequence and stop when the media has been consumed. This method dictates 
that the event must occur (be timed or triggered to occur) before the media runs out. This 
method has limitations, particularly if the event to be recorded is intermittent or 
unpredictable. The use of RAM (solid state memory) as the recording medium simplifies the 
recording process. 

By using RAM as the image capture media the high-speed system recording method 
overcomes the media timing issues of tape and film based systems. Once in the record mode, 
the memory will fill and continue to record by writing over the oldest image frame with the 
newest image. The image memory acts as a circular buffer. Recording is stopped when a 
manual stop command or trigger signal (contact closure, TTL, or voltage up to 30VDC) is 
received. 

Since RAM allows the user to record until a stop command or trigger signal is received, and 
the nature of the circular buffer approach, the user may select where to locate the trigger 
input (time zero) in the memory bank. For example, if the high-speed system memory can 
store 65,536 frames, the user may pre-select to have the trigger pulse position located at the 
50% point. In this example half of the frames would pre-trigger with the remaining frames 
post-trigger. This function is selectable in increments of I 0% (range is 0% through I 00%). 

The flt!xibility of the trigger functionality creates an adjustablt! "event window" to capture tl1e 
event as it occurs, or just after it has occurred, allowing easier image acquisitions. Since most 
high-speed events occur in a few seconds or less, most events can be successfully captured 
using this architecture. 

User Interface 
The '·point and click" application software supports operation of up to four MotionScope"
PCI systems in a single PC. Each PCI system operates independently of the others or can be 
phase-locked together to assure that frame zero is the same on all four cameras 

MolionSC()pe"
PCI and 
MotionSC(Jpe"
e/Cam user 
interface. 
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The X-Y reticle system allows for easy calibration and manual tracking of a single point over 
all of the images in memory. Distance and velocity is displayed for each frame as well as 
recorded as a report for export to programs such as Excel. 

High-Speed lmaging via the Ethernet 
Technology limitations can create both problems and opportunities when working with high
speed imaging systems. One such limitation is the cable distance from camera to PCI board. 
Although few users need more than 10 meters of camera-to-processor cable, some 
applications may require cable lengths of 50 meters or more (currently outside of the 
capability of high-speed camera technology). The solution to this is in the form of the 
MotionScope~ e/Cam (Ethemet high-speed imaging system). This system is built on the PCI 
architecture and is controlled by the same application software. Up to four PCI systems 
(internal to the PC) and up to 255 Ethemet camera systems can be controlled by a single PC 
with 10/100 NIC interface. 

The MotionScope~ e!Cam system has all of the core functionality of the MotionS cope~ PCI 
system. The two systems do however differ greatly in hardware configuration. Unlike the PCI 
system, the Ethemet camera system is an external (to the PC) device that connect to the PC 
using standard 10/100 Ethemet hardware (running at 100 MBPS). The 10/100 Ethemet 
hardware includes category 5 cables, 10/100 switchers, hubs and related Ethemet devices. 

Although every high-speed application is unique, high-speed motion analysis applications 
generally fall into four broad functional areas: design, testing, research and production. These 
categories cut across many industry and product lines, and include dozens of specific 
applications where high-speed imaging is required to capture, observe and measure high
speed motions th~t are too fast for the eye to see. 

In order to meet the technical requirements of varied applications, high-speed imaging 
products in the form of high-speed video stand-alone systems, high-speed digital PCl 
systems, and high-speed digital Ethemet peripheral systems exist. 

The Future of High-Speed lmaging 
The applications for Motion Analysis high-speed imaging will continue to drive the 
development of high-speed digital imaging products in both stand-alone and laptop/PC 
configurations. Over the next 5 years most of the remaining high-speed analog video imaging 
systems will adopt digital technology. 
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ULTRASOUND TRANSDUCER VIBRATION MEASUREMENTS WITH AN 
IMAGE PATTERN RECOGNITION APPPLICATION 

Mircea Vaida 1, Arghir Suciu2
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1Technical University of Cluj-Napoca, Romania 
2Eng. Software ITC Cluj-Napoca, Romania 

Abstract: The paper will present an image pattern recognition application based on statistical 
parameters and Fourier's coefficients and the facility of this application to measure the vibration of 
ultrasound transducers concerning the acquisition of a sequence of images. The application is 
developed using Microsoft Visual C++ 5 software and the MFC libraries. 

INTRODUCTION 

The application from this paper represents an image analysis program which implements a pattern 
recognition and form detection method based on Fourier and statistical descriptors. For this 
implementation we used the latest concepts of visual and objectual programming from Microsoft 
Visual C++ Development Environment under Windows'9x and NT. 
The objective of this work is to create an efficient and powerful instrument for image analysis and 
pattern recognition for use in varied domains: medical applications (diagnosis, microscopic 
analysis), industrial applications (defectoscopy, granulometry, inspection), and others. The 
application is hardware independent considering an image frame-grabber, but has the possibility to 
consider the standard MC! (Media Control Interface) offered by (semi) professional frame-grabbers 
and multimedia boards. In this case we considered the FAST multimedia board, Movie Machine ll, 
(Brca and. ea/., /995). Considering the possibility to use extra software to store significant images 
from a sequence of images (Adobe Premier. etc.) we have the possibility to determine the dynamic 
evolution of some medical organs (heart, lung, etc.) or the transducers vibration in case of an image 
acquisition of their evolution. 

QUANTITATIVE MEASUREMENTS 

Image processing stages are: 
- low-level processing (input and output data are images represented by pixel matrices) 

- acquisition, visualization; 
- image improvement; 
- emphasize of essential characteristics; 

- intermediary processing (input data are images and output data are represented by symbolic 
structures) 

- feature extraction: 
-locals; 
-global; 

-high-level processing (operating on symbolic representations) 
- image recognition based on patterns 

- results interpretation. 
The objective of image analysis is to determine the objects, which appear in the image, and to 

describe the surfaces of these objects. The input is a digital image and the output is a symbolic 
representation of the initial image. The first step in image analysis is to determine object 
boundaries. This can be made by edge detection techniques, followed by an algorithm of edges 
following and closing. 
Another problem •. which appears in image analysis, is region segmentation, by which it tries to 
identify the homogenous regions of the image. The final purpose is object recognition, which can 
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be made by using a model database or other adequate techniques, and by the correct interpretation 
of the results. 
The quantitative parameters of objects resulted after analyses are: 

-perimeter, area 
-form factor 
-eccentricity 
-regularity 
-undulation factor 
-mass center coordinates 
-minimum, medium and maximum axis 

These parameters can be used for a first identification of image objects and a classification of these 
objects based on their size and the statistical analysis. The estimation of quantitative parameters is 
made as based on object area (A), perimeter (P) and edge points coordinates that are found first. 

FOURIER DESCRIPTORS 

After we have estimated objects edges from one image as points arrays, we can consider that one 
edge point (x(i), y(i)) can be represented as a complex number, as follows : 

u(i) = x(i) + j*y(i); 
So the edge of one object can be considered as the function 

u(n) = x{n) + j•y(n) for n = O, I, ... N-1 
which. for a closed edge. is a periodic function w ith period N. 
Its DCT representation is: 

u(n) = _!_ Ia(k)exj j
2nf<• ) 0 ~n ~N- 1 where 

N,_. "\, N 

,Y- 1 j '2nf< ) 
a(k) = ~u(n)ex"\,- 1 

N " 0 ~n ~N-1 

Complex coefficients from DCT transform applied to edge function u(n) are the Fourier 
Descriptors. These descriptors can be used for the recognition of similar objects even if they have 
different orientations or dimensions. 
Considering a(k) and b(k) the Fourier Descriptors of the searched object u(n) and respectively, of 
the known model v(n). The shape of the object is similar to that of the model if the distance: 

d(u0 ,a,~0 ,n0 ) = min{I:Iu(n) - av(n + n0 )e1
" - u0!'} is minimal. 

•• o 

The parameters are chosen so that the translation, scaling and rotation effect be minimal. If u(n) and 
v(n) are normalized: 

L;u(n) = L;v(n) = O, 

then, for a known translation ll(), distanced is minimal, when: 
uo= 0 

L;c(k)cos('l', + k~ + ~0 ) 
a = -'''-----:::::----,-;;----

Lib{k f 
• 

L;c(k)sin('l', +k,P) 

tg,P, = .;'~-----L c(k) cos('!', + k,P) 
• 

- 2nn 
a(k)b'(k) = c(k)e' ,. .~ = __ o 

N 

,where 

and c(k) is a real number. 
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PATTER.!"/ RECOGNlTION METHODS AND DEDICATED MEASUREMENTS 

With tl1e quanrirarive parameters of the objects (features) we can separate different pattern classes. 
Experimentally we separated circles, rectangles, squares, stars, and irregular objects. In medical 
applications, we used this method to separate nuclei, micronuclei. mitoses, using a dynamic 
adaptability model method, (Vaida and col .. /993). 
Ths dynamjc adaptability model method can be used in a lot of domains of interest. 
In the recognition stage. we determine an attributed distance between the model features and the real 
features with: 

d ... = vt. [(atrb,. mod-atrb,)l atrb;. mod]' 

We can impose weights to any feature, and in this case we will determine a weighed attributed 

distance. 
The method is relatively simple and can be used in medical or industrial applications if the acquired 
image has a good quality. (Vaida and col .. /998). 
Considering the Fourier Descriptors of the searched object we can determine a and tPo, and the 

minimum distance for the matching process will be: 

d = min[J(tP)) = m in{ ~~a(k)- ab(k) · exp[J(k\ii.,. \ll0 ))i'} 
ll1is method offers good results considering nomJal images !Suciu and Vaida. /998). 
Considering invariant moments, !Gon::alez and Woods. /993) we try to develop a pattern recognition 
method too. This method use invariant moment based on different degree inertial moments, but the 
results was irrelevant in the recognition process. 
In the DNA measurement process we are trying now to use pattern recognition methods based on color 
representation. If we consider the optical density of some regions, the intensity level can be irrelevant 
in some cases. the constancy of the col or being a very important element. 
In this case, different algorithms were developed to maintain this element considering RGB 
representation and YUV representation. The results show that RGB representation is more adequate in 
pattern recognition techniques, Willemse, (Willemse & col .. /993). C.D.Fermin. (Fermin & col., 
/992). 
Considering the ultrasound transducer vibration measurements we developed an algorithm to 
consider only two significant images from a sequence of images. These images will be the 
minimum and the maximum vibration images that are selected using Adobe Premier 4.0 application 
by an interactive procedure. From these two images we consider the medium axe of the minimum 
vibration image and the medium axe of the maximum vibration image. These values are used to 
determine the transducer deviation in the vibration process. 
The method can be used in the dynamic evolution process of the heart and some other medical 
organs. In these cases we consider some other features such as: area, min/max diameter, Ferret 
diameter, etc. 
The main components of the dedicated application are described in the annex 1.1. 

CONCLUSIONS 

Image analysis and pattern recogn11ton methods can be used in different dedicated applications 
from microscopic medical and industrial images to macroscopic image too, (0/inici and Vaida. 
1997). The adequate ratio, price/performance of multimedia boards allow to develop low cost 
application in different fields. 
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Summary Motion trackmg IS an important step of the analysis of flow image sequences. 
Howe,·er, PIV techmques rarely use tracking methods developed m computer vision, they 
usuall> work w1th FFT and correlation based methods. Two major types of motiOn estimation 
algorithms exist: the optical flow and the feature based ones. Prom1sing results have been 
obtamed by appl ymg opta:al flow tcchmques to PIV. The applicab1hry of feature based 
trackmg algorithms to PIV 1mages IS examined m th1s article. Two tracking algonthms are 
considered and prehmmary flow visuahsat10n results for standard PIV sequences are 
presented. 

The a1m of th1s work IS to investigate the apphcabd1ty and efficiency of the feature based 
trackmg algonthms m flow veloc1ty measurement. 

PI\', DPI\'. Flow VIsualisation and measurement of flow d)11am1cs arc important tasks 
appcanng in the analysis and understanding of combustion processes, aeronautical 
phenomc:na. flame propagation, heat exchange problems, construction of artificial heart 
pumps. etc 1. 

In particle image velocimetry applications, the flu1d is seeded with particles that follow the 
flow and efficiently scatter light. The fluid IS illuminated by a twO-dimensional light sheet 
(laser beam). Conventionally, multiple exposure cameras are used to capture images of the 
flow at d1fferent t1me instants, and the images are recorded on photographic film. By optical 
correlation methods applied point-by-point to the entire negative, the in-plane velocity of the 
particles between two consecutive images is determined. The obtained velocity field is then 
used to estimate the instantaneous dynam1cs of the local fluid. 

With the development of high-performance CCD cameras and frame-grabbers a new PIV 
approach emerged: the d1gital PIV, or DPIV. Here, image sequences are stored and processed 
dm:ctly by the computer. The conventiOnal cross-correlation methods could easily be 
implemented, and the amb1guity of the sign of the displacement has also been removed. A 
major drawback of correlation-based motion estimation methods is their inaccuracy in regions 
where the velocity gradient is high. To compensate for this imperfection, alternative methods 
ha,·c been developed which Improved correlation techniques by combining them with gradient 
methods used in physics and computer vision2

. 

Tracking in computer vision. On the other side, estimation and tracking of motion in image 
sequences IS an important branch of computer vision. Usually, real world scenes with large, 
rigid or deformable moving objects are considered, where rigidity constraints can also be 
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imposed to improve tracking results. Two main classes of motion estimation algorithms exist. 
the opucal flow based, and the local feature based algorithms. 

The optical flow techniques extract a dense velocity field from an 1mage sequence assuming 
that image intensity IS conserved dunng the displacement. An overv1ew of their performance 
can be found in1

. Feature based techniques extract reg10ns of Interest (features) from the 
images and 1dcnt1fy the corresponding features m each image of the sequence •·9. A number of 
algorithms are available in each class. Applying them to particle 1mage sequences can lead to 
considerable improvements in visualisation and measurement results. 

Recently, Qucnot et al 4 presented an optical flow algonthm based on dynamic programming 
and tested it with PlY sequences. The dynam1c programmmg techmquc was ongmally used 
for searchmg optimal match1ng bdween two one-dimensional patterns. The authors cxtend~d 
it to two d1mensions and used it for finding a dense velocitv field between two consecutive 
images of a sequence. The results obtained for both synthc;1c and real sequenccs5 compare 
favorably to those obtained using the: classical 2D DFT based DPfV method. An mcrea:;e 111 

both accuracy and spatial resoluuon of the velocity field has been achu.:' cd 

Both correlation methods and optical flow techmques 1mply match1ng perfonned for the 
whok 1mage. w h1ch can bt: very ume consummg. In 1magt sequences ''here the individual 
part1clcs can b~ tktectcd. and wh~n th.:rc IS no need to obtain a vdocn] vector 111 each p1.xel of 
the 1magc. feature based techn1qucs are also applicable and pro' 1de a fa,! er soluuon. 

feature based tracking. The featun: based algorithms have 1111t1ally been d..:n:lopcd for 
trackmg a small numba of salient features 111 long 1mage sequences . One c~n d1v1d..: th..: 
tracking process into two major subtasks: feature extraction and featur.: track1ng. The two 
phases can be carried out scquentially or simultaneously. The first possibd1ty is to extract 
features from each 1mage and later find the corresponding features along the sequence. The: 
other possibility is to extract features only from the first image and s.:arch for the same 
features in the following images. An example for both approaches will be presented below 
together with the1r results given for a standard PlY sequence 

ln1
, a comparative performance evaluation of five feature point trackmg algorithms is given 

Besides, there is a possibility to test the five candidate algorithms via an on-line Internet 
demo8 with both generated synthetic motion and user-defined input data. Image sequences 
consisting of at least three frames are considered. Each algorithm assumes that feature points 
have been extracted prior to tracking in each image of the sequence. Among them, the 
algorithm called !PAN Tracker6 can be selected as the one wh1ch best fits the particle image 
velocimetry applications. The criteria for the selection were, beside the accuracy of the result 
and the low computational cost, the algorithm's capability to cope w1th large pomt densities 
and disturbing events such as appearance and disappearance of feature points. 

lPAN Tracker is a non-iterative, competitive feature point linking algorithm. It IS based on a 
repetitive hypothesis testing procedure wh1ch SWitches between 3 consecutive image framt:s 
and maximises the smoothness of the evolving trajectories. When proceeding to a new frame, 
the already established partial trajectories are extended. A feature point having no successor or 
no predecessor closes or, respectively, opens a trajectory. In this way, feature points that 
appear or disappear due to the non-planar nature of motion or due to shortcomings of image 
formation can also be tracked. 
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F1gure l (bottom left) shows prehmmary results obtained for a standard PIV sequence 
downloadable from 11 . The sequence cons1sts of four frames of size 256 x 256 pixels, 
containing 4000 particles. The mean particle displacement IS 7.5 pixels/frame, the mean 
particle d1ameter is 5.0 p1xels. 

The results can further be improved by a local d1recuonal coherency filtering which eliminates 
the noisy veloc1ty vectors. One can observe that the velocity field IS not uniformly distributed 
O\'er the image. Th1s IS the drawback of the feature extracllon procedure. In the present 
version, the strongest features are selected, based on the brightness and the size of the feature, 
with no spat1al distr1bution taken into account. This will be 1mproved in the future. 

Figure l. Flow visualisation results. 
Top row: The first frame of a slandard PlY sequence (256 x 256 image. 4000 panicles). 

Onginal image (left) and adaplive histogram equalised image (righ1). 
Bouom row: Results of tracking over four frames. 

I PAN Tracker result for 1200 feature points (left). KLT result for 1000 feature points (right). 

In9
• Shi and Tomasi present an algorithm called KL T for selecting features which are optimal 

for trackmg: in their conception, a good feature is one that can be tracked well. They define a 
measure of feature quality which quantifies the change of appearance of the feature between 
the first and the current image frame, allowing for affine image changes. A pure translation 
model is then used to track the selected best features through the image sequence. The source 
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code of the KL T algorithm can be down loaded from the Internet 10 and tri.:d out on arb1trary 
image sequences. 

The results obtained for the same standard PIV sequence are shown in figure I (bottom right). 
One obtains an uniformly distributed velocity field. The empty strip near image borders 
appears because the feature extraction IS performed in a relatively large window (usually 25 x 
25 p1xels). 

In the future, the two algorithms will be thoroughly tested on standard images originatmg from 
both sources5 11 . The velocity fields will be evaluated and compared with the available ground 
truth. 

Conclusion. A new approach to flow visualisation and measurement ha$ been presented. 
Feature based trackmg algorithms represent a fast and apparently precise tool m solvmg PIV 
problems. 
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VISION-BASED DEVICE FOR IN-VIVO MEASU"REMENT OF ELASTO-MECHANICAL 
PROPERTIES OF SOFT TISSUES 

Vladjmir Vuskovic, Riccardo Blaser, Andrea Spiga 
Institute of Roboucs, ETH-Zurich, CLA, ETH-Center, CH-8092 Zurich, Switzerland 

Summan A device, wh1ch performs in-vivo measurement of elasto-mechanical properties of human 
soft-t1ssuc is described. The device permits the controlled app!Jcation of vacuum to small spots of 
organic tissue and registers the small deformations caused during the whole measurement process. 
Deformations are measur~d with a vision based technique and the grabbed images are processed in 
real-time to avoid storage problems. Subsequently. several elasto-mechanical properties of the tissue 
can be determmed via the inverse finite element method. 

li'I;TRODI.JCTION 

The ETH-Zurich IS de,eloping a virtual reality based endoscopic surgical simulator that should 
exceed 1n realism the alr~ady existing endoscopi~ surgical trainers. There is a need for rea!Jst1c endo
scopi~ surgical trainers. due to the fact that traditional minimal-1nvasive surgical techniques require 
the -;urgcon to have very >pe.:ial sklils, which can only be acquired with extensive training. 

Th~ force feedback device. which Simulates the .:ontact of operating instruments with living organic 
ti>SUe. should 1dcally provide rea!Jstlc hap11c sensat1ons resulting from an FEM simulation of tissue 
deformation l-3 The selection of the constitutive equation for modeling a specific organic material 
should, therefore, be followed by the determination of the actual numerical values of material param
eters. Since there are significant differences between the mechanical properties of dead and living 
ti ssue, the measurements should be performed in-vivo. In particular. accurate data cannot be 
obtained from the usual testing setups, which need tissue preparation for experimental testing. In the 
past, a number of experiments were performed on a variety of tissues under different loading 
condit1ons4

• but very little data from in-vivo-measurements exisr5. 

l\IEASURE:\IENT METHOD 

Mcasunng mechanical properties of an organic tissue in-vivo is a complex task. The measurement 
must not cause any tissue damage and the measuring device must be sterilizable and easily manage
able. A further problem is presented by the difficulty of keeping track of the boundary conditions 
during the measurements, because any interaction with the organ, whose parameters are to be deter
mined. produces the motion of the whole organ. One technique able to provide accurate data, while 
overcoming the la!!er problem is tissue aspiration in conjunction with the inverse finite element 
method. The inverse finite element method allows the greatest freedom concerning the boundary 
conditions and the geometry of the problem and, due to the complexity encountered in in-vivo exper
iments. it seems to be a suitable way to determine material parameters6-7 The method consists in 
leamng a tube on the target tissue and applying a weak vacuum. The organ remains fixed to the tube 
specifying well defined boundary conditions, and a small deformation of tissue is caused inside the 
tube. The measurement process consists in increasing the applied vacuum over time and determining 
the function q(P(r), r), where 4 is a measure of the surface deformation under the tube; r. the time 
from the start of the measurement; and P(r), the negative relative pressure at time 1. Thus, we track 
over time the applied vacuum and the resultmg deformation. Measuring the whole deformation cycle 
permits estimation of time-dependent factors such as viscoelasticity. Assuming axisymmetry and 
homogenous tissue in the portion contained under the aspiration tube, a complete description of the 
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deformauon is given by a profile of the deformed ussue (or more exactly by one half of a profile). 
The aspiration setup and the profile to be determ1ned are illustrated 1n Ftgure I. Therefore, the mea
suring process reduces to the determination of the functton y(x, P(t). t), wh1ch IS shown m Figure 2 . 

.. 
-r 

Wllh: 
r: radius of lh< tube 
y: axiS of symmetry of the tub.: 

F1gurc 1. Aspiration experiment F1gurc 2. Profile functton of a deformatiOn at a t1me t 

The measured function profile has to be passed off-ltne to the parameter est1mator. whtch determmes 
the parameters of the fimte-elemcnt model of the tn\CSttgated ttssue v1a tht: m•erse fimte element 
method. The parameter Identification algonthm performs a mimm1zation of squared differences 
between measured and Simulated load-uisplacement relations. Another advantage of thiS techn1que. 
IS that not only onc-d1mensional load-displacement curves are obta1ncu. Th1s IS imponant because 
one dimensiOnal load-displacement cunes gtve only ltm1tetJ mformatton and can be Simulated wtth 
pract1cally an~ matenal constttutne equat10n. 

MEASLRE:\IE\ T DEVICE 

We developed a VISton technique to measure the profile Il lustrated m F1gure I. Sltght modification of 
the tube's geometry makes it possible to place a small mirror beside the aspiration hole and to track 
the si lhouette of the deformed tissue wi th a camera placed at the other end of the tube. Thts geometry 
allows a side look at the desired profile. Th1s is Illustrated 1n Figure 3. Thts method allows to mea
sure the demed profile very accurately, raptdly and v.ithout contact with the tissue. An optical fiber. 
placed just below the camera, illuminates the aspirated tissue. The camera with telecentnc close-up 
lenses, the tube, the ltght-fiber and the control switches are mounted onto an a luminium body, wh1ch 
also g1ves maneuverability to the instrument. A photograph of the device is shown in Figure 4. 

Figure 3. Profile observation Figure 4. Instrument 
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The pneumatic system is connected to the aspiration tube via a flexible silicon tube and is designed 
to allow easy and secure control of the pressure in the tube and to measure the pressure very accu
ratel y. All the components of the pneumatic system are inert and can be sterilized. 

Image processing 

If the deformation is to be tracked over time, a very large number of images must be taken. To reduce 
the quantity of information, a real-time silhouette extraction of measured profiles is of great advan
tage. In our setup we achieve a processing frequency of 25 Hz, i.e. we grab and process 25 images 
per second. A typical image grabbed during the measurement process (experiment on ex-vivo bovine 
uterus) and a short description of the image processing algorithm are shown in Figure 5. 

Grabbed image 

Figure 5. Algorithm for profile extraction 

The approach chosen here combines the precision of edge extraction with the ease of interpretation 
of thresholded images. The two thresholded images give an approximation of the searched silhou
e!le, while the edge image gives a set of points in which the si lhouene is to be searched. The reason 
for thrcsholding the image with two different threshold levels is that the first thresholded image often 
gives a good approximation, but fails to describe the curve in zones with specular reflections (for 
example, due to rests of organic liquids on tube walls), while the second thresholded image describes 
the curve conservatively and is less sensible to perturbations. In order to describe the profile-extrac
tion block, let us fi rst introduce the pixels coordinates of the images as (x, y). The profile-extraction 
block extracts a function y = f(x), thus, it extracts for every x E [l ,n] exactly one yE [l,m], 
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where n and m are the dimensions of 1mages in pixels. The selection of the y coordinate for a given 
x is done by minimizing a cost function, wh1ch is evaluated over the whole set of previously deter
mined "candidate-y -values'', wh1ch are mamly obtained from the edge-1mage. The cost function 
takes into account the distance from the silhouettes g1ven by the two thresholded images, from the 
previous extracted contour points etc. The superposit10n of the ongmal 1mage and the extracted 
curve is given in Figure 6. 

Figure 6. Contour superposed to 1mage 

Supporting hardware and software 

Magnetic valves of the pneumatic system, the vision system, the pressure sensor and all other instru
ment controls are connected to a fast PowerPC based computer system, on top of wh~eh runs a hard 
real t1me operating system XOberon8. The acquired curves. pressure' and t1mes collected during the 
whole measurement arc transferred (by pushmg a button on the mstrumcnt) from the RAM of the 
computer-system, via an ethemet connection. to a remote data storage system. 

RESl'LTS 

We implemented a device able to apply controlled vacuum to the surface of organic t1ssue and to 
accurately measure the resulung deformations. The method allows to generate well defined boundary 
conditions during in-vivo measurements. The deformations are tracked during the whole measure
ment cycle. This permits the determination of time-dependent propenies also. such as viscoelasticity. 
The deformation is measured via profile with a vision based method. The images are taken at a rate 
of 25 per second and processed in real time. The amount of data to be stored for subsequent parame
ter identification is in this way drastically reduced. The subsequent parameter identification via 
inverse finite element method has proven to be capable of precisely determining several elasto
mechanical propenies of the measured tissue. We performed first experiments on ex-vivo animal tis
sue. The device will soon be applied in-vivo on human patients. 
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FLOW-REGIME DISCRIMINATION IN BUBBLE COLUMNS USING 
ELECTRICAL CAPACITANCE TOMOGRAPHY 
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Ostrowski', and Richard A Williams' 

'centre for Particle and Colloid Engineering, School of Process, Environmental, and 
Materials Engineering, University of Leeds, UK 
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Summarv Electrical capacitance tomography has been used to image a bubble 
column. Sets of linear back projection tomograms are then analysed to yield gas 
hold-up values and to determine flow regime in a traditional manner. Further analysis 
is performed producing a statistic (Heterogeneity Index for Tomograms) that is 
independent of the average hold-up. This is used to provide an alternative and 
superior means to determine flow regime 

Introduction 

The use of Electrical Capacitance Tomopaphy (ECT) to visualize two- and three
phase flows is reviewed by Reinecke I! I a/ Some tomographic data have been used to 
characterize flows, for example in trickle-bed reactors2 and pneumatic conveyingM. 

Here ECT is used to distinguishing homogeneous bubble flow and chum flow in a 
bubble column Various operational conditions were created to test viability using 
different spargers, frother concentrations, and height between sparger and sensor 

Traditional flow-regime identification is undertaken using the hold-up calculated 
from the tomograms. A new method is used to assess the heterogeneity of the flow 
and so identify the flow regime more accurately. 

Bubble column 

Flow-regime transitions are traditionally identified from a graph (Figure 1) of the gas 
flow rate against the gas hold-ups (Em) 

J.-- TnnS1lion point 

Flow rate ( t min) 

Figure 1: An idealized gas flow rate against gas fraction graph. 

A series of sensor measurements taken at different gas flow rates under the same 
column conditions is called a set. In taking the measurements for a set, the flow rate is 
incremented between successive measurements. From calibration a mean value of the 
gas voidage in the sensing region is deduced4 and used to construct a flow curve as in 
Figure 1. Sensor measurements consist of data taken for 30 seconds at 100 frames per 
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second (3000 frames each based on dielectric pair measurements). Each frame was 
reconstructed using a linear back projection method 

The liquid in the bubble column was double-distilled water, the width of the 
column internal diameter 56 mm, and the length 1.025 m. An increase in gas flow rate 
was capable of producing an ideal succession of flow regimes, from homogeneous 
bubble flow through transition to chum flow 

Traditional flow-regime identification 
Combinations of spargers, frother concentrations, gas flow rate and height were used 
to give a range of conditions for analysis work. 

In practice, the definitions of flow regime are often unclear, with latest research 
pointing to up to five regimes, and additional gradual transitions between them6

. 

Transition points were chosen as points at which the gas flow rate ET deviates from 
the initial straight line through the origin. An example is given in Figure 2. 

Note that· 

50~ -- -· - - -
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Figure 2: The cy values obtained for different flow rates 
and trother concentrations for a sparger of plain filter cloth. 

• Transition occurs with 0 ppm frother but not with 32 ppm frother. 
• Deviation from the initial straight line is gradual. This makes exact determination 

of the transition point difficult and may be inaccurate in some cases. 

Heterogeneity analysis 

In Section 2, the ECT tomogram was used to calculate gas hold-up for various gas 
flow rates and thereby successfully identify flow-regime transition points in the 
traditional manner. Only the average gas hold-up over the tomographic cross section 
was used There is further information available from the tomogram areas of gas 
hold-up are associated with spatial locations. 

Sets of tomograms and video-recorded sequences were thoroughly inspected. It 
was observed that when bubbles aggregate or chums form, they tend to do so more 
often at, or near to, the centre of the column cross section than at the column wall. 
Thus there is stochastic information available from consideration of the hold-up in 
central zones relative to those zones near to the wall 

It should also be noted that known artefacts of linear back projection accentuate the 
above behaviour, producing slightly lower hold-up at the wall when there is large 
hold-up at the centre. There is also a slight shift of anomalous regions towards the 
centre of the image. These artefacts however appear to assist distinguishability here 
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The mesh shown in Figure 3 was chosen to match the geometry of the 12-electrode 
sensor whilst dividing the tomogram into zones of interest for bubble-column flow. 
The entire tomogram comprises 812 pixels and ten equally sized zones. 

Figure 3: The mesh implemented with the HIT statistic. 

Stochastically, the 812 pixel values will be strongly correlated since they arise 
from only 66 measured capacitances Their probability distribution will also be 
complex and dependent upon the dielectric configuration within the sensing volume. 
Consequently the pixel values in the tomogram were first ranked and only the 812 
ranks used to proceed in a distribution-free manner 

Another important consequence of using ranks only (and not pixel values) is that 
the ranks become independent of the relative scale of the tomogram. Note that the 
average pixel value was used to identify flow-regime transitions. The ranks are 
independent of that level and it is only their configuration within the tomogram 
(heterogeneity or pattern) that is now to be utilized. 

For homogeneous flow, bubbles are well dispersed throughout the tomographic 
cross section whereas for chum flow, bubbles aggregate and coalesce to form churns. 
Thus for homogeneous flow, pixel ranks will be uniformly distributed apart from 
clustering induced by correlation from the linear back projection reconstruction 
procedure, whilst for churn flow, low ranks will dominate in some zones (with high 
gas hold-up) and high ranks will dominate in others. The change due to heterogeneity 
is seen to have a much larger effect than that due to correlation. 

If the ranks were uncorrelated, which they are not, then the variation between 
zones could be tested with the well-known Kruskai- Wallis test [7). Here the test is 
not valid due to the correlation, but the test statistic H suggested by the test can still be 
used as a powerful summary of variation between zones. This is then transformed, for 
reasons relating to work beyond the scope of this paper, to a statistic Z that will be 
less dependent upon the number of zones produced by the mesh: 

H = (6/SS)•Sum over zones (rank sum squared/number in zone}- 33 
Z = (H-9)/sqrt( 18) 

The HlT statistic Z can be regarded as a quantification of heterogeneity or pattern. 
Large positive values indicate heterogeneity is present. 

Plots of the HlT statistic against flow rate, as evidenced in Figure 4, show 
marked changes between flow regimes. The HlT values plotted have been averaged 
over all frames (3000 tomograms) taken under identical flow conditions. Thus sharper 
and more accurate distinguishability is given by considering heterogeneity rather than 
average gas hold-up The HlT statistic has proven a reliable indicator of flow regime 
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over the full range of operating conditions imposed in the above sequences of 
experiments. 
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Figure 4: The HIT statistic for the filter cloth sparger (left) and rubber sparger (right). 

Figure 4 shows the results from two spargers and two frother concentrations ( 4 and 
16 ppm). For both spargers, with 4 ppm frother, a transition occurs. whilst with 16 
ppm the flow remains homogeneous throughout the range of gas flow rates applied. 
For homogeneous flow the HIT statistic either remains constant or decreases with 
increased gas flow rate. Transition is clearly identified by a step increase in the HIT 
statistic These characteristics were evident throughout the sequences of experiments 

CONCLUSIONS 
ECT has been shown an effective tool for the identification of flow regime within a 
bubble column. The gas hold-up was calculated from the tomogram and used to 
identify flow regime. A second independent approach, where the HIT statistic Z was 
used to quantify heterogeneity, produced a sharper more accurate discriminant. 

Further work could be undertaken to combine these approaches, using both gas 
hold-up and spatial heterogeneity. This should improve the discriminant. 
Alternatively, the two values could be reported to a control system. There is potential 
to accurately control the gas flow rate at as high a level as practical whilst maintaining 
homogeneous flow and avoiding disruptive chums. In this way the gas- liquid 
interface area can be maximized, a benefit in column reactors. For froth-flotation 
processes, homogeneous flow is maintained whilst maximizing the size of particulates 
that can be floated. This last can reduce grinding costs in mineral processing. 
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The process of turbulent mixing is CIICUillltered in many engineering applications. or illtl'n•st 
arc for example: maxilllllrll concentration levels, microrlliXillg ill rclatioll to chcrllical rcactiolls, 
all cl the illfluellce of coherent structures on mixing. A dPtailed study of turbulent mixillg cnabks 
the dcvcloprllcnt of models that can be used ill numerical solutions. 

To ulldcrstand the mechanisrlls of lllixillg, the simplified case of a stationairy and axisym
mctric turbulent flow is collsidcrcd. The Rcynolds averaged equation for the meall concelltratioll 
is then givell by: 

U,ac ~D{iYc +~~(rac)}-ou~c _Du~c 
OL OI2 T f}r f}r f}z OT ' 

(1) 

where r alld r arc the a.xial and radial coordinates respectively, U, is the mean a.xial component 
of the velocity, u~ alld u~ are the axial and radial velocity fluctuations respectively, c is the 
mean concentration, c the concentration fluctuation, and D the diffusioll coefficient. 

The term on the left hand side and tile first term on the right hand side can be evaluated 
by SPparatc measurements of the mean velocity and tile mean concentration. The remaining 
tenus in the equation are two correlation terms between the fluctuations of the velocity and the 
fluctuations of the concentration, namely: u~c and u~c. The only way to study these terms 
experimentally it is by means of simultaneous measurement of the instantaneous velocity and 
concentration fields. 

For this purpose two measurement techniques arc combined, namely particle image ve
lownetry (PIV) for measuring the ,·cJocity, and light induced fluorescence (LIF) for measuring 
the concentration. The optical configuration is shown in Figure 1. 

The measurements arc carried out iu a turbulent flow through a smooth pipe with an inner 
diameter of 50 111111. The mean flow rate is 106 rnm/s, so that the flow Reynoltls number is 
5,300. This Reynolds number matches that of a direct numerical simulation, which will be 
used for comparison. The measurements arc carried out at distance of 5 m from the pipe inlet. 
This is 100 pipe diameters, so that the turbulence is fully developed at the measurement loca
tion. To reduce image deformation due to light refracted by the curved pipe wall, the pipe at 
the measurement location is fitted in a rec tangular water-filled box (not shown in Fig. 1) . In 
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Figure 1: Optical configuration of thr experiment. 

atltlition, the pipe wall in~ide this box h;L, been rcplacctl by a thin glass cylinder with a wall 
thick1H'S~ of 1.8 nrnr. H~ncc, the image deforrnation is reduced to within 0.1% of t.he lid<! of ,.i,•w. 

Fur the PI\' mcasurc1nent~ the !low is seeded with 5 micron tracer particles that arc aln1ost 
nr11trally b11oyant in water. A planar cross section of the flow is illuminatctl with a thin li~ht 
sheet, aiiC! the How velocity is tletermined from the displacement of the tracer partides bctw<'l'n 
two exposures. The exposures arc generated by a twin ;\tl:Y:\G l;L,Cr system (Spectra Physics 
PIV-200). Each li~ht pulse has an energy of 200 mJ at a wa,·clength of 532 nm (viz., green). 
The light scalteretl by the tracer particles is recortlcd by a CCD camera for which the optical 
axis is perpendicular to the light sheet plane. The camera has a resolution of 992 x 1008 pixcb 
(KoJak ES-1.0), and its field of view is approximately 45x45 mm2, i.e. slightly less than one 
pipe tliamcter in both the axial anJ radial directions. 

For the L!F measure1ncnts the injected fluid is labelled with a lluorescent dye (i.e., llu
orescein). The intensity of the emitted fluorescent light is directly proportional to the dye 
concentration. The fluorescence is intluced by the light from a 5 \V argon-ion laser (SpPctra 
Physics) at a wavelength of ~88 111n (viz., blue). This particular light wavelength is selected by 
passing the output laser beam through an ethalon. The dye emits fluorescent light at a lower 
wa\·elength. The maximun1 intensity of the fluorescent light is at a wavelength of about 530 11111 
(viz., green). The fluorescent light is observed by a second camera that is identical to the first 
camera but that is located on the opposite side of the light sheet. The camera is also equipped 
with a special filter that only transmits the fluorescent light, so that light that is reflected from 
the tracer particles and the pipe wall, which mai11tain the same wa,·elcngth as the laser source, 
is rejected. 

The PIV and LIF measurements cannot be carried out at exactly the same time, as the 
wavelength of the Nd:YAG laser is near the wavelength of the fluon·scent light. Instead, the 
two measurements arc carried out separately, but within a total time that is small with rl'spt•cl 

to the I<olomogorov time scale of the flow, which is about 50 ms. The cxpo"rre tin1c delay for 
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Figure 2: Detail from the result of a combined Pl\"-LIF l!leasurement. 

the PI\" me<L~uremcnt is 3 ms, wlu·rcas the exposure time for the LIF nH'<L~urcJnent is l n1s , 
so that the total both measurements arc carried out within ·I ms, whid1 is well within the 
I<olmogorov time scale for this flow . Hence, during the measurement period the flow field is 
essentially frozen , and the PIV and LIF JJJea.surelllents can be considered as silnultaneous. 

The measurements are performed at a rate of 30 Hz, which is equal to the repetition rate 
of the twin Nd:YAG system and the frame rate of the cameras. The images arc digitizcrl 
and stored in the memory of a double pipeline processor system (DataCube ~Ia:-:Vidco-200) . 
This system has a total throughput rate of 60 M byte/sec, and has a total storage capacity of 
256 M bytes. A complete sequence is recorded in less than 4.5 s, which covers approximately 10 
integral time scales. 

The PlY images are interrogated in 32x32-pixel interrogation regions, with a 50% overlap 
between adjacent interrogations. This yields a total of 3,721 velocity vectors per image field . A 
detail from the result of a combined concentration-velocity measurement is shown in Figmc 2. 

It should be noted that the LIF image shows only a small amount of dye. This is because the 
rate at which fluid is injected must be small, in order not to disturb the turbulent flow. Hence, 
a large number of image sequences is required in order to obtain results in which the sample 
uncertainty is within acceptable limits. Presently, extended measurements arc carried out in 
which the concentration-velocity correlation tensor is measured from 0.5 to 4.5 pipe diameters 
from the injection needle, with a total of 12 image sequences per measurement position . The 
total volume of image data ,will be 12 Gbyte. Tile results from these measurements will be 
presented at the workshop. 
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Resume. Brief description both mobile and stationary set of optical research equipment created for 
investigations in wind tunnel are presented. Examples of interferograms and holograms, created 
during experiments in wind tunnel are produced. 

Purpose of equipment 

The purpose of optical setup is equipping of modem wind tunnels to solve fundamental and applied 
problems of aerohydrodynarrucs and aeroacoustics. 

Base element of complex 

I. System for visualizing two-dimensional and axially symmetric gas flows: 
a) on the basis of mirror interferometers with lateral shift of the wave front- IT-144, IT-228 

scheme and general view- Fig. I, examples of interferograms -Fig. 2). 
b) on the basis of laser holography interferometer IT-243 with four·mirror concept of 

holographic technique (scheme and general view - Fig. 3, examples of interferograms -
Fig. 4). 

2. Setup LGU (stationary equipment) and LGU-M (portable version of LGU). Their scheme at 
Fig. 5 and example of holographic interferogram at Fig. 6 are presented. 

Main advantages 

Main advantages of new optic-physical equipment in comparison with classical equipment are 
following: 

I. Enlarging the visualization field at 2- 3 times (up to lOOOmm and more). 

2. Solving the probkm of three-dimensional structures visualizing within flows. 

3. Increasing the information from single experiment-
a) using shift interferometers - to 2- 3 times, 
b) using IT-243- to 4 times, 
c) using LGU, LGU-M- more, then 4 times. 

4. Providing opportunity mobile utilizing new systems at different experimental installations 
(IT-144, IT-228, IT-243 - in case of 500 mm visualization field). 

5. Providing a high technical and economic efficiency of the equipment. 

Conclusions 

1. Present multifunction set for data acquisition systems with optical research equipment meets 
major requirements laid by modem gas-dynamics experiments. 

2. IT-144, IT-228 and IT-243 systems are successfully using for investigations inhomogeneous 
non·stationary rapidly elapse processes at different experimental set-ups. 

3. LGU system is successively passed experimental exploitation. At complicated conditions of 
aerodynamics experiment are performed: 
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a) procedure information recording about tluee-dimensional flow structures on single flat 
hologram in light, scattering on surface of model or screen near it, 

b) procedure of real and imaginary images of domains stream reconstruction from this 
hologram for qualitative investigation of flow, 

c) procedure of series multi foreshortening holographic interferograms reconstruction for local 
quantitative information about stream's structure. 

First probe processing series of hologram with utilizing tomographic method are performed. The 
results obtained promising works in this direction are confmned. Yet, it is necessary to give some 
financial support for completion all works planed. 

4. Our equipment has the following fearurcs: 
a) the underlying technical solutions are unique; 
b) a wide selection of scientific and technological issues may be resolved successfully; 
c) the information about obtained during a particular experiment can be increased as compared 

with traditional analogues; 
d) the devices have high cost effectiveness; 
e) the devices could be perfected further; 
f) the devices could be utilized by other scientific and technological branches for studying 

unhomogeneous transparent liquid or solid media. 
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DIGITAL MICROGRAM PROCESSING IN TRIBODIAGNOSTICS 

Frantirek Zuzak" and Pave! Mautner" 
"University of West Bohemia, Univerzitni 22, 306 14 Pilsen, Czech Republic 

Summary: This article presents the image processing techniques suitable for the automation of tribo
diagnostics. Processing of digital microgram displaying the wear particles in the lubricating oil gives 
a set of separated objects representing the wear particles. The feature vectors of objects input the 
consequent particle classification and machine condition estimation. Therefore, the precise retrieval 
of all wear particles (i.e. the application of the optimal processing techniques on the microgram) is 
th~ crucial problem of computer aided tribodiagnostics. 

INTRODUCTION TO COMPUTER AIDED TRIBODIAGNOSTICS 

Tnbvdiagnoscics is a non-intrusive machine condition monitoring method. It is based on the micro
scopic analysis of the oil samples taken from the examined machine. Simply, the lubricating oil in 
the machine (e.g. gearbox or engine) is contaminated with the debris produced as the result of the 
v.ear process of the movable machine parts. The microscopic debris, knov.n as the wear particles, is 
the subject of tribodiagnostics expert's interest. Considering the morphology. dimensions. forms, 
concentration, distribution and other physical and geometrical features of the wear particles he/she 
can determine the machine condition, because these particles carry the essential information about 
the operating condit ions under which they were generated. These properties of the wear particles are 
sufficient to specify the wear mode and predict the machine failure. 

Tribodiagnostics consists of the two fundamental subtasks - the wear particle identification (includ
ing image processing and particle classification) and the machine condition estimation. Both of 
them can be solved in the human-like fashion or with the computer support. Traditional approach 
requires a large knowledge and experience of a human expert. Moreover, the microscopic analysis 
of the wear particles is complicated and time-consuming. Furthermore, working with the micro
scope is uncomfortable and eye-straining. In this point of view, computer aided tribodiagnostics 
seems to be very helpful and effective method for the workaday wear condition monitoring. 

The aim of our work is to automate the expert's visual examination of the microgram - the oil 
sample containing the wear particles. At the first step of our project we tested a variety of suitable 
image processing techniques. We would like to present achieved results in the following text. 

DIGITAL MICROGRAM PROCESSING 

The input for our experiments is the matrix of snaps mapping the microgram. These snaps are the 
output of the color CCD camera integrated to the light microscope and connected to the computer. 
We obtain the set of 24-bit/pixel color images (standard truecolor BMP pictures, 768x576 pixels) 
in required magnification (for higher magnification we get better results, but it increases the number 
of images to process). 
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When taking the image, the green filter is used on the background and the red one is used to 
enlighten the wear particles from the top. Hence, the oil appears greenish, dirt is dark grayish and 
the wear particles are reddish. The intensity of the red color depends on the metallic surface of the 
particle. Simply, metals are bright red, metal oxides are dark red and non-metal particles are dark 
red-grayish. Therefore we can easily use the RGB color planes to extract desired objects (red plane 
for the wear particles, green plane for the oil and dirt and blue one is omitted). We process the red 
and green color planes separately and we treat them as the gray-level 8-bit/pixel images. However, 
for the feature extraction, we have to keep it in the mind that the type of the wear particle depends 
both on its color and intensity. 

Now, let us describe the implemented and tested microgram processing tedmiques. 

Preprocessing 

The inadequate and/or non-uniform illumination of the microgram is not considered (in this view, 
the light microscope with the CCD camera produces perfect images). Therefore, no technique 
solving this problem, such as the local equalization, is used. 

For the noise filtenng "'e used the neighborhood averaging implemented as the 20 discrete 
convolution. The Gaussian masks were chosen for the microgram filtration (but the convolution 
procedure is designed for the usage of the arbitrary mask). The blurring effect of the averaging can be 
neglected in respect of the microgram character. 

,\4orphological operations of dilation and erosion are also necessai). We use the opening (erosion 
followed by dilation) for processing of the wear particles in the red plane. 

Our goal is to optimize the microgram preprocessing as much as possible (to perform the minimal 
number of preprocessing steps) to speed up the whole diagnostics process. 

Segmentation 

Segmentation is the process of fmding and separating the objects in the image. In our particular 
case, the goal of the microgram segmentation is to obtain a set of the separated wear particles (that 
do not touch the microgram border). It consists of the image binarization, dirt removal and object 
finding. 

Our image binari=ation technique is based on the optimal thresholding. We implemented the non
parametric and unsupervised Otsu's method of the automatic threshold selection from the gray-level 
histogram The Otsu's method is derived from the viewpoint of discriminant analysis. It directly deals 
with the problem of evaluating the goodness of the thresholds. The optimal thresholds are selected by 
the discriminant criterion, namely, so as to minimize the separability of the resultant classes in gray
levels. Instead of the gray-level histogram we use the histograms for the red and green plan.es. The 
optimal thresholds given by the Otsu's statistical method seems to be adequate for the microgram 
thresholding. 

The objects smaller than the given critical size are considered as the dirt and removed (objects 
touching the border are displaced as well). Then we can fmd all objects representing the original 
wear particles and describe them by the feature vectors (color, texture, size, excentricity, etc.). 
These vectors are the inputs for the consequent classification. Selection of the appropriate object 
features for the classification is another task to be solved in the near future. 
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RESULTS AND CONCLUSION 

Digital image processing techniques presented in the previous text fit the demands on the automatic 
microgram processing in tribodiagnostics. Their sequential application on the rnicrogram produces 
separated objects corresponding to the original wear particles in the carrier oil. 

Since the particles in general do not have the sharply defined edges, we do not use the segmentation 
by the edge detection (and the edge preserving filtering techniques, such as the median filtering). 
The texture thresholding is also inappropriate because the oil background does not form any regular 
texture. The watershed segmentation using the Euclidean Distance Map is not suitable for the 
separation of the overlapping particles due to the very different sizes of the particles. 

The wear particles have the big differences in size, shape, calor, intensity etc. Ths property is quite 
favorable for the particle classification but it brings a lot of problems to their automatic separation. 
especially if the particles are overlapping. The disadvantage of overlapping particles and very different 
types of particles in one image solves the usage of the ferrogram instead of the microgram, but it 
prolongs the whole diagnostic process due to the preparation of the ferrogram (processing techniques 
remain the same). 

Our experiments were at first performed using the Khoros system. TI1en the selected methods were 
implemented in C++ on the platform of Windows 95-r. 

Finally. let us state that our project is in the beginning and we hope that computer aided tribe
diagnostics can save a lot of laborious work and bring a significant cost saving, foreseeing the 
machine failures in time. 
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