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Some methods for improving the convergence of iterative solutions 
of transonic flow equations 

R. TR~BINSKI (WARSZAWA) 

SoME NEW METHODS have been devised for improving the convergence of iterative methods of 
solving the equations of transonic flow. They concern the algorithm of construction of a solu­
tion of the equations of steady flow based on explicit difference schemes approximating the 
equations of unsteady flow. The modifications which are proposed for the standard algorithm 
consist in the application of a multigrid procedure, a change of the sequence of operations and 
the use of a reconstruction procedure of the grid different from the standard procedure. The 
efficacy of the methods proposed is analysed by studying the results of solution of a test problem. 

W pracy zaproponowano pewne nowe sposoby przyspieszania zbie:lnosci iteracyjnych metod 
rozwi~zania r6wnan przeplywu transdiwi~kowego. Odnos~ si~ one do algorytmu konstrukcji 
rozwi~zania r6wnan przeplywu ustalonego, opartego na jawnych schematach r6Znicowych, 
aproksymuj~cych r6wnania niestacjonamego przeplywu. Proponowane s~ nast~puj~ce mody­
fikacje standardowego algorytmu: zastosowanie procedury wielosiatkowej, zmiana sekwencji 
obliczen w danej iteracji oraz odmienna od standardowej procedura przebudowy siatki. Efektyw­
wnosc proponowanych sposob6w przyspieszania zbiei:nosci przeanalizowano na podstawie 
wynik6w rozwi~zania testowego problemu. 

B pa6oTe npe,wio>KeHbi HeKOTOpbie HOBble CllOCOObl ycKopeHIDI CXO,lUIMOCTH HTCpai.UIOHHbiX 
MCTO,z:tOB peweHHJI ypaBHCHHH TpaHC3ByKOBOI'O TetJeHIDI. 0HH OTHOCHTCH K anropBTMY llOCT­
poeHHH peweHIDI ypaBHeHHH ycTaHOBHBWei'OCH TCtJeHHH, OIIHpaiOI.Uei'OCH Ha HBHbiX paa­
HOCTHbiX cxeMax, annpoKcHMHpyroLUHX ypaaHeHIDI HeCTai.(BoHapHoro TeqeHIDI. Tipe,wiara­
IOTCH CJie.z:tyroLUHe MO.z:tH<f>HKa~HH CTaH,z:tapTHOI'O aJII'OpBTM2: npBMeHeHHe MHOI'OCeTOliHOH 
npo~e,z:typbl, H3MeHeHHe llOCJie,z:toBaTeJibHOCTH paCtJeTOB B ,z:taHHOH HTep~HH H OTJIHtJaiOI.UaHCH 
OT CTaHgapTHOH npo~e,z:typa nepeCTpOHKH CeTKH. 3<f><PeKTBBHOCTb npe.z:tJiaraeMbiX cnoco6oa 
ycKopeHHH CXO,l:tHMOCTH npoaHaJIH3HpOBaHa Ha OCHOBe pe3yJibTaTOB petueHHH TeCTOBOH 3a­
,z:tatJH . 

1. Introduction 

IF WE CONSTRUCT solutions of external and internal problems of steady compressible flow, 
we are often concerned with a case in which regions of subsonic motion of the fluid are 
adjacent to those of supersonic flow, from which they are separated by shock-wave fronts 
or Mach lines. A flow in which regions of both types occur simultaneously is termed tran­
sonic flow. The positions of the boundaries between particular regions are not known 
beforehand and are determined in the course of constructing the solution of the flow 
equations. The character of the equations describing subsonic and supersonic flows being 
different, the construction of a solution of the equations of flow comes up against con­
siderable difficulties of mathematical nature. In subsonic regions a problem of transonic 
flow constitutes a Cauchy problem for an elliptic set of equations [1]. This is an incorrectly 
stated problem, the solution being very sensitive to the boundary conditions, which may 

http://rcin.org.pl



184 R. T~BINSKI 

be a source of considerable difficulties if it is attempted to construct a solution of the 
equations of transonic flow by difference methods. There are no such difficulties in 
regions of supersonic flow, which is described by hyperbolic equations, for which the 
Cauchy problem is correctly stated. It follows that the most natural and direct way for 
avoiding the difficulties connected with the mixed character of the set of equations of 
transonic flow is by replacing it with an equivalent set of equations of the hyperbolic 
type. It is only this equivalent set of equations that can be solved numerically, by 
difference methods. 

A description of methods for constructing such an equivalent set of equations can be 
found in the literature quoted in the monograph [1]. The most popular method consists 
in introducing the time-dependence into the equations considered. Then, the equations 
become hyperbolic and steady flow is considered as a limit to which unsteady flow tends. 
The problem of solving a given problem of transonic flow is thus reduced to solving a prob­
lem of unsteady flow with appropriate boundary and initial conditions. Let us observe 
that the difference method for solving the equivalent problem has in this case an iterative 
sense. The initial condition plays the role of the initial approximation and the solutions 
for consecutive "time layers" are consecutive approximations to the solution sought for. 
The difference scheme is, in this case, an iteration formula. There being a great variety 
of difference methods for solving hyperbolic sets of equations, we can speak of a family 
of iterative methods for solving the equations of transonic flow. 

The computation efficiency of an iterative method for solving equations of transonic 
flow is determined by the number of iterations necessary to obtain the steady state solution 
and the "computation cost" of a simple iteration. Disregarding the obvious influence of 
the choice of the initial approximation on the number of iterations necessary to obtain 
a solution, this number will be determined by the magnitude of the time step. For this 
reason it is advised in a number of papers to use implicit schemes, which enable computa­
tion with a Courant number v > 1 (see, for instance, [2]). However, the computation 
cost of a single iteration is, as a rule, higher for an implicit than for an explicit method. 
This fact is connected with the necessity of inverting large multi-diagonal matrices. More­
over, although the stability condition for linearized conditions does not impose limitations 
on the time step in the implicit method, nonlinear instability or the way of approximating 
the boundary conditions make it often impossible to perform the analysis for v ~ 1. This 
is the cause of the fact that explicit difference schemes are those which are more often 
suggested in the literature as a basis for iterative methods of solving the transonic flow 
equations. 

In the survey paper [3] it was observed that certain modifications of iterative methods 
for solving equations of transonic flow are possible. If the aim of the analysis is not to 
determine the path leading to a steady state but only the fields of flow parameters for that 
state, it is not necessary for the consecutive approximations to correspond to consecutive 
stages of the physical process of the flow becoming steady. This fact enables us to change 
the form of secular terms in the equations of flow so as to simplify the computation and 
to improve the convergence to a steady state. Nor it is required for the difference scheme 
to constitute an accurate counterpart of the equations of unsteady flow. Those ideas were 
used for constructing solutions of the equations of transonic potential flow. A survey 

http://rcin.org.pl



SoME METHODS FOR IMPROVING THE CONVERGENCE OP ITERATIVE SOLUTIONS 185 

of those methods can be found in [3] and in the more recent paper [4]. How far the methods 
for transonic potential flow have attained the high degree of development, the methods 
for rotational flow have been paid much less attention. The method of replacement of the 
unsteady equation of conservation of energy by the Bernoulli equation (for homo-energetic 
flows), the method of different time steps used for different space cells and the method of 
introducing the terms of the type of artificial viscosity (which damp the transition processes), 
are mentioned in [3] as all the existing methods for improving the convergence of iteration. 
Some new concepts have been introduced in [5] to [8]. They consist in each iteration being 
divided into a number of sub-iterations, every subsequent iteration giving a solution for 
a mesh of larger size. This enables us to transfer the influence of the disturbances produced 
in various parts of the region over the entire region. This gives an effect which is equivalent 
to a certain acceleration of wave motions, which make the flow become steady as a result 
of a process modelled by non-steady equations. 

Some new methods for accelerating the iteration process of solving the equations of 
transonic flow will be proposed in the present paper, a numerical example being used to 
study the problem of reduction of the number of iteratiol'ls necessary to obtain a satisfac­
tory solution. 

2. Description of the modification of the standard algorithm 

The methods which will be proposed for improving the convergence of an iterative 
procedure for solving the equations of transonic flow may be used for two- or three-dimen­
sional motions as well, the case of two-dimensional motion of a perfect fluid being used 
here as an example. Thus, let us consider the algorithm for constructing a solution of the 
set of equations. 

(2.1) f adr-bdx = - J J ~ fdxdr, 
c s 

where 

and C is the contour bounding a region S in the x, r-plane, u, w denote the velocity com­
ponents, e -density, p- pressure, h0 -total enthalpy of slowing down and IX- coef­
ficient of symmetry (IX = 0 or I). 

The total enthalpy of slowing down is 

(2.2) ho = u2+w2 ( 2 +h p, (!), 

where h is the total enthalpy of the fluid. 
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A solution of the set of equations (2.1) is sought for in the quadrangular region Q 
bounded by the lines C;, c:, C; and c: (Fig. 1 ), on which some boundary conditions 
are prescribed, the form of which depends on the type of the problem to be studied. The 
solution process starts from dividing the region Q into cells !J0 by using a certain algorithm. 
We prescribe now initial values for the flow parameters in particular cells or nodes. They 
constitute the initial condition or, in other words, the initial approximation of the iterative 
method. Further approximations will be constructed by means of a difference approxi .. 
mation to the equations of unsteady flow 

(2.3) f f wdxdr+adrdt+bdxdt = - J.r J r~ fdxdrdt, 
s v 

where 

and S is any surface bounding a volume V in the x, r, t-plane. 
We shall consider algorithms based on explicit difference schemes: 

(2.4) w"+ 1 = F({w}" {x}" {r}" {x}"+1 {r}"+1 T) 
I} s ' s ' s' s ' s ' ' 

where {w }!, {x }:, {r}: are sets of values of the parameters of flow and the coordinates 
of the nodes on the pattern of the difference scheme in the k-th time layer, the symbol T 

denoting the time step of the procedure. The standard algorithm for the construction of 
a solution includes the determination of the time step T from the stability condition, the 
determination of the new locations of the nodes and the computation, from the iteration 
formula (2.4), of the new approximate values of the parameters of flow in all the meshes 
or at all the nodes. This algorithm is characterized by a rather slow convergence to the 
steady-state solution, what can be explained on the grounds of a physical interpretation. 
The physical process of the flow becoming steady is connected with wave motion, that 
is propagation of mechanical disturbances within the flow region. In order to reach the 
steady state, the disturbances produced in a certain region are subject to multiple reflections 
and pass many times the entire region. This process reflects in the construction of the )Olu­
tion of the equations of unsteady flow by means of explicit difference schemes. From the 
Courant-Friedrichs-Levi stability condition it follows that the minimum number of 
iterations necessary for a disturbance to pass between opposite boundaries of the region 
is equal to the number of meshes between those boundaries. Since the stability condition 
selects the least value of the time step for all the cells, the number of iterations necessary 
for the disturbance to pass may be much higher in reality. This unfavourable effect can 
be reduced by conducting the computation for each cell or node with a time step determi­
ned from the local stability condition. This modification of the standard algorithm makes 
the solution obtained for a subsequent time layer not coincide with the subsequent phase 
of physical evolution of the flow. 
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The relation between the number of iterations necessary to attain steady state and the 
number of cells, into which the flow region has been divided, makes us seek for a compro­
mise between the requirement of accuracy of describing the flow structure and the desire 
to reduce the volume of computation. Some solution to this problem is furnished by the 
use of a variable number of cells. The analysis is started from the largest meshes. When 
the solution has been established, we pass to finer meshes. Such a passage may be perfor­
med several times. The sense of this procedure is clear if we observe that approaching the 
computation at finer meshes we start out from an approximation which is nearer the accu­
rate solution than an approximation selected for coarse meshes. 

The fundamental modification of the standard algorithm consists in a change of the 
sequence of operations in an iteration, that is to say the parameters rof1 for a mesh or 
a node (i, j) are replaced by the new computed values of the parameters in the neighbouring 
meshes or nodes. To explain the nature of this modification in greater detail let us consider 
Fig. 1 and assume that the (k+ 1)-th iteration begins from the cell at the apex C of the 
flow region. Making use of the parameters in the neighbouring cells which were evaluated 
in the k-th iteration, we find, from (2.4), the new approximation ro1! 1

• We replace now 
rol 1 by rolt 1 • The new values rol 1 are now used for computing the parameters in the cell 
( 4,2) and, having computed roli 1, we substitute it for ro12 • They are involved, in turn, in 
the equation for computing the parameters in the cell (4,3) etc. Let us observe that, to 
find the new approximation to the values of the parameters in the cell (3,2), use is made 
of the new values of the parameters in the cells (3,1) and (4,2). Thus, the new approxima­
tion to the values of the parameters in the cell (1 ,3) adjacent to the comer A will depend 
in some measure on the new value of the parameters in the cell (4,1). Thus, a disturbance 
produced in the neighbourhood of the apex C travels through all the cells during a single 
iteration. With the standard algorithm this would require, approximately I+ J iterations, 
the symbols I and J denoting the number of cells in the x and r direction, respectively. 

Following the analogy with the process of propagation of disturbances, we produce 
a reflection and a change of the direction of motion of the disturbance. This is realized 
in the algorithm by changing the direction of computation to make it opposite to that of 
the arrows in Fig. 1. After determining the new approximation to the values of the par­
ameters in the cells from (1,3) to (4,1), we find, as a result of next iteration, the values of 
the parameters in the cells starting out from the cell ( 4, 1) and ending at (1 ,3). 

The next modification of the standard algorithm concerns the procedure of changing 
the location of nodes. The motion of the nodes is connected with that of the boundaries 
of the flow region. This is the case of boundaries constituting shock wave fronts or flow 
boundaries. Their location in a steady state is unknown, therefore their initial location 
must be prescribed and varied in the course of the solution procedure. The motion of the 
boundaries and the related motion of the nodes inside the region are accounted for in the 
stability condition and in the form of the difference scheme. In the standard algorithm 
the magnitude of displacement of the boundary nodes is equal to the product of the velocity 
of motion of the element of the boundary considered and the time step -r. The locations of 
the internal nodes are adjusted to the new position of the boundaries. Their displacements 
are of the same order of magnitude as those of the boundary nodes. Such a procedure of 
remodelling the grid corresponds to the physical evolution of the flow, but prolongs consider-

5* 
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ably the computation time necessary to attain the steady state. It is reasonable, therefore, 
to consider an algorithm of remodelling the grid so as to accelerate the motion of the nodes. 

The boundaries of the flow region, which change their form and position in consecutive 
approximations, may have a nature of shock-wave fronts, or flow boundaries or sonic 
surfaces. For a steady-state those boundaries take the forms determined by the parameters 
at the boundary nodes or in the boundary cells. Thus, the inclination of various segments 
of the shock wave front to the x-axis is determined by the value of the shock disturbance 
angle at the corresponding node or cell, the inclination of the flow boundary is determined 
by the value of the turning angle of flow, and the inclination of the sonic line- by the 
value of the disturbance angle. Knowing the position of the relevant comer node (A, B, C 
or D) and the parameters at the boundary nodes or meshes, we can determine the form 
of the boundary. As an example let us consider the method of constructing a segment of 
the boundary in the case when node A (Fig. 1) is fixed and the adjacent boundary AD 

r 

c; 

c 
X 

FIG. 1. 

constitutes a shock wave front. Knowing the values of the flow parameters in the mesh 
(1 ,3) and the parameter of undisturbed flow before the wave front, we can determine the 
shock disturbance angle which is the angle between the segment of the wave front origi­
nating from the node A and the x-axis. By selecting in a definite manner the coordinate 
r 3 of the neighbouring node of A, we determine the coordinate x of that node (Fig. 1). 
This node becomes the origin for the next segment of the wave front, inclined to the x-axis 
at an angle determined from the values of the parameters at the cell (1, 2). Subsequent 
segments of the wave front are constructed in the same manner. 

Modification of the procedure of changing the positions of the nodes consists in the 
procedure of constructing the boundaries of the flow region described above for each 
iteration. The location of the internal nodes is adjusted to the new position of the bound­
aries in the same manner as it was done in the standard algorithm. The modified procedure 
ensures agreement between the form of the boundary and the values of the parameters of 
flow obtained at the boundary nodes or cells. If the standard algorithm is used, this agree­
ment is attained in an asymptotic manner. To explain the consequences of the difference 
between the standard and the modified procedures of constructing the variable boundaries 
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of flow, use will be made of the example which has already been considered above. Let us 
observe that the displacement of the node D determined by using the modified procedure 
depends on the displacements of all the nodes lying at the boundary AD starting out from the 
node next to A. In the case of the standard algorithm, it depends only on the flow parameters 
in the mesh (1, 1) and on the time step. This reduces the magnitude of the displacement. 
On the one hand this means that the convergence of the method is slower and, on the 
other hand, that it prevents any significant reduction in the time step (from the stability 
condition it follows that the admissible value of the time step is lower for larger displace­
ments of the nodes). Superposition of the displacements of boundary nodes in the modified 
procedure leads to relatively large displacements of nodes distant from the fixed nodes. 
This enables us to approach at a higher rate the steady state position of the boundaries, 
but the motion of the nodes may lead to a considerable reduction of the time step. To 
avoid this, new approximations are evaluated for fixed meshes. This means that the idea of 
modelling the physical exolution of the flow is partly abandoned, but we are able to con­
struct a sequence of successive approximations convergent to a steady solution. Let us 
observe that the displacement of the nodes decreases as the steady state is approached. 
As a consequence, the error due to fact that the motion of the nodes has been disregarded 
in the difference scheme also decreases. It follows that the sequence of successive approxi­
mations constructed above approaches the solution sought for. 

The non-local character of the algorithm of successive approximations, which is mani­
fested by the dependence of the parameters in a given cell (or node) and the position of 
a node on the parameters in all the cells (nodes) and the position of all the other nodes, 
enables us to approach relatively rapidly the steady state solution. However, considerable 
oscillations of the solution are produced if this state is approached, what makes it difficult 
to reduce the error of the. solution below a certain value. In the standard algorithm there 
are also oscillations about a steady state but, owing to the local character of the algorithm, 
their period is much longer and the amplitude smaller. Consequently, the standard algo­
rithm may prove to be more efficient in the vicinity of the steady state. Another way to 
obtain the same result is that of final averaging of the parameters. This method will be 
discussed by considering a particular case. 

3. Numerical example 

To analyse the methods proposed here aimed at improving the convergence of iterative 
methods of solution of the transonic flow equations, let us consider the problem of com­
pression of a column of barotropic liquid by a pressure pulse propagating at a constant 
supersonic velocity D along the wall of the column. The motion of the liquid is stationary 
in a system connected with the pressure pulse. In this system the undisturbed flow moves 
in the direction of the x-axis at a supersonic speed D (Fig. 2). 

The shock wave generated by the action of the pressure pulse slows down the motion 
of the liquid. As a result, a region of subsonic flow is formed. Now the expansion of the 
flowing medium due to the drop in pressure acting on the boundary of the flow region 
results in the motion being accelerated up to a supersonic speed. This means that a success­
ive region of supersonic flow appears. 

http://rcin.org.pl



190 R. T~BINSKI 

The solution of the equations of flow is constructed in the region bounded by the segment 
DC of the symmetry axis (Fig. 2), the shock wave front AD, the segment AB of the boundary 
of the flow region and the segment BC of supersonic flow. The boundary conditions at 
the shock wave front AD has a form of the Hugoniot conditions, the pressure is prescribed 
at the boundary AB of the flow region, the radial component of the velocity vanishes at 
the axis of flow, and a condition of non-reflecting boundary is prescribed at the line BC. 

r 

A 

0 D X 

FIG. 2. 

The problem considered is a model of the process occurring in a cylindrical specimen 
under the action of the pressure, exerted by the detonation products of an explosive, 
moving along the lateral surface of the specimen. A similar problem was solved in [9] by 
using the standard algorithm. The results of computation corresponding to the experimen­
tal data described in [10] and [11] will be presented. In those experiments detonation 
products were acting on cylindrical specimens of a radius r 0 = 12,5 mm, made of plexi­
glass. The velocity of the detonation wave was D = 6750 m/s. The distribution of pressure 
acting on the sample was determined in [II] by means of manganine gauges. Plexiglass 
subjected to shock pressure was modelled by a barotropic liquid. The form of the relation 
between the density (! and the pressure p was assumed to be 

(3.1) 2A2(!oP 
(! - -=-=-~-::----:-~--;=;====:=:;:::::==:=:==­

- 2).().-1)p-eoa2 +ay(eoa)2 +4).eoP ' 

where (!o = ll85 kg/m3
, a= 2600 m/s and).= 1.5. 

The first stage of constructing the solution comprises the establishment of the initial 
form of the boundaries AB, BC and AD, the construction of the grid and the choice of 
the initial values of the flow parameters in the meshes. The rectilinear segment AD of the 
wave front was assumed to be inclined to the axis at an angle equal to the disturbance 
angle for a wave with a pressure amplitude equal to the initial value of the pressure of the 
loading pulse. The segment AB of the boundary of the flow region was subdivided into 
segments corresponding to even steps Llx. Making use of the boundary condition, the mean 
value of the pressure acting on each of the boundary segments was determined. From the 
relations for an oblique shock wave the velocity components of flow were determined. 
Knowing the turning angle of flow, radial positions of the nodes lying at the boundary 
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were found. Then, the meshes were constructed. To this end rectilinear segments parallel 
to the boundary AD were drawn starting from each node on the boundary AB. Each of 
them was divided into equal segments, their ends indicating the positions of the nodes. 
By connecting nodes lying on neighbouring segments quadrangular meshes are obtained. 
In the individual rows of meshes parallel to the boundary AD we assume the same values 
of parameters as those determined for the corresponding segments of the boundary AB. 
Thus, we have determined the boundaries of the region, the location of the nodes and the 
initial values of the flow parameters in all the meshes. 

To find the next approximation use is made of the S.K. Godunov's difference scheme 
[12]. The parameters on the lateral walls of a mesh (except the boundary of the region) 
are determined by making use of the acoustic approximation to the solution of the problem 
of disintegration of an arbitrary discontinuity. In the next iteration, in agreement with 
the algorithm described in the foregoing section, the sequence of computation of the 
flow parameters in individual meshes is changed. After each iteration the meshes are 
rebuilt. Starting out from the node A, segments inclined to the axis at an angle equal to 
that of the shock disturbance are drawn from successive nodes at the boundary AD. The 
radial coordinates of the nodes lying at the wave front do not undergo any change, contrary 
to the case of axial coordinates. Further segments of the boundary of the flow region are 
determined in a similar manner. In this case their inclination angle coincides with the 
turning angle of flow in the meshes adjacent to the boundary. The x-coordinates of the 
nodes located at the boundary remain unchanged. Inside the region the meshes are con­
structed so that for a fixed j all the segments are parallel to the corresponding segment 
of the AD wave front and the even division along the r-coordinate is preserved. 

The multigrid procedure is used for the construction of the solution. The initial approxi­
mation is determined for coarse meshes. After the solution has been established for 
a given grid we pass to finer meshes by doubling the number of meshes in both directions. 
lhe parameters in each of the four meshes formed from an original mesh are assumed to 
be equal to those of the original mesh. The following quantity is used as a measure of the 
degree of stabilization of the solution obtained for the given meshes: 

(3.2) 

where xt is the coordinate of the node D as determined in the k-th iteration, and xD is 
the mean value of xv resulting from s iterations. If the condition E < z is satisfied, the 
procedure is repeated for finer meshes or the analysis is finished. In the former case the 
quantity c: decreases. 

Figures 3 to 6 represent diagrams illustrating the variation of the relative deviation 
L1 = (xD- Xvu)fr0 of the position of the node D from its steady location xDu, as a func­
tion of the number of iterations N. Diagram 1 in Fig. 3 concerns the standard algorithm. 
It has been drawn for the case in which the A BCD region has been divided into 32 x 16 
meshes. Diagram 2 illustrates the convergence of the solution to the steady state for the 
muJtigrid procedure. The initial condition was prescribed on 8 x 4 grid. After 44 iterations 
we have passed to the 16 x 8 meshes and, after further 106 iterations- to 32 x 16 meshes. 
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Confronation of the diagrams 1 and 2 shows that there is no essential difference between 
the rate of convergence for the single-grid and multigrid algorithms. It should be borne 
in mind, however, that the computation cost of one iteration with 8 x 4 meshes is one-

100 200 JqO N 

Flo. 3. 

N 

FIG. 4. 

sixteenth and with 16 x 8 meshes one quarter of that for 32 x 16 meshes. This is the prin­
cipal advantage of the multigrid procedure. 

Figure 4 shows diagrams of L1(N) for the standard algorithm (diagram 1) and for the 
modified algorithm in which the local value of the time step is used, the sequence of com­
putation in an iteration is changed and the modified procedure of rebuiliding the meshes 
is used (diagram 3). Confrontation of the two diagrams shows that the modifications 
introduced result in the fact that the steady state is approached at a much higher rate 
than in the case of the standard algorithm. The same conclusion can be drawn from the 
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confrontation of the diagrams in Fig. 5. Diagram 2 has been drawn for the standard 
algorithm and the variable mesh procedure and diagram 4 -for the modified algorithm, 
the multigrid procedure being also used. Comparison of the diagram 3 of Fig. 4 with the 
diagram 4 of Fig. 5 shows that also in the case of the modified algorithm, the use of the 
multigrid procedure does not change in any essential manner the number of iterations 
necessary to obtain a solution. 

0.4 

As observed in the foregoing section, the non-local character of the modified algorithm 
results in the solution becoming oscillatory, what makes it difficult to obtain the required 
accuracy. In the vicinity of the steady state the oscillations become regular, with constant 
amplitude and period. This is illustrated in the diagram 4 of Fig. 6, which is an enlarged 
fragment of the diagram 4 of Fig. 5. To obtain the required accuracy it is necessary to 
pass to the standard algorithm. Diagram 5 illustrates the convergence history of the solu­
tion, the standard algorithm was introduced after 80 iterations performed according to 
the modified algorithm. It is seen that the convergence to the steady state is monotonic. 
However, the return to the standard algorithm does not allow us to make full use of the 
advantages of the modified algorithm. For, if we confront diagram 5 with the diagram of 
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L1 (N) obtained by averaging the successive extremes of diagram 4, it is found that the aver­
aged solution tends to the steady state at a much higher rate. To use the modified algo­
rithm it is necessary to introduce a certain procedure of final averaging of the solutions. 
The condition of convergence of the solution must also be changed. The quantity E deter­
mined by Eq. (3.2) is replaced with £ 1 which is found from the formula 

(3.3) 

where it denotes the mean value of the successive extremes of the function xD(N). The 
condition of attaining the steady state has the form £ 1 < e. 

If it is established that the condition of the solution becoming steady is satisfied, we 
determine the parameters in the meshes for two consecutive extrema of the function xD(N). 
As a final solution we assume the mean value of the results obtained for the iterations 
corresponding to those points. The differences between the solution thus obtained and the 
solution obtained by means of the standard algorithm are contained within the limits of 
the required accuracy of solution. At the same time the number of iterations necessary 
to obtain a solution reduces to a number several times smaller than before. 

Figure 7 represents the results of solving a test problem. The form of the shock wave 
front ADA and the lateral surface of the compressed specimen AC are shown. The bound­
aries of the regions of sub- and supersonic flows are shown as well as some selected iso­
bars. Chain lines show the form of the shock wave front which was obtained experimentally 
in [9]. It is seen that this form does not differ much from that obtained by computation. 
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FIG. 7. 
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